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Abstract: In this paper, we reported the fabrication, characterization, and application of carbon
nanotube (CNT)-platinum nanocomposite as a novel generation of cathode catalyst in microbial fuel
cells (MFCs) for sustainable energy production and wastewater treatment. The efficiency of the carbon
nanocomposites was compared by platinum (Pt), which is the most effective and common cathode
catalyst. This nanocomposite is utilized to benefit from the catalytic properties of CNTs and reduce the
amount of required Pt, as it is an expensive catalyst. The CNT/Pt nanocomposites were synthesized
via a chemical reduction technique and the electrodes were characterized by field emission scanning
electron microscopy, electronic dispersive X-Ray analysis, and transmission electron microscopy.
The nanocomposites were applied as cathode catalysts in the MFC to obtain polarization curve
and coulombic efficiency (CE) results. The catalytic properties of electrodes were tested by linear
sweep voltammetry. The CNT/Pt at the concentration of 0.3 mg/cm2 had the highest performance
in terms of CE (47.16%), internal resistance (551 Ω), COD removal (88.9%), and power generation
(143 mW/m2). In contrast, for the electrode with 0.5 mg/L of Pt catalyst, CE, internal resistance, COD
removal, and power generation were 19%, 810 Ω, 96%, and 84.1 mW/m2, respectively. So, it has been
found that carbon nanocomposite cathode electrodes had better performance for sustainable clean
energy production and COD removal by MFC.

Keywords: carbon nanotube; coulombic efficiency; microbial fuel cell; nanocomposite; Pt

1. Introduction

Climate change and the risk of running out of non-renewable energy has made
scientists think about clean alternative types of fuels [1–3]. In addition, as a consequence
of population growth and the industrial revolution, the energy demand has been on an
upward trend, and also a large volume of wastewater is produced [4,5]. Therefore, there is
a considerable request globally for reliable, clean energy sources and wastewater treatment
plants. The microbial fuel cells (MFC) are an apparatus that converts the chemical energy
of biodegradable organic compounds to electricity and hydrogen, which are the clean
and renewable types of energy [6,7]. This means that an MFC can utilize the organic
compound of waste and produce energy, thus, treating wastewater [8–11] and producing
energy simultaneously [7]. Generally, MFCs consist of two chambers, namely cathode,
and anode divided by a separator or proton exchange membrane (PEM) [12,13]. The
anode chamber utilizes organic matter to produce electrons, which are transferred to
the cathode chamber via an external circuit. The produced protons will pass through
the separator to reach the cathode chamber. Lots of efforts have been made to make
the MFCs commercial [14,15]. Most of the expenses of an MFC are due to its cathode
catalyst (Pt), which accelerates the oxygen reduction reaction (ORR). According to the

Sustainability 2021, 13, 8057. https://doi.org/10.3390/su13148057 https://www.mdpi.com/journal/sustainability
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reports, more than half of MFC price is related to Pt [16,17]. Platinum is a durable and
efficient catalyst, which is adopted for MFC and makes the ORR faster. However, it is very
expensive and is not applicable for use on a large scale. Therefore, researchers tried to find
a catalyst other than Pt or decrease the amount of Pt in the MFC. Among all the materials,
carbon nano-based materials and nanocomposites attracted lots of attention due to their
unique properties. They possess a substantial specific surface area with high catalytic
activity and showed promising properties in electron production and transfer [18–20].
Jafar Ali et al. [21] used nanocomposite iron sulfide wrapped with graphene oxide as
the cathode catalyst. The MFC with nanocomposite cathode catalyst presented a higher
removal of toxic Cr and a 4.6 higher reduction rate than blank MFC [22]. Moreover, the
MFC which used nanocomposite cathode catalyst produced 3.28 times more power density.
Another group of researchers [23] tried to replace the expensive cathode catalyst. They used
two different multiwall carbon nanotube (CNT)-based cathode catalysts. These authors
found that Co-N-CNT and Fe-N-CNT had higher ORR activity and also generated more
power density than Pt [24]. In another, Pattanayak et al. [22] utilized poly (aniline co
pyrrole) wrapped titanium dioxide nanocomposite for an air cathode MFC. They found
that the nanocomposite catalyst produced 2.3 times higher power output than the Pt/c
catalyst. In another interesting study, Yu Du et al. [25] replaced Pt as an expensive cathode
catalyst with a hybrid nanocomposite catalyst. They used nitrogen-doped CNT, reduced
graphene oxide nanosheet, and compared this new catalyst with Pt. These researchers
could produce 1329 mW/cm2 power density which was 1.37 times higher than Pt catalyst.

In a recent investigation, Yan Wang et al. [26] synthesized a bimetallic hybrid modified
with CNT and applied it as a cathode catalyst in MFC. The newly synthesized cathode
catalyst had higher ORR performance and produced 2757 mW/m3 power density which
was higher than Pt (2313 mW/m3) catalyst.

In 2019, Majidi et al. fabricated α-MnO2/C, and α-MnO2/C supported on carbon
Vulcan catalyst for air cathode MFC. The catalysts could produce 180 and 111 mW/m2,
respectively. However, the produced powers were not that much higher, but the catalysts
were considered as economical compared to the pure Pt catalyst [27].

Sofia et al. have done a study on platinum group metal-free based catalyst in 2020.
However, they reported that the power output is increased but the generated power was
67.3 mW/m2 and 120 mW m−2 after 35 days and two months respectively. The power
densities were quite low and also the power output changed a lot due to the fluctuating
environmental condition [28].

As different parameters influence the performance of MFC, Ghasemi et al. [24] used
two methods for optimizing MFC. They tried artificial intelligence and fuzzy logic. The
mentioned authors considered diverse optimized conditions and interestingly observed
that each optimization technique produced a certain result.

However, there are lots of studies about synthesis and applications of new catalysts
in MFCs, there are not many studies about optimization of Pt and making MFCs more
economical by Pt composite catalysts. As the Pt is the most efficient and durable catalyst
and also the most expensive, we tried to reduce the amount of Pt, but not eliminate it.

This research is a big step towards the commercialization of MFC because it use a
smaller amount of Pt as the cathode catalyst, thus making MFC a sustainable method for
use on a bigger scale for societies and industries. Until now, MFC has not been applied
widely as it is not a sustainable solution for wastewater treatment and energy production.
However, the scientists had lots of progress in improving the MFCs for higher power
generation and wastewater treatment [4].

In the present study, CNT/Pt nanocomposite has been synthesized and characterized.
Furthermore, the optimum amount of this catalyst was found for using in MFC to reach
higher ORR potential, COD removal, and power generation. The self-generated nanocom-
posite was made and applied as a cathode catalyst in MFC and the performance of this
option was compared with Pt catalyst.
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2. Materials and Methods

2.1. MFC Configuration

The design of MFC was the same as in previous studies [29]. It consisted of two
cylindrical chambers with a length of 14 cm and a diameter of 6.2 cm (300 cm3 active
volume) separated by Nafion 117 (China). The membrane was pretreated before use by
boiling water and 3% hydrogen peroxide, or 0.5 M sulfuric acid for half an hour and kept
inside deionized water. The cathode and anode electrodes had 12 cm2 surface area [29].
The 0.5 M phosphate buffer solution was used to adjust the pH of the solution around
6.5–7. The cathode chamber consisted of 4.26 g/L Na2PO4, 2.5 g/L NaH2PO4, 0.13 g/L
KCl, and 0.31 g/L NH4Cl solution, and aeration was performed by an aquarium pump.
Carbon paper (CP) was utilized as the anode electrode, in addition to Pt and CNT/Pt
being employed at different concentrations as the cathode electrode. Figure 1 shows the
schematic of an MFC. The protons passed through PEM and electrons were transferred
through the external circuit to reach the cathode.

Figure 1. Schematic representation of the fabricated MFC.

For inoculation of MFC at the anode chamber, anaerobic sludge from a palm oil mill
effluent treatment plant (Selangor, Malaysia) was utilized. The media comprised of 5 g
glucose as the source of sugar, 0.5 g yeast extract, 4 g NaHCO3, 0.2 g KCl, and 10 mL
Wolfe’s mineral and vitamin solution added per liter [30]. All the chemicals were provided
by Merck Company (Darmstadt, Germany).

2.2. Electrode Preparation
2.2.1. Pt Electrode

For preparing Pt electrode, first, the Pt was washed with deionized water followed by
filtering and drying in the oven. Next, Pt was dispersed in a Nafion solution resulting in Pt
ink. The ink was dispersed on the CP electrode by a brush and was dried for 1 h at 100 ◦C
in an oven [12].

2.2.2. CNT/Pt Nanocomposite Electrode

To produce CNT/Pt, the chemical reduction technique was used. In the first step, CNT
was dispersed by ultrasonication in HNO3 for 3 h. Afterward, the produced solution was
dried, rinsed, and finally dried in the air. The resultant CNT sample was then dispersed by
ultrasonication in (CH3)2CO for 1 h. Next, the 0.075 molar H2PtCl6 solution was slowly
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added to CNT during stirring. After 24 h, the mixture was reduced by 0.1 M NaBH4 as
well as 1 M NaOH solution. As soon as the mixture was uniformly mixed, it was rinsed
and dried at 80 ◦C for almost 6 h [16]. The required quantity of CNT/Pt was added to a
limited proportion of C2H5OH, dispersed properly on a mixer, and brushed on the CP
surface. Afterward, the CNT/Pt electrode was placed in the oven at 100 ◦C to dry.

2.3. Analysis and Calculation

The experiments were done in three months and the data were collected in three days
(72 h) when the system became stable.

Formulas (1) and (2) were utilized to determine the current as well as power density:

I =
V
R

(1)

P = R × I2 (2)

where I denotes the current (amps), R is the external resistance (ohm), V refers to the voltage
(V), and P represents the produced power (Watt) of the system [31,32]. The coulombic
efficiency (CE) was calculated as the actual current transferred to the maximum current
that is obtainable from the system. It can be calculated by the following equation [18]:

CE =
M

∫ t
0 I dt

F b Van ΔCOD
(3)

where M refers to the molecular weight of oxygen (32 g/mole), F denotes the Faraday’s
constant (96,485 C/mol-electrons), b = 4 is the number of electron exchange per mole of
oxygen, ΔCOD represents the change of COD over time t, and Van is the liquid volume
(m3) in the anode chamber.

For measurement of the COD, first, the samples of media were diluted 10 times and
then 2 mL of the dilute was mixed uniformly with (a vial) of high-range COD reagent
digestion solution. Then it was heated to 150 ◦C by a thermo reactor (Hach, DRB 200,
Loveland, CO, USA) for 2 h, and read with a spectrophotometer (Hach, DR 2800, Loveland,
CO, USA) [33].

The experiments were performed three times under the same conditions and the mean
values or typical results are presented below.

2.4. Electrodes Morphology and Catalytic Activity

The morphology of the surface of the electrodes and the attached bacterial community
on the anode electrode was observed by field emission scanning electronic microscopy
(FESEM) (Supra 55vp-Zeiss, Oberkochen, Germany). Before the FESEM analysis, the sam-
ples were entirely coated by a thin conducting metal, such as gold. Transmission electronic
microscopy (TEM) (CM-12, Philips, Eindhoven, The Netherlands) was employed to find
out the dispersion of Pt nanoparticles. The Energy-Dispersive X-ray spectroscopy (EDX)
(INCA, Oxford, UK) was applied to detect the percentage of Pt in the nanocomposite. The
catalytic activity of the electrodes was tested by a potentiostat galvanostat (HAK-MILIK
FRIM 04699A-2007, Japan) in 0.1 M H2SO4 with the reference electrode of Ag/AgCl, work-
ing electrode of glassy carbon and Pt as counter electrode for linear sweep voltammetry
(LSV) and 50 mV/S scan rate in the range of −1 until 0.4 V [34].

3. Results and Discussion

3.1. Electrode Characterization

Figure 2a,b show the FESEM, as well as TEM images of Pt-dispersed CNTs. The
uniform dispersion of Pt nanoparticles in the CNTs can be observed in the TEM image,
where the dark spots indicate the presence of Pt. The functionalization of CNTs using HNO3
increased the surface reactivity and active sites of CNTs facilitating the fine dispersion of
Pt nanoparticles on the CNT surface [35]. It enhances electrode electrochemical activity

4
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due to the high catalytic surface area of CNT and the supportive and catalytic effects of
Pt [36]. The EDX pattern shown in Figure 2c indicates the percentage of CNT and Pt in the
nanocomposite. The Pt weight percentage to CNT ratio was found to be around 25%.

Figure 2. (a) FESEM, (b) TEM, and (c) EDX pattern of CNT/Pt nanocomposite.

3.2. Attachment of Microorganisms on the Anode Electrode

Figure 3 shows the morphology of the anode electrode and the attachment of microor-
ganisms. It indicates clearly that various types of bacteria are attached to the electrode
surface. They utilize the organic substrate of the feed, growing and producing electrons
and protons which will be transferred to the cathode for electricity production [37].

Glucose was used as the substrate in the MFC. The reactions which occurred at the
cathode and anode are summarized in Equations (4) and (5), respectively.

C6H12O6 + 6H2O — → 6CO2+ 24 e− + 24H+ (4)

O2 + 24 e− + 24H+ — → 12H2O (5)

The oxidation of one mole of glucose in an anaerobic condition produces 24 mol
electrons and protons. In our previous study.
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Figure 3. Attachment of microorganisms on the electrode.

3.3. Power Density

By changing the external load on the MFC, a power density graph can be drawn as
shown in Figure 4.

Figure 4. Power density graph of some electrodes.

The maximum power density of neat CP was 44.7 mW/m2 at 172.66 mA/m2. It
increased by elevating the Pt amount and reached the maximum amount of 84.01 mW/m2

(341 mA/m2) for 0.5 mg/cm2. However, for CNT/Pt cathode electrode, the power density
augmented with rising the amount of CNT/Pt up to 0.3 mg/cm2, in which the power
density reached 143.1 mW/m2 and remained almost constant [29].

Like previous studies [24,25], the nanocomposite cathode catalyst produced a higher
power density than Pt.

The Pt nanoparticles placed on the CNT surface can absorb more hydrogen (H+) ions
due to the more open active surface, compared to Pt. The role of these particles in the
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dissociation of the hydrogen molecule is critical and leads to an increase in the amount of
adsorbed hydrogen by Van der Waals force [12]. In addition, the power was approximately
constant without augmentation in CNT/Pt of over 0.3 mg/cm2. The latter result shows
that the diffusion resistance of the cathode raised because of a depletion in the oxygen
diffusion rate that offsets the elevation of the catalyst [38].

3.4. Polarization Curve

The polarization curve of different systems is demonstrated in Figure 5. Typically, the
voltage will decline by an increase in current density [39].

Figure 5. Effect of different kinds of electrodes on the polarization curve of fabricated MFC (a) Pt (b)
CNT/Pt.

The internal resistance of the system was measured by the polarization curve and
through mathematical calculations. Internal resistance is the slope of the voltage-current
curve [40]. Therefore, a higher slope of the polarization curve means that the internal
resistance is higher resulting in lower electricity production [41]. Table 1 indicates the
internal resistance, maximum produced power, maximum current, and internal resistance
at a maximum power density of different MFCs.
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Table 1. Information taken from the MFCs.

Cathode
Electrode

Internal
Resistance (Ω)

Pmax (mW/m2)
Imax (mA/m2)

at Pmax

OCV at SS
Condition (mV)

CP 1084 44.7 172.7 493
0.1 Pt 894 53.4 159.5 587
0.2 Pt 873 77 327.1 687
0.3 Pt 812 73 246.7 693
0.4 Pt 811 75.9 251.6 673
0.5 Pt 810 84.1 341.7 672

0.1 CNT/Pt 587 73.5 221.3 746
0.2 CNT/Pt 593 125 288.7 787
0.3 CNT/Pt 551 143.1 445.8 794
0.4 CNT/Pt 564 146 312 811
0.5 CNT/Pt 573 146.8 285.6 815

Overall, the system that worked with CP as a cathode had the highest internal re-
sistance of about 1084 Ω. The internal resistance decreased to 810 Ω by increasing the
concentration of Pt to 0.5 mg/cm2 as the lowest internal resistance among all Pt electrodes
in this study. Moreover, in CNT/Pt nanocomposite, the lowest was 551 Ω for 0.3 mg/cm2

CNT/Pt. This shows that the CNT/Pt composite had an internal resistance about 35% lower
than Pt which may be attributed to the better electrical and catalytic activity, and especially
higher conductivity, of the CNT/Pt nanocomposite electrode compared to Pt [42,43].

3.5. COD Removal and Coulombic Efficiency

Figure 6 demonstrates the COD removal, as well as the CE of the different systems.

Figure 6. CE and COD removal of (a) Pt and (b) CNT/Pt electrodes.

8
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As can be seen in Figure 6a, the highest and lowest CEs of 23% and 10.77% belonged
to the CP coated by 0.2 mg/cm2 Pt and neat CP, respectively. This means that more current
is obtained from a substrate in the electrode by 0.2 mg/cm2 Pt, in comparison with other
Pt electrodes. Furthermore, the figure reveals that all electrodes coated by Pt had high
COD removal of more than 70% indicating that MFCs are a proper method for COD
removal [44,45]. Figure 6b shows the COD removal and CE of nanocomposite electrodes.
The figure represents that the highest CE is related to the CP coated by 0.3 mg/cm2 CNT/Pt
around 47.159% in 88.9% COD removal. On the other hand, the lowest CE was 31.97% in
79.5% COD removal for 0.1 mg/cm2 CNT/Pt. It should be noted that the COD removal
for all nanocomposite electrode systems is >80%. For Pt electrodes, by increasing the
concentration of Pt, COD removal and CE augment, while it did not exert the same impact
on CNT/Pt. This can be observed in the internal resistance of the MFCs as well. For the
Pt electrodes, by increasing the concentration of Pt, reduction occurs in internal resistance
and then remains almost constant. However, it is not the same for CNT/Pt. In other words,
elevation in internal resistance leads to a more complicated transfer of electrons from
anode to cathode. Consequently, the power of the system for degrading organic substrates
decreases resulting in diminished COD removal [46,47].

Table 2 compares the power density production and COD removal of different MFCs.

Table 2. Application of some cathode catalysts in MFC.

Cathode Catalyst PEM Power Density (mW/m2) COD Removal (%) References

CoNiAl-LDH
Nafion N966

87.91 87.38
[48]CoNiAl-LDH@NiCo2O4 85.28 85.81

Pt-coated titanium Ultrex CMI-7000) 271 - [49]

SGO-TiO2-PANi
Nafion 117

904.18 -
[50]TiO2-PANi 561.5 -

Pt 483.5 -

Pt Clayware based
ceramic cylinder

110 90
[51]CuZn 75.1 87

C 19.2 77

Pt
Nafion 117 481.55 93.97

[52]Nafion 117-SPVDF 446 90.27
Laminated 117-SPVDF 413 84.15

Pt
Nafion 117

481 90.48
[22](PANi-Co-PPy)@TiO2 987 81.2

Pt
Nafion 117

84.1 96.8
This studyCNT/Pt 143.1 88.9

C 44.7 63.5

3.6. LSV Analysis

The activity of oxygen reduction on the cathode electrodes at diverse concentrations
of Pt catalyst (Figure 7a) and CNT/Pt (Figure 7b) catalyst were compared together using
LSV. Figure 6a indicates that the higher amount of Pt improved the ORR activity and the
electrode with 0.5 mg/L Pt had the highest catalytic performance. On the other hand,
for CNT/Pt, the catalytic performance augmented up to 0.3 mg/L CNT/Pt and then
started to decline. This might be because the CNT weakens oxygen bonds resulting in
lower activation energy. Moreover, the amount of generated current density by CNT/Pt
electrodes is generally equal to or higher than the generated current by the Pt electrodes [19].

9
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Figure 7. LSV patterns of (a) Pt and (b) CNT/Pt at different concentrations.

4. Conclusions

Sustainable energy production and wastewater treatment are some of the main param-
eters of industrial growth in the new era. MFC is a device that converts waste to energy. In
this study, CNT/Pt nanocomposite in cathode catalysts was fabricated and applied as the
cathode catalyst in MFC. It was made by drop-by-drop mixing of H2PtCl6 and CNT. After-
ward, it was applied in the MFC for wastewater treatment and clean energy production.
Our findings revealed that MFC showed better performance in terms of power generation
and CE with the carbon nanocomposite cathode catalyst, compared to pure platinum.

The CNT provided more space for the attachment of Pt nanoparticles and facilitated
the dissociation of protons and ORR by anticipating a higher surface area.

Furthermore, by decreasing the amount of Pt in the cathode, the capital cost of the
MFC is reduced, making it more economical and applicable for societies and industries.

The nanocomposites diminished the activation energy and indicated great catalytic
activity and therefore, can be a proper alternative for pure Pt. However, the optimization
of the amount of nanocomposite should always be considered.

It was found that 0.3 mg/cm2 CNT/Pt cathode catalyst produced 1.7 more power
density compared to 0.5 mg/cm2 Pt. It had also lower internal resistance (551 Ω), compared
to the 0.5 mg/cm2 Pt (810 Ω). Moreover, it had the highest CE (47.159%) and was shown to

10
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be the most active catalyst. This research opened a new window towards sustainable clean
energy production and environmental remediation.
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Abstract: Autonomous vehicles not only provide a new impetus in the development of car models in
the automotive industry—even in agriculture there has recently been talk of autonomous field robots
(AFR). Great expectations are placed on these digital assistants from a wide variety of perspectives.
However, it is still unclear whether they will make the transition from market niches to broad-based
distribution. Apart from various factors, this depends on user acceptance of this new technology
expected by the innovators, since this is likely to be essential for the further development of AFR.
For this purpose, the ex ante user acceptance of farmers from the perspective of various AgTech
startups with AFR involvement in Europe was investigated in this exploratory and qualitative study.
The Technology Acceptance Model (TAM) served as the basis for the developed interview guideline.
In summary, the results confirm that a variety of factors potentially influence farmer acceptance and
AFR diffusion from the perspective of AgTech startups, with perceived usefulness being considered
the main motivation for using AFR. The interviewed experts believe that AFR will initially be used in
crops that have relatively high costs for crop protection treatments before becoming economically
attractive for other crops. The basic prerequisite for a successful market launch is an adjustment
of the legal framework, which sets standards in relation to AFR and thus, provides security in the
production process. The results could support political decision-makers in dealing with this new
technology and AFR manufacturers in the promotion of AFR.

Keywords: acceptance; AgTech startups; autonomous; robot; TAM

1. Introduction

The megatrend of digitalization has not stopped at the agricultural sector. Rapidly developing
technologies and infrastructures are opening up new perspectives that could even lead to a rethinking
of entire farming systems [1]. For example, tractors as the main work equipment for arable farmers are
slowly but surely being joined in their development by highly accurate, sensor-based, and intelligently
linked field robots that can perform certain tasks autonomously, much more precisely, and much more
sustainably either alone or in swarms with other units. The development of such autonomous field
robots (AFR), which are becoming increasingly economically attractive, is mainly being driven by the
growing demand for qualified workers in agriculture and the public debate about the impact of farming
practices on the environment (e.g., the use of pesticides, over-fertilization, and soil compaction) and thus,
addresses all three pillars of sustainability (economic, environmental, and social) [2]. Social majorities
can generate political pressure, which can lead to legal changes in pesticide and fertilizer application
and force farmers to adapt their farming practices. AFR, some of which are still at the prototype
stage, can perform specific tasks without an operator, apply pesticides on a plant-by-plant basis,
or control weeds mechanically, which is why AFR could become more important in the future [3].
With its autonomous operation, these machines reduce the workload of farmers and protect them
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from unnecessary contact with harmful chemicals. Due to AFR’s better scalability, smallholder farms,
which have often been considered uneconomical, could become more economically attractive by
adopting such robots, which could lead to a rethink in process in the agricultural sector, away from the
motto: “bigger is better” [4].

However, the introduction of autonomous technologies in agriculture is also accompanied by some
concerns. For instance, although the driving of farm machinery would be abolished, new tasks would
be added, such as AFR’s monitoring and programming, for which farmers may lack qualified staff [3].
In addition, Devitt [5] fears that farmers may not be able to trust unmanned robots working out of sight
and that by handing over tasks to artificial intelligence (AI), they would lose agricultural knowhow
in the long run and thus, suffer an even greater loss of social recognition. A similar conclusion was
reached by Kester et al. [6], who, using the example of special crops, revealed a conflict between the
farmers’ support of efficiently operating AFR and a lack of confidence in such technologies.

Despite the concerns expressed above, there is broad agreement that AFR will claim its place in
modern agriculture in the future, but it remains unclear when and to what extent this will happen.
For instance, the King [4] argues that the initial reluctance of established agricultural machinery
manufacturers to develop AFR is due to the fact that their existing business models are being
compromised. In addition, the risk of damaging reputation by a possible malfunction of the first
AFR is much higher for established agricultural machinery manufacturers than for largely unknown
AgTech (AgTech (Agricultural Technology) is used in this article as a generic term for all technical
innovations affecting the data-driven, networked, digital agriculture of the future) startups. However,
AFR also offer a whole range of new business models for agricultural machinery manufacturers,
such as on-demand supply of AFR to farmers in return for a rental fee or as a cloud-based pay-per-use
model [7].

Another opportunity can be seen in the ongoing development of agricultural engineering through
a disaggregated approach in the form of several small robot units where large machines hit the legal size
and weight limits [8]. Since digital technologies such as AFR collect and analyze large amounts of data
in order to fully unfold their potential, not only AgTech startups but also large IT companies such as
IBM and Google are competing with established agricultural machinery manufacturers. As these new
players will claim their share of the market, it is all the more important for the current market leaders
to assess whether there is indeed a future market for AFR and, if so, to what extent [9]. Therefore,
when estimating the factors influencing the ex ante acceptance of AFR by farmers, the perspective of
various AgTech startups as new market entrants appears to be highly interesting.

However, there have only been a few studies on the technology acceptance process in relation
to AFR in agriculture so far. Redhead et al. [3] attribute this to the fact that this is a new, potentially
disruptive technology and that not much is known about how AFR could be integrated into current
farming practices. Therefore, they conducted contextual interviews with nine farmers from large-scale
farms in Queensland (Australia). The farmers interviewed were particularly interested in the reduction
of weed control costs and the time saved by the absence of an operator when using AFR. However,
they also feared the reliability of the small robot units in an uncontrolled environment, the time
required for monitoring, the complexity of AFR as well as the lack of required infrastructure in terms of
high-speed mobile data networks. Overall, however, they were enthusiastic about a possible adoption
of AFR, which was particularly true for farmers who were already using precision agriculture (PA)
technologies on their farms. This can be confirmed by the findings of Salimi et al. [10], according to
which farmers are more likely to adopt automated technologies the more they understand their
usefulness. Therefore, the authors [10] surveyed 378 people with agricultural backgrounds in Iran
in 2020 about factors influencing the adoption of agricultural automation. In 2018, Rial-Lovera [11]
surveyed 14 agricultural stakeholders in California (USA) on their AFR acceptance behavior and
revealed labor shortages and rising labor costs, as well as a lack of awareness of the potential benefits
of AFR and the lack of compatibility between agricultural equipment as the main reasons for an ex ante
acceptance of AFR by farmers. Using a wider definition of the term, Caffaro and Cavallo [12] conducted
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a survey on Smart Farming Technologies (STF) at a northern Italian agricultural fair and found that the
sociodemographic characteristics of farmers influence their adoption behavior of STF. Overall, it can
be concluded that there is a research deficit in the investigation of the technology acceptance process
and diffusion of AFR in agriculture, as most studies focus only on the effect of certain facets and tend
to ignore the multidimensionality of the acceptance process, leading to imperfect understanding of the
underlying complexity of acceptance factors and diffusion barriers [13,14].

One group whose perspective appears particularly interesting in this context is, in addition to
farmers (as buyers), the AgTech startups themselves (as suppliers). Following Roger’s [15] theory of
the diffusion of innovations, the identification and successful targeting of the right group of farmers
should be a top priority for suppliers in order to invest their resources into attracting the right people.
In addition, the supplier’s knowledge of existing drivers and barriers to the diffusion of AFR as an
essentially affected party is usually higher than among other stakeholders. AFR are currently in
an early market introduction phase, in which it will be decided whether the “critical mass” [15] of
adoptions will be reached and the technology will be successfully established to a broader market
or not.

The aim of this paper is therefore to examine first the barriers to the diffusion of AFR by providing
insights into the ex ante acceptance process of AFR. To this end, the present study examines various
acceptance factors influencing the technology’s diffusion from the perspective of AFR-developing
AgTech startups. Since it is especially the user acceptance expected and already experienced by the
suppliers that is essential for the further development and implementation of AFR, AgTech startups
have collected data from farmers themselves. By interviewing the startups, it is possible to obtain
aggregated knowledge about the acceptance of many farmers. Therefore, the data have been gathered
through qualitative expert interviews at the International Forum of Agricultural Robotics (FIRA) in
Toulouse (France) in December 2019.

2. Materials and Methods

Due the relatively small number of AgTech startups with AFR involvement in Europe and a
lack of empirical research on the acceptance of AFR, a qualitative approach for data collection and
analysis was chosen: expert interviews using a semi-standardized guideline to specify the wording
and order of the questions, thus ensuring a uniform procedure [16]. Besides the fact that a quantitative
survey was not suitable given the relatively small statistical population, expert interviews offer several
advantages, since answering open questions requires higher cognitive effort from the respondents
than answering closed questions and can therefore reveal more in-depth information [17]. In order to
collect the data, we conducted interviews with experts from ten different AgTech startups specialized
in AFR at the International Forum for Agricultural Robotics (FIRA) in Toulouse (France) in December
2019. The open and neutral formulated questions were split into six thematic blocks: drivers and
barriers, economics, environmental impacts, legal constraints, socioeconomic impacts, and technology.
Following a brief introduction to the topic, the experts were interviewed in person, leaving them
free to add questions or topics not covered in the interview guide. The results were extracted using
a qualitative content analysis according to [16,18], which is described in more detail in Section 2.2.
For this purpose, individual statements from the interviews are assigned to previously developed,
theory-based categories (described as factors in Section 2.1.) after summarizing and aggregating
the information.

2.1. Study Design

This 14 question-long guide (see Appendix A) was based on the factors influencing the ex ante user
acceptance of new technologies based on the Technology Acceptance Model (TAM) [19]. These factors
cover perceived usefulness, perceived ease of use, and external factors. Since the subject of this study is
the future use of AFR, it can be assumed that farmers have had little or no experience in dealing with
this new technology, which is why the factors of attitude toward using and actual system use have
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been excluded from this analysis. In addition, Chuttur [20] was able to demonstrate a direct influence
of perceived usefulness and perceived ease of use on the behavioral intention. According to [19],
the perceived usefulness is the subjective probability with which a potential user will adopt a certain
technology (in this case AFR) to improve his work performance in an organizational context. In contrast,
the perceived ease of use describes the level of simplicity of a technology expected by a potential user.
Both perceived usefulness and ease of use can be influenced by various external factors [10,21–23].
In order to address the diversity of perceived usefulness, this study explicitly addresses the underlying
facets of an economic benefit in terms of, for example, higher harvest expectations, (labor-) cost savings
or an increase in economic efficiency, and the facets of an environmental benefit. The effect of perceived
ease of use on perceived usefulness is assumed to be positive, since a higher degree of simplicity of
a technology is beneficial to its usefulness [10,11,23,24]. The following external factors have been
added based on the available literature on the topic: compatibility, farm manager characteristics,
information, legal framework, social influence, and workforce availability [3,5,6,10–12,14,23,25,26].
The external factor compatibility takes findings from diffusion theory into account, which has shown
that the technical design strongly influences user acceptance [25]. Compatibility means the possibility
of combining AFR with existing technology and thus, successfully integrating it into working practice.
Therefore, we expect an effect on the perceived usefulness and the perceived ease of use. As another
external factor, we have introduced the farm manager’s characteristics in order to meet socioeconomic
aspects such as age, educational level, and risk aversion [14]. Following an approach from PA research,
the external factor information represents the data collected by AFR and its strategic operational use as
well as associated data protection and data autonomy, for which we assume a direct influence on the
perceived usefulness. The sociopolitical discussion on chemical plant protection products in Europe
is leading to increasing legal restrictions on the use of pesticides in agriculture (e.g., Germany: [27]).
In addition, the use of autonomous technologies on public roads is still not regulated in a way that is
appropriate to the present time, which is why we assume that the legal framework has an influence on
perceived usefulness [28]. We therefore defined the external factor legal framework as the degree to
which a farmer believes that organizational and legal infrastructures exist to support the use of AFR.
Social influence was taken into account as a further external factor to counteract the limitation of the
TAM to ignore the social environment. The fact that the social environment has an influence on the
acceptance of technology has been proven several times with the follow-up models TAM2 and the
unified theory of acceptance and use of technology (UTAUT). Furthermore, farmers are influenced in
their strategic decisions by their social environment [29], which is why we assume a direct relationship
between social influence and perceived usefulness. The availability of workforce has been repeatedly
cited in the screened literature as a driver for the development and adoption of AFR, which is why a
direct influence on the behavioral intention to use AFR is assumed from this fifth and last external
factor in this study [2,30]. The assumptions based on the factors mentioned above are shown in the
following figure (Figure 1).
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Figure 1. Modified TAM in the context of autonomous field robots.

2.2. Data Analysis

A qualitative content analysis by extraction according to [17,18] was used to analyze the data.
This was performed in three steps: transcription and data exploration, identification of statements
related to the acceptance factors, and summarization and interpretation of the extracted information.

The first step was to transcribe the recorded interviews in full length. The resulting transcripts
were made anonymous using the method of factual anonymization. In this process, the extracted
data are anonymized to such an extent that links to the individual experts can only be decrypted
with a disproportionately high effort [31]. As a next step, the information relevant to the research
objective of this study was extracted from the transcripts and assigned to the TAM factors described
above (external factors, perceived usefulness, and perceived ease of use) that served as categories
as defined by [17]. The differentiation of the factors from each other was based on their definitions,
anchor examples, and coding rules (see Table A1 in the Appendix A). Since there are hardly any
studies available for the research object in an agricultural context, the TAM factors were kept open in
order to allow the integration of new factors which did not occur in the reviewed literature. Thus,
all relevant information of the raw material could be examined under consideration of the interrelations
between the factors influencing the acceptance of AFR. The methodical procedure was supported by
the software “f4-analysis”.

2.3. Sample Description

The ten selected AgTech startups surveyed for this study are listed in the table below (Table 1).
Among these are some of the most promising competitors in this emerging industry, such as the current
market leader Naïo Technologies, but also two EU-funded projects aiming to develop a market-ready
product. The total number of potential AFR AgTech startups in Europe is probably in the lower
two-digit range but is currently difficult to overview. Thus, the experts interviewed are very likely to
cover a representative part of the total population of AgTech startups with AFR involvement in Europe.
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Table 1. Sample description.

Company Incorporation Headquarter AFR Involvement

Agrointelli 2015 Aarhus, Midtjylland (Denmark) multiple task robot

AgrOnov 2015 Bretenière,
Bourgogne-Franche-Comté (France) AFR consulting

Deepfield Robotics 2008 Ludwigsburg,
Baden-Württemberg (Germany) multiple task robot

Ecorobotix 2011 Yverdon-les-Bains,
Waadt (Switzerland)

solar-powered chemical
weed control robot

K.U.L.T. 2012 Vaihingen an der Enz,
Baden-Württemberg (Germany)

autonomous mechanical
weed control

Naïo Technologies 2011 Escalquens, L’Occitanie (France) weed control robots
Robotics for

Microfarms (ROMI) 2017 Barcelona, Catalonia (Spain) multiple task robot

SITIA 1986 Bouguenais, Pays de la Loire
(France) multiple task hybrid robot

VineScout 2016 Valencia, Valencia (Spain) monitoring robot
(vineyard)

VitiBot 2016 Reims, Grand Est (France) multiple task robot
(vineyard)

Agrointelli was founded in 2015 in Denmark, aiming to offer a fully automated farming system
for arable farming. As a first step, they developed “Robotti”, a versatile and autonomous multiple
task robot. AgrOnov, founded in 2015 as a non-profit organization, offers a network to accompany the
development of AgTech startups and to promote information and knowledge about their products.
The Robert Bosch startup Deepfield Robotics emerged from a research project in 2008 with the publicly
funded project “BoniRob”, an autonomous robot that can, among other things, measure soil quality and
remove weeds. Deepfield Robotics has recently changed its name to “farming revolution” and shifted its
focus to mechanical weed control by autonomous robot platforms [32]. Ecorobotix has been developing
solar-powered AFR since 2011, which control weeds with high precision using very small amounts
of chemicals. The chemical company BASF is one of its investors [33]. K.U.L.T. provides innovative
weeding technology for robots and has its roots back in the 1980s. After being temporarily dissolved,
they have been newly founded in 2012 under the name “K.U.L.T. Kress Umweltschonende Landtechnik
GmbH” and are known for their patented finger weeder. Naïo Technologies is one of the AFR pioneers,
founded in 2011. They offer a variety of different AFR for weed control. To date, they have already
sold nearly 150 AFR [34]. Robotics for Microfarms (ROMI) is an EU-funded project with a duration of
5 years (2017–2022) and a budget of about EUR 4 million. Their aim is to develop open and lightweight
robotic platforms for microfarms, helping the farmers to reduce weeds and to monitor their crops [35].
SITIA is an industrial small- and medium-sized enterprise (SME). In 2019, SITIA launched a hybrid
autonomous tractor called “TREKTOR”. VineScout has also emerged from an EU-funded project
(with a budget of around EUR 2 million), in which a monitoring system (decision support system)
embedded in a small and cost-efficient vineyard robot is to be developed to market maturity between
2016 and 2020 [36]. Vitibot was founded in 2016. They developed the AFR “Bakus”, a fully electric and
autonomous straddle tractor designed to work in the vineyards.

All respondents are directly or indirectly involved in the development process of AFR and were
represented as exhibitors at the International Forum of Agricultural Robotics (FIRA) in Toulouse from
8 to 10 December 2019, where the personal interviews took place.

3. Results

3.1. Perceived Usefulness

All experts agree that AFR must be economically attractive, otherwise one can only: “( . . . )
touch a little, little, little part of the farmers—the technophile.” (The extracted statements are expressed by
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direct quotations, where (...) indicates that text has been skipped, while [] indicates that text has been added.
This was done for practical reasons.) (E2). For the majority of the respondents (E2, E3, E4, E5, E6, E8, E10),
economic attractiveness is even the most important acceptance factor, because: “(...) a farmer is also
an entrepreneur, (...) profitability is the ultimate exclusion criterion.” (E4). Consequently, the adoption of
AFR by farmers is seen as particularly important in areas where the costs of e.g., weed control (E3),
workforce (E4, E5, E7), or time (E9) are relatively high. For expert 8, the price of the robot plays a less
important role, since: “(...) the return of investment is probably more important than the cost of the machine
and the cost of having the machine or renting the machine just to make sure that in a short period of time you
will get back the money.” (E8). Expert 9 points out that AFR are expensive to purchase but cheaper to
maintain than tractors.

Most of the experts interviewed (E1, E2, E3, E6, E7, E9) also ascribe relevance to the ecological
benefits of AFR for the acceptance process among farmers, as another sub-item of perceived usefulness,
to the extent that they are forced to deal with resource-saving technologies due to increasing legal
restrictions in plant protection. However, one expert sees in this sociopolitically driven trend towards a
more sustainable agriculture also an opportunity for the development of new technologies: “( . . . ) the
current socio-political discussion about reducing pesticides. At the moment, this is a door opener for technologies
( . . . ). That’s already a big lever at the moment.” (E3). With regard to the weighting of this influence,
opinions differ. Experts 2, 4, 8 and 9 agree that the ecological benefits are a good sales argument,
but not the major aspect. Three other experts differentiate that this aspect is more important for organic
farmers than for conventional farmers (E3, E4, E7). For two experts (E5, E10), the ecological advantages
are even the most important influencing factor, whereas expert 7 believes that AFR remains a tool and
that it always depends on how it is used: “I mean all those robots, it’s still tools. So, depends on how you use
it. If the idea is trying to reduce the chemicals, robots can be a good tool, ( . . . ) if you want to use it in a different
way [e.g.,] doing the spraying with more aggressive chemicals, because you don’t have the people inside. ( . . . )
So, I think it is not the question of the tool, it’s what to do with this.” (E7). The argument of battery-powered
AFR concepts is also seen as controversial. For experts 2 and 5, electric engines have an acceptability
enhancing effect, as they are more environmentally friendly and quieter than previous diesel engines.
Expert 7 points out that the disposal of batteries is a problem that is often ignored, and for which one
has to find a sweet spot. For expert 4, the ecological benefit is: “(...) marketing. Marketing and a big lie,
because robots have batteries depending on how they drive. An electric car is not more ecological than when I
drive my 20-year-old diesel.” (E4).

According to most experts (E2, E3, E4, E5, E6, E8, E10), it is very important for AFR to operate
reliably in order to be accepted. For about half of them (E5, E6, E8, E10), safety and reliability are even
the second most important acceptance factors after economic efficiency. Experts 2, 3, 6, 7, and 8 see
many teething problems with this new technology that need to be eliminated in order to increase its
acceptance. Therefore, expert 7 believes that it is important that: “( . . . ) they [farmers] just want to see it
working [in the field] and for what I understand they have enough need of this kind of tools to be able to accept”
(E7). Two of the respondents (E2, E6) add that farmers want to see that they remain in control and are
not completely replaced by AFR. Expert 7 counters that there are still enough tasks that humans can do
better than robots and that AFR cannot replace the farmer but only support him.

With regard to perceived usefulness, the relationships assumed at the beginning of the study
(Figure 1) are reflected in many ways in the experts’ statements. For example, it was emphasized
several times that both the ecological and economic benefits of AFR have a direct influence on the
behavioral intention to use. In addition, two new relations have been identified. First, the farm
structure, as a new external factor, has a direct influence on perceived usefulness as it has a higher
value for organic farms. Second, the ecological benefits of AFR appear to be increasing in value as
a result of changes in the legal framework in terms of an ongoing ban on pesticides. Thus, the legal
framework also has a direct influence on perceived usefulness (see Figure 2).
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Figure 2. Examined TAM in the context of autonomous field robots.

3.2. Perceived Ease of Use

The perceived ease of use was confirmed by most experts as an important acceptance factor (E2,
E3, E4, E7, E8, E9), and, for expert 8, it is actually the most important factor for farmers: “But I think for
farmers [the most important factor] is the complexity of the machines. ( . . . ) it’s too difficult to use them.” (E8).
For this reason, four of the respondents argue that AFR should be designed as simple and clean as
possible (E3, E7, E8, E9). Expert 5, on the other hand, sees things completely differently: “If you can
use a smartphone, you can use a robot.” (E5). Experts 2 and 8 add that it is important to provide farmers
with a training program, with expert 7 focusing mainly on practical demonstrations to help farmers
overcome any fear of dealing with AFR. Even after the purchase of AFR, according to two experts,
good support must be guaranteed so that farmers do not have to worry and to: “( . . . ) be afraid of not
having the right support at the right time.” (E8). Therefore, it would be: “( . . . ) easier for the farmer accept,
to take risk.” (E2).

For the TAM factor of perceived ease of use, the assumed influence on the intention of use was
reflected in the answers of the respondents, too. The easier AFR are to operate, the more farmers are
willing to use them, according to the experts. Hence, the indirect influence of perceived ease of use on
perceived usefulness could be confirmed by the proposed training programs; the more farmers are
trained about the possible applications of AFR, the more likely they are to recognize a possible benefit
or added value of this technology (see Figure 2).

3.3. Legal Framework

All experts interviewed agreed on the fact that the legal framework strongly influences the
acceptance and speed of adoption of AFR in the agricultural sector. In this context, experts 6, 7, and 10
call for general legislation on the handling of robots before regulating AFR in particular, especially
with regard to safety issues: “I think it definitely will cause a problem and we need new legislations for robots
in general and especially for agriculture. Especially if it’s a person working alongside the robot.” (E6) and:
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“Which is also related to how we can technically ensure that we will not have an accident and this question is
quite difficult to solve outdoors.” (E7). So far, the legal framework is relative: “(...) loosely defined what is
allowed and what is illegal.” (E1), which is why mandatory standards would be helpful, otherwise every
manufacturer would try to find a way around it: “So, all the actors of robotics agriculture work together to
find some compromise to put some robots on the field.” (E5). Due to the perceived lack of governmental
support, experts 2, 4, and 8 assume that the diffusion rate of AFR in Europe will slow down, which will
give other countries a head start: “[it] is crossing different development rates in different countries. So, we see
for example that Japan is releasing faster robots on the same level of development. Whereas Europe and the
US are more restrictive, and they are more concerned about safety law. So probably we will see in Japan and
Australia first prototypes hitting the market.” (E8). In addition to the legal requirements for AFR, three of
the interviewees (E3, E7, E8) see a more restrictive legislation for the use of pesticides in agriculture,
which could have a positive effect on the acceptance of AFR: “On the other hand, however, the regulations,
especially in the area of plant protection, are currently so drastically discussed that people say: ‘I need to take the
step now, I have to do this or crops will die’.” (E3).

The assumed effect of the legal framework on perceived usefulness was unanimously confirmed
by the interviewed experts and at the same time, represents the basic requirement for a successful
diffusion of this new technology. Not only the legal requirements for the use of AFR but also the
tightening legal situation regarding the use of pesticides in agriculture seem to have an impact on
acceptance by farmers. In addition, a new relationship of the legal framework to ease of use could be
identified, since the sooner legal standards for AFR are introduced, the fewer compromises or legal
grey areas have to be used by manufacturers and the easier AFR can be operated (see Figure 2).

3.4. Social Influence

Most respondents agree that social influence in the form of sociopolitical pressure has an impact
on farmers’ decisions (E2, E3, E4, E7, E8, E9), although expert 9 notes that: “It used to be almost nothing,
but it is changing really fast. I think the pressure from the government with regulation, but it mostly comes
from the end-user. They want something more sustainable and I think this is pushing really hard on the farmers.
So that is definitely something they are considering more and more and it’s growing really, really fast.” (E9).
The discussion about the use of pesticides in agriculture in particular sometimes seems to be driven
more by emotion than by fact: “We have conducted many, many interviews and we have had people [farmers]
there who were almost close to tears. They say they’ve had enough.” (E3) or: “But it’s not always taking into
account with very precise technical date, it’s more passionate, you know.” and: “(...) they [consumers] have this
crusade against glyphosate.” (E8). According to one respondent (E7), this discussion has an influence
on the acceptance of AFR among farmers, even before technical aspects, although in his opinion,
the subject of labor safety should not be disregarded. Experts 2, 3, 4, 7, and 8 also see this sociopolitical
discussion as a good opportunity for AFR to enter the market in order to meet the demands of society:
“If this solution [AFR] can give the farmer some positive recognition it will be more easy [to accept] for the
farmer.” (E2).

The assumed relationship of social influence on perceived usefulness was clearly confirmed.
AFR are seen by farmers as useful tools to counteract social pressure and the associated increasing
regulation of pesticide use (see Figure 2).

3.5. Information

The vast majority of the respondents (E1, E2, E4, E5, E6, E7, E8, E10) agree that data protection
and data autonomy play a role in AFR’s acceptance process, of which most consider this role to be
very important (E2, E4, E5, E7, E10). Thus, according to experts 2, 4, and 6, it is important for farmers
that: “(...) the data continue to belong to them [farmers] and that they have full control over the data.” (E4),
because: “(...) they want to be independent.” (E2). Several interviewees (E3, E5, E7, E8) see this rather in a
twofold way: “On the one hand, [some] say: ‘yes, look, this is my field, my production, so to speak, and I would
like to keep the pictures with me’. (...) On the other hand (...) they say: ‘of course I’m very happy to share this
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information because I know that the system will then improve continuously, and I will benefit from sharing this
information’.” (E3), which is also influenced by the type of farm, because in viticulture, for example,
exists: “(...) a culture of keeping secrets.” (E8) can be important for the success of the company (E7, E8).
For one of the interviewees (E4), most farmers do not really understand the term data protection,
which is why it is important for AFR’s acceptance process to sell the issue to farmers in the right way.
Expert 9, on the other hand, sees no influence of the information factor, because: “(...) everyone is
working with Google for example or e-mail for store your pictures, so everything is on Google, so it doesn’t seem
to matter for most of the people. Big companies yes, but small farmers no. Big companies will look at that, but I
don’t think there is anything to fear.” (E9).

It appears that the assumed influence of the factor information on behavioral intention was not
just confirmed but also strengthened by the majority of the respondents. Only one expert (E9) saw it in
a different light. However, the strength of this effect depends to a large extent on the farm manager
characteristics and the farm structure, as the issue of data protection and data autonomy can be more
important in viticulture, for example, than in arable farming, where the experts perceive a certain
dichotomy among farmers (see Figure 2).

3.6. Compatibility

All the respondents agreed that AFR’s compatibility with existing technology is very important
for the perceived usefulness and ease of use among farmers. Because: “(...) autonomous machines are
the natural evolution of farm machinery.” (E8) and: “(...) it would be nice if you could combine the past and
the future.” (E3). Otherwise, it can be confusing for farmers sometimes (E3). According to Expert 6,
AFR have to fit into the given farm structures and not vice versa: “I think they [farmers] want to have a
robot they can adapt to their own farm. They don’t want to do it the other way around. They don’t want to adapt
their farm to the robot.” (E6), whereby this again depends on the farm size: “like small farms that don’t
have necessarily like machinery and stuff you can adapt with their own habits. Not necessarily with the tractors.
So, I think it depends on the farms, but if there is already a tractor it is easier for them to buy a robot, if the robot
is adapted to the tractor, I think.” (E6). At the same time, three experts (E6, E8, E10) underlined that the
existing AFR concepts are not yet compatible enough. Two of the respondents (E3, E8) also made it
clear that in this process: “(...) nevertheless the core know-how of these companies [established agricultural
machinery manufacturers] must be taken along. It is unrealistic to expect that robotics manufacturers will
suddenly revolutionize the seed planting process.” (E3).

In terms of the TAM factors, the assumed relationships of AFR’s compatibility with perceived
usefulness and perceived ease of use were confirmed. The better the new technology can be combined
with the established technology, the less confusing it is for farmers and the easier it is to use. At the
same time, the perceived usefulness of AFR is higher if it can be integrated easily into existing farm
structures (see Figure 2).

3.7. Farm Manager Characteristics

There were differing views among the respondents on the role of the farmers’ age in the acceptance
process. Four experts (E1, E4, E6, E9) consider that: “(...) age for example is not something that prevents
people from buying a robot.” (E1). Expert 9 adds that: “The elderly doesn’t like technology most of the time,
just like a smartphone they don’t like it most of the time. But farmers are used to like technology in general,
so I think the age doesn’t matter.” (E9). Three of the interviewees (E2, E3, E7) share this view insofar as
younger people do not necessarily show a higher level of acceptance than older people but are more
sensitive or have a greater affinity for technology and that they: “(...) consider that it’s more like present.
So, like this technology is for today and people a bit older or lower educated tend to think that it’s maybe more the
future.” (E7). On the other hand, experts 4 and 8 attribute an effect on acceptance of age by all means:
“Of course, younger farmers tend to be quicker in using such technology. I say, if you plot a curve, acceptance
tends to increase with age.” (E4). One interviewee also sees an opportunity in AFR: “(...) to have a new
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better image of agriculture and farming in general for a new and younger generation. I hope it would be that.”
(E6), in order to counteract the increasing ageing in the sector.

With regard to the educational level of the farmers, the respondents were in agreement. For instance,
about half of them (E2, E3, E4, E7, E9) were convinced that there is a correlation between level of
education and AFR acceptance. Experts 3 and 8, however, tend to see AFR manufacturers as having a
responsibility to design AFR with such simplicity that the level of education should not play a role.
Two of the interviewees (E6, E8) find that there is no such influence at all. Instead, acceptance depends
more on the farm structure, since: “(...) tractors and combines, these machines are already sophisticated,
so they [farmers] know how to use them.” (E8).

According to the experts, although the risk appetite or curiosity about innovative technologies
plays a role in the intention to use AFR, this varies with the personality of the farmer (E3, E4, E6) and
is sometimes correlated with the level of education (E1). One of the respondents therefore suggests
that leasing concepts should be offered first, so that: “(...) I do not have the entry barriers for the farmer.
And then it’s relatively easy, then the farmer actually has relatively little risk for the first year and that’s the way
it has to be.” (E3).

3.8. Workforce Availability

There is general agreement among the respondents that the workforce availability factor has an
influence on the acceptance process. For example, all the experts surveyed see the increasing shortage
of labor in agriculture as a driver for AFR’s adoption. For two of the interviewees (E1, E7), the lack
of skilled workers is even one of the most important drivers of acceptance: “So, they have big issues
finding people to drive the tractors and do the job. So, the main problem is this.” (E7). In addition, there is an
increasing pressure from the trend to use less pesticides, which means more mechanical weed control
measures, resulting in more labor-intensive weed control (E7). Three experts (E2, E5, E8) point out
that for some physically demanding jobs in agriculture, you need to be in good shape or it is simply
unhealthy, which is why you hardly find anyone to do it; therefore, there is no risk of a displacement
effect: “(...) nobody wants to do it, because it’s very boring and very difficult (...) because we don’t have someone.
So, for me the robot won’t have any impact on the labor market.” (E5). Experts 3, 6, 7, and 10, on the other
hand, see an effect on the labor market in Eastern Europe, since the use of AFR means that fewer
seasonal workers are needed, which could lead to a social problem: “But if you imagine that like 80% of
the labor is replaced by robots it’s also a social question in terms of which society we want to build and how we will
deal with that.” (E7) and: “I think we’re playing with new tools and not necessarily thinking about the impacts
it’s going to have. But we have to think about it of course.” (E6). Two of the respondents (E8, E9) counter
that: “(...) a new set of new jobs [is] coming with digital technologies, like data analyzer, like maintenance teams,
so there will be jobs.” (E8). Finally, one expert points out that: “(...) a person I hire to work in the field for an
hour will always be more expensive than a robot.” (E4).

The assumed direct influence of workforce availability in the adapted TAM on the behavioral
intention to use was clearly confirmed by the need to address labor shortages. In addition, a new
relationship was found between workforce availability and perceived usefulness, because the less
workers are available, the greater the perceived usefulness of AFR for farmers. This relationship
is also confirmed by the fact that the removal of the driver reduces the cost of performing the task
(see Figure 2).

4. Discussion and Conclusions

AFR are considered to be a promising technology to address, at least in part, the many problems
in agriculture identified in this study. Nevertheless, there are hardly any studies to date that deal with
the multidimensionality of AFR’s ex ante user acceptance process. Such understanding is particularly
important, in some cases existentially, for AgTech startups that have committed themselves to this new
technology. Therefore, the aim of this explorative paper was to gain a first qualitative understanding of
the factors influencing the ex ante user acceptance and diffusion of AFR from the perspective of AgTech
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startups to compare the results with the statements of farmers (as buyers) in a follow-up study. For this
purpose, guideline-based interviews with ten European AgTech startups dealing with agricultural
robotics were conducted at the FIRA in Toulouse (France). The interview guideline was based on the
TAM according to [19] and was supplemented by external factors (legal framework, social influence,
information, compatibility, farm manager characteristics, and workforce (availability)) taken from the
scientific literature on this topic.

In conclusion, it was found that due to the scope of the topic, many factors influence the acceptance
of farmers from the AgTech startups’ point of view. In general, the assumed relationships in the TAM
were not only confirmed, but also supplemented by a new factor (farm structure) and several new
relationships, which once again demonstrates the transferability of the TAM to various problems of
agricultural acceptance research (see also [37]).

Perceived usefulness was identified by the respondents as the most important or one of the most
important factors influencing the ex ante user acceptance of AFR, with economic benefits ranking ahead
of ecological ones. This finding is supported by the results of [10,38], who also investigated the ex ante
user acceptance factors of automation and PA technologies based on a TAM. In this context, the price
of AFR plays a role in so far as the return of investment must pay off in the end and not necessarily
its absolute amount, which partly confirms the results of [11]. The author described high investment
costs as a possible barrier to acceptance of AFR in a similarly qualitative survey. Therefore, the experts
interviewed in this study see AFR first in crops with particularly high labor costs, such as special crops
but also row crops, such as sugar beet, before they become economically attractive on a broader scale,
which is also confirmed in other studies [2,8,39]. According to the experts, the ecological advantages of
AFR, with the exception of organic farms, have a rather indirect effect on acceptance, as farmers are
more or less forced to deal with such technologies due to the progressive reduction of legally permitted
pesticide use, which is in line with [40]. At the same time, this sociopolitical pressure is an opportunity
for AFR to enter the market more broadly. A similar conclusion was reached by the authors in [41]
as a result of their systematic literature review. They particularly emphasized the importance of
the ecological benefits of PA and the trend towards more sustainable agriculture. Reliability and
safety issues of AFR were also considered by most respondents as an important part of perceived
usefulness, which is in line with several other studies [3,5,42]. Overall, a better communication of the
economic but also environmental benefits can contribute to an increase in ex ante user acceptance,
which, regarding the reliability of AFR, should include practical demonstrations.

The respondents also attributed an important role in the diffusion process to ease of use.
This confirms the studies of [24,25] on agriculture and on TAM in general [19]. In addition,
Salimi et al. [10] have found that there is a significant positive correlation between automation
features such as compatibility, low complexity, reduced workforce needs, etc., and perceived ease of
use. According to the experts, AFR should be designed as simply as possible, which is in line with the
findings of [3], according to which too much complexity of AFR can represent an important barrier to
its diffusion.

The experts consider the legal framework to be a highly important factor and a major barrier to
the diffusion of AFR in the EU. For example, the general operation of AFR is currently considered by
both the experts and [40] to be legally uncertain and thus, declared a grey area. Dörr et al. [40] also
point out that the regulations regarding the use of AFR vary widely around the globe, with Australia,
Japan, and the USA being further along than Europe, where scientists tend to register a standstill.
In the case of Germany, the federal government has at least stated its intention to establish the legal
prerequisites for autonomous vehicles by the end of its term of office, to clarify liability issues [43].
A proposed solution to liability issues or to clarify the cause of an accident in connection with AFR
could be the use of a “black box” analogous to aviation [44]. In addition, the experts emphasized
a large, acceptance-influencing effect through the tightening of existing laws affecting agricultural
practice; more precisely, by the ever more restrictive regulations on the use of pesticides in agriculture,
which are forcing farmers to change. This effect is also confirmed by [40], who add that the future
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market share of autonomous machines will depend largely on regional legislation, while [2] add that
legal framework may well have an influence on the economic benefits of AFR.

The main opinion of the interviewees that social influence in terms of social pressure for more
sustainable farming practices also affects perceived usefulness and thus, indirectly the behavioral
intention to use AFR has been confirmed several times in the scientific literature [45–47]. Zander et al. [48]
conclude that farmers increasingly feel social criticism as a burden and are thus, influenced in their
strategic decisions [29]. Devitt [5] argues that farmers may lose agricultural know-how in the medium
as well as long term using AFR and fear a resulting loss of social reputation. This is confirmed by [10],
who observed a significant negative correlation between social factors and perceived usefulness of
automation adoption in Azerbaijan’s agricultural sector. In contrast, a consumer survey in the EU
showed that only six percent of the respondents would agree to a ban on robots in agriculture [49].

With respect to the influence of collected information by AFR, there is a large consensus among
the experts that this is particularly important for the acceptance process among farmers, as on the one
hand, their independence is important to them and on the other hand, they want to keep control of
the machinery and certain business secrets (e.g., in viticulture). In their media analysis, Schleicher
and Grandorfer [50] identified data protection and data autonomy as important barriers to acceptance
of PA technologies in agriculture. In contrast, the experts surveyed in a study by [11] explicitly
did not see data protection and data autonomy as barriers to the diffusion of AFR in agriculture.
These contradictory results can possibly be explained by the dependence of the factor information on
the characteristics of the farmer and the structure of the farm, as expressed by the experts interviewed
in this survey.

The compatibility of AFR was also confirmed in its direct relevance to perceived usefulness
and perceived ease of use and its indirect relevance to the behavioral intention to use. This is a
particularly important transition phase from existing technologies to digital technologies in order to
reach farmers accordingly and not to shy away from the feared complexity of the new system [11,51].
This is also confirmed by the results of [25], who conducted a quantitative survey among farmers on
PA technology acceptance.

The farm structure, as a newly revealed influencing factor, seems to have a direct effect on
perceived usefulness, as for example, AFR’s ecological added value is higher for organic farms than
for conventional farms. On the other hand, new technologies, such as AFR, can be better integrated
into existing farm processes if the structural requirements (e.g., the degree of digitization) are met.
Thus, Dörr et al. [40] see the farm structure factor as a possible reason for regional differences in AFR
adoption. In addition, Shockley et al. [39] see an opportunity for smallholder farms in particular to
gain economic benefits over large farms by using more scalable AFR, which is in contrast to the results
for technology adoption in general, where larger farms tend to adopt new technology rather than small
farms [52,53].

The farm manager’s characteristics were seen as relevant to the acceptance process, despite some
disagreement among experts. Thus, the findings of [5] that better trained and younger farmers are more
willing to adopt AFR could only be partially confirmed. While the experts agreed with the influence of
educational level, as confirmed by [12] for PA technologies or by [19] in general, they disagreed on the
influence of age, as AFR should be designed in such a simple way that age is not relevant at all. Again,
possible demonstrations of AFR could be helpful in overcoming possible barriers to acceptance due to
the personal characteristics of the plant manager.

The availability of the workforce was also confirmed as an important factor influencing AFR’s
acceptance, the main argument being the existing shortage of skilled workers. This confirms the
findings of [11], according to which the availability of workforce and rising wages will increase AFR’s
diffusion in the agricultural sector. The experts interviewed emphasized that there would be no major
displacement of existing jobs, as there was already an existing shortage. The situation is different
for seasonal workers from low-wage countries. In such countries, reference [30] therefore sees the
introduction of AFR coming later than in countries with higher wage levels. Lowenberg-DeBoer et al. [2]
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believe that migration flows and the resulting sociopolitical discussion also have an influence in this case.
One expert agrees that replacing a driver with an AFR will always be cheaper than driver-operated
machines. In addition, the experts see a contrary movement in the sociopolitical demand for a
further reduction of pesticides, as this means more mechanical weed control, which in turn is more
labor-intensive. However, respondents also noted that AFR will create new jobs, which is in line
with [1], who argue that AFR could attract more highly qualified workers and thus, make agriculture
more attractive to young people again.

Since these are empirically collected data, caution and certain limitations must be exercised
in interpreting the results with regard to the examined ex ante user acceptance of AFR. First,
the respondents are exclusively AgTech startups with AFR involvement, which may have an overly
optimistic view of this new technology and their view on the acceptance of the farmers automatically
shows not actual acceptance but their view on it. On the other hand, some of them also gained
experience with diffusion barriers and the group of “early adopters” (e.g., Naïo Technologies as the
market leader has already sold more than 120 AFR). Thus, a different sample composition could lead
to different results [54]. Second, this is the ex ante user acceptance of a technology with which most
farmers probably have had no contact so far and therefore, little can be said about the actual motivation
for a possible adoption. Furthermore, the categorization of the expert statements to the different
factors will always remain partly subjective. Causal relationships, as they can be calculated in e.g.,
quantitative studies using partial least squares (PLS) analysis, cannot be identified in this qualitative
paper. Therefore, no hypotheses have been tested, as they cannot be statistically validated in terms of
their significance.

However, the results offer various starting points for further research into the acceptance of
autonomous machines in agriculture. Subsequently, the qualitative results must be quantified by
surveying the farmers directly to verify or reject the results in a comparison, which is planned in a
follow-up study. Furthermore, it would be interesting to investigate the conditions under which farmers
would be willing to buy AFR (e.g., by using a choice experiment). Additionally, other stakeholder
groups could be included in the analysis, for example, how consumers react to AFR depending on
different designs. Furthermore, the results could support political decision-makers in dealing with this
new technology (especially with regard to the creation of a contemporary legal framework for AFR)
and AFR manufacturers in the promotion of their products among farmers. In conclusion, the findings
of this and related studies can provide input for a successful implementation of AFR in agriculture in
order to achieve the connected benefits for farmers, but most importantly for society in terms of a more
sustainable and efficient farm management and thus, address the various social problems, as listed in
the introduction.
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Appendix A

Interview Guideline:

• Do you agree that the interview may be recorded and used in anonymous form for my research?
• What role will autonomous field robots play in agriculture over the next ten years?
• In your opinion, which factors inhibit/promote the acceptance of autonomous field robots

among farmers?
• What influence do you attribute to the farm manager’s age, educational level and risk propensity?
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• Do you consider the aspect of data protection and data sovereignty to be important for the
acceptance of autonomous field robots among farmers?

• In which areas of agriculture can you imagine the use of autonomous field robots?
• How important do you think it is that autonomous field robots are compatible with different tools

and possibly conventional equipment?
• Do you expect the introduction of autonomous field robots to have an impact on the distribution

structure in the agricultural machinery market?
• What effects do you see on the agricultural labor market if autonomous field robots are used

as standard?
• How do you assess the ecological added value as an influencing factor on the acceptance

among farmers?
• Can conflicts with current legislation be a problem for the introduction of autonomous field robots

in agriculture?
• In summary, which factors do you think have the greatest influence on the adoption of autonomous

robots in agriculture?
• When do you think the commercial use of autonomous field robots in agriculture will start?
• How much will the robots cost?

Table A1. Coding Guide.

Factor Definition Anchor Example Coding Rule

Perceived Usefulness

- Economic efficiency
(increase in yield or profit;
input savings;
investment costs)

- Ecological sustainability
- Reliability (reliable

operation and performance
during work peaks)

- Reduced workload

“( . . . ) and that the farm is
economically and ecologically

in good shape." (E3)

Statements on
profitability, ecological

added value,
functionality,

and performance
expectations.

Perceived Ease of Use
- Handling/user interface
- Own maintenance

“The technology has to be
simple anyway.” (E9)

Intensity of perceived
ease of use’s effect on

acceptance.

Legal Framework

- Conflicts with law/liability
(in the fields and on
public roads)

- legal restrictions on
substitutes (e.g.,
for pesticides)

- Subsidies

“Yes, certainly. Because you
have to adapt the law ( . . . )”

(E10)

Legal framework as a
requirement and driver
for the adoption of AFR.

Social Influence
- Influence of social networks

(e.g., society,
consultants, colleagues)

“They [society] want
something more sustainable and

I think this is pushing really
hard on the farmers.” (E9)

Statements on the
influence of social
networks on the

decision-making process
of farmers.

Information

- Data processing and use of
farmers actions for strategic
production planning

- Data protection and
data autonomy

“( . . . ) everyone is working
with Google ( . . . ) it doesn’t
seem to matter for most of the

people. Big companies yes,
but small farmers no.” (E9)

Intensity of the
information effect on

acceptance.
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Table A1. Cont.

Factor Definition Anchor Example Coding Rule

Compatibility
- Cooperation with

existing technology

“( . . . ) a robot will be more
important if it is connectable
with all the other machines,

( . . . )” (E2)

Intensity of the
compatibility effect on

acceptance.

Farm Manager
Characteristics

- Age, education,
and risk appetite

“( . . . ) the farmers of today
were not born with these

technologies. ( . . . ) So yes it’s
preventing the use of digital

technologies.” (E6)

Classification by age,
educational level,
and risk appetite.

Intensity of the effect on
acceptance.

Workforce Availability
- Influence of workforce

issues (especially availability
of workforce)

“Regulations are one questions,
but also safety on the work and

the availability of
workforce.” (E7)

Intensity of the
workforce availability
effect on acceptance.
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Abstract: Water elements with flowing water on the surface are common in buildings as a form of
indoor decoration, and they are most often perceived as passive humidifiers. However, by controlling
water temperature, they can be also used for air dehumidification. The dehumidification capacity
of indoor water elements was investigated experimentally under laboratory conditions. For the
experimental verification of dehumidification capacity, a water wall prototype with an effective
area of falling water film of 1 m2 and a measuring system were designed and developed. A total
of 15 measurements were carried out with air temperatures ranging from 22.1 ◦C to 32.5 ◦C and
relative humidity from 58.9% to 85.6%. The observed dehumidification capacity varied in the range
of 21.99–315.36 g/h for the tested measurements. The results show that the condensation rate is a
dynamic process, and the dehumidification capacity of a water wall strongly depends on indoor air
parameters (air humidity and temperature). To determine the dehumidification capacity of a water
wall for any boundary conditions, the equations were determined based on measured data, and
two methods were used: the linear dependence between humidity ratio and condensation rate, and
nonlinear surface fitting based on the dependence between the condensation rate, air temperature,
and relative humidity.

Keywords: water wall; falling water film; relative humidity; temperature; condensation rate; dehumidification

1. Introduction

In the field of the research and development of water walls for building applications,
water walls where water flows between two solid materials are mainly presented. This is a
closed system and is used to adjust thermal comfort, especially air temperature. The first
water wall of this type reported in the available literature was the one built in 1947 at the
Massachusetts Institute of Technology by Hoyt Hottel and his students with the aim to
use a water wall as a passive solar system [1]. It has been proven that a water wall system
used as a green building façade can enhance the energy performance [2–5] and also fire
protection of buildings [5].

Another group of water walls (Figure 1) represents decorative water features often
located in the interior of public spaces such as shopping centers, hospitals, libraries, the
entrance areas of office buildings, and hotels, but also airports. In this case, water falls
on solid material and is in direct contact with indoor air, so there is an assumption that
in addition to thermal comfort, other parameters of the indoor environment can also be
affected. Water elements similar to green walls are perceived as a significant aesthetic
element of the indoor environment and represent one of the patterns of biophilic design [6–8].

Sustainability 2021, 13, 5684. https://doi.org/10.3390/su13105684 https://www.mdpi.com/journal/sustainability
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(a) (b) (c) (d) 

Figure 1. Water wall examples: (a) Shopping center, Vienna, Austria; (b) Library, Brno, Czech Republic; (c) Railway station,
Vienna, Austria; (d) Office building, Baku, Azerbaijan.

In the case of indoor greenery (e.g., living walls), many studies have been conducted
that define the different systems and designs of these elements [9–12]. It was shown that
indoor greenery offers several benefits, such as producing oxygen through photosynthe-
sis [13]; affecting the physical parameters of indoor air quality, mainly temperature and
humidity [14–16], CO2 concentration, and acoustics [13,15]; and providing an aestheti-
cally pleasing environment that increases productivity and lowers stress in the building’s
occupants [17]. The use of indoor plants in some situations could also be a potential
problem, however, mainly in the context of humidity and fungal respiratory diseases in
patients [10,14].

On the other hand, the issue of indoor water bodies, which also represent the possibil-
ity of bringing nature inside a building, has not been explored in detail. There is no clear
division that describes these elements, even though water elements are increasingly becom-
ing part of the interior of buildings. Water elements in the interior of a building enhance the
experience of a place through the seeing, hearing, or touching of water and are associated
with reducing stress, increasing feelings of tranquility, and lowering heart rate and blood
pressure, as well as improving concentration and memory restoration [8,18]. It was found
that the sound of water has been positively associated with restoration [19], especially in
connection with dissatisfaction with environmental noise through windows [20]. However,
there are also differences in the way different genders respond to water features, with male
subjects tending to respond to water features more frequently than female subjects [18].

At present, water walls where the water circulates are mostly used for an evaporation
cooling effect, as a consequence of which the air temperature decreases and water tempera-
ture increases [1,21,22]. In addition to temperature, air humidity also changes and increases.
This effect may cause an unpleasant level of thermal comfort, especially in hot and humid
conditions. Subsequent air treatment and dehumidification may also result in significant
energy loads. A study from India showed that direct evaporation cooling was not as
effective during the months of July and August, and some dehumidification is required
to maintain thermal comfort indoors [23]. Research from Malaysia (which has a hot and
humid climate) showed hybrid cooling strategies—thermal stack flue, cross ventilation,
and water walls (evaporative cooling)—located in the atriums of office buildings. Due to
use of this hybrid system, indoor temperatures were lower than outdoor temperatures, and
indoor humidity fluctuated from 68% to 92% during working hours. This system does not
increase RH significantly, but this value can still cause some level of discomfort [24]. The
high humidity of air can also lead to problems associated with condensation, mainly in
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the case of air conditioners without regulation of humidity—for example, radiant cooling
systems [25,26]. The evaporative cooling potential of water walls is more suitable for hot
and dry climates. However, there is still a risk of Legionella bacteria with increasing water
temperature [27]. Additionally, there is an assumption that regulation of water tempera-
ture can lead to a useful impact on indoor air temperature and humidity [28]. Research
conducted by Fang et al. [29] showed the potential of using water walls with water temper-
ature regulation. However, in this case, the experimental measurements took place in real
conditions without control of the physical parameters of the inner microclimate in a specific
environment of sorption-active elements. Thus, the resulting effect of the water element on
the environment is closely related to the boundary conditions for the given environment;
additionally, only the change in individual physical parameters was described, while the
share of the water wall for this change was not clearly quantified.

At present, many studies deal with energy consumption in buildings, especially in
the context of reaching the required temperature [30–32]. However, achieving the required
humidity level is also important. Today, around 10–15% of the total energy consumed
by a building is used to achieve the required humidity level [33]. Moreover, based on
climate change and the global warming effect, there is an assumption that this percentage
will increase several times in the coming years [34,35]. Similarly, as water changes the
hydrothermal behavior of buildings with green components [36], the presence of water
elements in interior spaces can affect the parameters of the indoor microclimate. This forces
us to effectively utilize all elements and to learn more about the potential of individual
elements in the building.

The presented paper fills the gap of knowledge in the field of effective use of water
walls with controlled water temperature, with a focus on the dehumidification capacity of
water walls that is defined by condensation rate under varying boundary conditions. The
novelty of the contribution lies mainly in the fact that the water wall and its dehumidifi-
cation potential are determined in laboratory conditions at various boundary conditions
without sorption-active materials. The main object is the quantification of water wall
dehumidification capacity via equations of condensation rate that can be used for differ-
ent spaces of buildings. The paper connects the aesthetic element (water wall) with the
functional use (dehumidification) in the interior of buildings. Quantification of dehumidifi-
cation capacity of water walls with controlled water temperature as a device through an
equation is helpful for its design, operation, and implementation in any space.

2. Materials and Methods

2.1. Research Scheme

Experimental verification under laboratory conditions was chosen to quantify the
dehumidification potential of water walls. In Figure 2, it is possible to see a schematic
illustration of the methodology of the work. Firstly, the assumption of water wall use
was defined. The second step was to design and create a full-scale prototype of a water
wall, and then the laboratory conditions were determined and specified. The next step
was to perform measurements under different boundary conditions and analysis of the
obtained data where condensation rate is expressed by incensement of weight condensate
in time. Finally, the co-dependence of parameters (air temperature and humidity) and
condensation rate was evaluated using two methods—linear and nonlinear analysis. The
result is a comparison of both methods and the definition of water walls with controlled
water temperature as a device with an impact on the humidity of the indoor environment.
The Microsoft Excel 2016 and OriginPro 9.0 programs were used for the analysis and
presentation of the results.
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Figure 2. Research scheme.

2.2. Assumption of Water Wall Use to Dehumidify Air

For the effective use of water walls with a controlled water temperature, the phase
change between liquid and gas associated with condensation was used. If water vapor
comes into contact with a surface whose temperature is below the dew point of the air,
the condensation process occurs, and the vapor changes phase and becomes liquid. In the
present paper, the surface with a temperature below the dew point that was used is the
falling water film with an average temperature of 14 ◦C. This process decreases the content
of water vapor in the air.

In addition to mass transfer, heat transfer also occurs. Considering the problem of
conjugated heat and mass transfer, three basic elements of the system can be specified: the
solid body (glass), the thin falling water film flowing down the glass, and the surroundings
of the gas mixture (air) [37]. The study of film flow is difficult because the flow itself
exhibits large uncertainties and instabilities. Such large uncertainties can be attributed
to its diverse, complex, and irregular wave structures [38]. At the top of a falling film
unit, i.e., at the liquid inlet, the film is smooth. As the film flows downwards, there
is a simultaneous development of hydrodynamic profiles [39]. During the flow of the
water film, a characteristic wave pattern is created, which breaks into wave segments with
different sizes and shapes. The wave pattern also depends on the flow velocity of the
surrounding air [40]. Many studies [37,39,41,42] have proven that film thickness is one of
the most essential parameters playing a vital role in determining heat and mass transfer
performance. The mass flow rate, but also the shape, surface roughness, or porosity of
the solid material after which it flows, have a significant influence on the formation and
thickness of the water film and its energy benefit [43,44]. The problem of the falling water
film is most often studied theoretically via numerical analysis [37] or via an experimental
investigation [42].

2.3. Design of Water Wall Prototype

There are various designs and construction methods of decorative water features.
In this paper, the construction method based on an overflow edge was used. For the
experimental verification, the full-scale water wall prototype was designed (Figure 3).
The prototype consists of bottom and upper water tanks with rectangular shapes made
of polypropylene material (thickness 6 mm) using a method based on fusion welding;
this ensured the tanks were watertight. From the bottom tank, the water is pumped and
supplied to the upper water tank, and subsequently, the water spills over the overflow
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edge, then flows down the glass and forms a continuous falling water film on it. The
effective area of the water film is 1 m2; the dimensions are 710 mm x 1420 mm, and thus,
the width to height ratio is 1:2.

Figure 3. Design of water wall prototype.

The formation and thickness of the water film affect, among other things, the geometry
of the upper part of the water wall (Figure 4). Into the collecting tank (1) is inserted a
perforated pipe (2) for the supply of water (8). The length of the perforated pipe (2) is
700 mm, and the diameter of the holes is 3 mm, with an axial distance of 10 mm (Figure 5a).
The orientation of perforation is downwards, which is essential for a smooth inlet of water
to the tank and for forming a water film along the entire width of the water wall. The glass
pane (4) forms the overflow edge (9) and is supplemented by protruding parts at its side
edges to prevent undesired water overflow. A silicone adhesive (7) was used to connect the
collecting tank (1) and glass pane (4). A ball valve (10) fastened to the collecting tank (1)
serves to empty it if necessary. The collecting tank (1) is anchored to the supporting metal
structure (5) by screws (6) and is supplemented by a cover (3). A cover is used also for the
bottom tank to prevent unwanted evaporation. The solution of the upper part of the water
wall is part of utility model PUV 50129-2017 no. 8710 [45].

Figure 4. Design of water wall prototype.
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(a) (b) 

  
(c) (d) 

Figure 5. Parts of water wall prototype: (a) Perforated pipe; (b) Screws for the horizontal position; (c) Final water wall
prototype; (d) Water film created on the glass pane.

Furthermore, to form a water film along the entire width of the water wall, the
overflow edge must be in a perfectly horizontal position. For this purpose, there are
4 screws located in the lower part of the metal structure (Figure 5).

2.4. Laboratory Conditions
2.4.1. Climate Chamber

The water wall prototype was tested under laboratory conditions using a climate
chamber (Figure 6) located in the laboratory of the Faculty of Civil Engineering of the
Technical University of Košice, where it is possible to set steady boundary conditions (air
temperature and humidity can be controlled). The chamber is fully closed, airtight, and
consists of two separate rooms. The air temperature and humidity can be controlled for
each room separately. For the experiment, just one room was used, with inner dimensions
of 3.95 × 1.60 × 2.85 m and volume of air of 18.01 m3. The temperature ranged from
−20 ◦C to +125 ◦C, and the RH of the chamber was adjustable from 20% to 95%. The
climatic chamber was chosen to avoid mass exchange between the chamber’s walls, which
are made of stainless steel, and air. Due to this, the moisture buffer effect of materials can be
ignored, and the clean dehumidification capacity of the water wall can be determined. The
climate chamber was adjusted and adapted for measurement purposes. The modification
of the chamber involved the creation of a textile tunnel that was deployed to the air supply.
This intervention contributed to a uniform air distribution in the chamber and, at the same
time, avoided a heavy draft.
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2.4.2. Set of Sensors

In the chamber was installed a set of measuring sensors, which recorded boundary
conditions throughout all the experiments. To measure the water temperature, the Ahlborn
NTC sensor FN 0001 K was used. Two sensors measured the water temperature in the
bottom tank and two in the upper tank. Moreover, two sensors type Ahlborn FHAD 46-C0
were installed to measure the temperature and the relative humidity of the air in front of
the water film, and one behind the glass. The limiting deviations of the used sensors are
described in Table 1.

  

(a) (b) 

Figure 6. Climate chamber: (a) Exterior view; (b) Interior view.

Table 1. Specifications of measuring sensors.

Parameter Device Range Deviation

Water temperature NTC sensor FN 0001 K 0 to 70 ◦C ±0.2 K

Air
humidity

FHAD 46-C0
10 to 90% RH ±2.0% RH at nominal temperature (+23 ◦C)

temperature 5 to 60 ◦C typical ±0.2 K (maximum ±0.4 K)

All the sensors were calibrated before use and were connected to a control unit (type
Ahlborn) for the storage of the measured parameters. The AMR Win Control software was
used to set up experiments and collect the measured data. This ensured the continuous
recording of the measured values.

2.4.3. Measuring Systems

The water wall prototype was adapted for experimental testing in accordance with
the scheme (Figure 7). The prototype was placed on an elevated wooden construction, the
bottom water tank was connected with a measuring cylinder, and the different types of
components, i.e., valves, flow meter, and plate heat exchanger, were added to the system.

Because there is no standard method for measuring the condensation rate [46], a
system based on the weighting of condensate increment measurement was developed
(Figure 8). For this purpose, the Radwag laboratory scale connected to a measuring cylinder
was used. Its weight limit is 6000 g to an accuracy of 0.01 g. Another important restriction
is the fact that ambient relative humidity should not exceed 85%. Same as the sensors, the
laboratory scale was connected to the Ahlborn control unit. To achieve the right conditions
for condensation, the plate heat exchanger was added to the system and connected to
well water. Due to this, the water temperature was constant with a value of around
14 ◦C. After the start of the experiment, the individual parts of the water wall are flooded,
and water needs to be added to the level of overflow created in the measuring cylinder.
Subsequently, water from the bottom water tank flows into the measuring cylinder. From
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it, water is supplied into the upper part of the water wall by the pump and cooled by the
plate exchanger. During the experiment, the water increments caused by the condensation
process on the falling water film overflow to the plastic collecting tank, which was put on a
laboratory scale. The flow rate velocity is controlled by the shut-off valve, and for accurate
monitoring, the flow meter was used. Throughout all the experiments, the flow rate was
450 l/h, which was determined to be the optimal flow rate during past experiments [47].
Via this system, it is possible to accurately and continuously record the condensation rate
(condensate formed on the water film) over time.

 
Figure 7. Schematic diagram of basic setup of the measurement system.

  
(a) (b) 

Figure 8. The measuring system for dehumidification performance: (a) Detailed view of the system; (b) Overall view of the
system and the water wall located in the climate chamber.
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3. Results and Discussion

A total of 15 measurements were carried out, with 2 repetitions to determine the dehu-
midification capacity of the water wall. During the measurements, air temperature varied
from 22.1 ◦C to 32.5 ◦C, and relative humidity changed from 58.9% to 85.6% (Figure 9).

Figure 9. Scatter plot of boundary conditions during measurements.

The recording of measurements was performed in a 5 min time step. To avoid exceed-
ing the measuring limit of the laboratory scale, the duration of the experiments ranged
from 7 to 15 h. The obtained data from sensors were analyzed and evaluated to average
values for each measurement. This means that an average water temperature, average
air temperature, and average relative humidity were determined. The average water
temperature was 14.8 ◦C ± 0.3 in the bottom tank and 14.0 ◦C ± 0.2 in the upper tank.
To determine the condensation rate, for each measurement, the weight of condensate in
time was evaluated. The resulting values of condensation performance of the water wall
prototype and boundary conditions are evaluated in Table 2. This table also shows that the
condition for condensation has been met: the water temperature must be lower than the
dew point temperature of the air. The dew point temperature (Tdp) was calculated using
the measured boundary conditions of air according to the calculation formula, as shown in
Equation (1).

Tdp =
243.5 × ln

(
RH
100 exp 17.67×T

243.5+T

)
17.67 − ln

(
RH
100 exp 17.67×T

243.5+T

) (1)

By comparing two groups of measurements, it is possible to observe that the conden-
sation capacity of a water wall depends on the temperature and relative humidity of the
air. The first group includes measurements 5, 6, and 7, in which the air temperature was
approximately equal (25.7 ◦C). The second group comprises measurements 8, 9, and 10,
when the air temperature was approximately 27.3 ◦C, which is 1.6 ◦C higher than that of
the first group. In the first case, the air temperature was 25.7 ◦C, and three measurements
were carried out with relative humidity of 58.9% (RH_1), 74.0% (RH_2), and 83.8% (RH_3).
In the second case, the air temperature was 27.3 ◦C and relative humidity 59.5% (RH_1),
75.7% (RH_2), and 83.6% (RH_3). The increase in relative humidity was similar in both
cases. The plots (Figure 10) represent the courses of condensate weight created on the
water film depending on time.

In the first case (Figure 10a), when relative humidity was 58.9%, the hourly gain of
condensate was 21.99 g/h; at a relative humidity of 74.0%, the hourly increase in condensate
was 148.81 g/h; and when relative humidity was 83.8%, the condensation performance
was 236.73 g/h.

In the second case (Figure 10b), when the relative humidity was 59.5%, the hourly
gain of condensate was 68.81 g/h; at a relative humidity of 75.7%, the hourly increase
in condensate was 218.19 g/h; and when relative humidity was 85.6%, the condensation
performance was 315.36 g/h.

The measurement results show that when the air temperature was 25.7 ◦C and relative
humidity 58.9%, the condensation performance was 21.99 g/h. An increase in relative
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humidity of 15.1% represents a rise in condensate weight by 126.82 g, which is 6.8 times
higher, whereas with an increase of 24.9%, condensate weight increases by 214.74 g, which
is 10.8 times higher compared to when relative humidity is 58.9%.

When the air temperature increased by 1.6 ◦C to 27.3 ◦C, the dehumidification perfor-
mance for a relative humidity of 59.5% was 68.81 g/h. An increase in relative humidity of
16.2% represents a rise in condensate weight by 149.38 g, which is 3.2 times higher, whereas
with an increase of 26.1%, condensate weight increases by 246.55 g, which is 4.6 times
higher compared to when relative humidity is 59.5%.

The results (Table 3) show a co-dependence of the dehumidification capacity of the
water wall and boundary conditions. Even though the increase in relative humidity is com-
parable in both groups, the dehumidification capacity of the water wall is incomparable.

 
(a) 

(b) 

Figure 10. Courses of condensate weight increment: (a) First case—air temperature of 25.7 ◦C; (b) Second case—air
temperature of 27.3 ◦C.

3.1. Analysis of Results Using Linear Dependence

Air humidity can be expressed in various ways. One of them is the humidity ratio.
Based on the measured boundary conditions of air (relative humidity and air temperature),
the humidity ratio was determined (Table 4). The plot in Figure 11 shows the linear
dependence between humidity ratio (g/kg) and condensate rate (g/h).

From the graphical solution of linear dependence, Equation (2) was derived:

CR = 32.982 × χ − 376.64 (2)

where CR is the condensation rate (g/h) and χ is the humidity ratio (g/kg). The correlation
coefficient (R2) of the equation is 0.9589. With the equation, it is possible to determine the
water wall’s condensation capacity for any humidity ratio.

In the next step, the condensation rate was calculated using Equation (2), and the
percentage of deviation compared to the measured values was specified. This comparison,
together with the boundary conditions, is shown in Table 4.
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Figure 11. Linear dependence between humidity ratio and condensation rate.

The lowest percentage of deviation of the measured and calculated value of dehu-
midification performance was measurement number 14 (boundary conditions T = 30.7 ◦C,
RH = 71.4%, χ = 20.64 g/kg), specifically 1.99%; in this case, the measured condensation
rate was 298.17 g/h, and the calculated condensation rate according to Equation (2) was
304.11 g/h. The most significant difference between the measured and calculated con-
densation rate manifested in measurement number 5 (boundary conditions T = 25.7 ◦C,
RH = 58.2%, χ = 12.49 g/kg). In this case, the measured condensation rate was 21.99 g/h,
while using Equation (2), it was 35.31 g/h; this difference represents a percentage of devia-
tion of 60.55%. The average percentage of deviation between all measured and calculated
condensation rates was 14.24%.

3.2. Analysis of Results Using Nonlinear Surface Fitting

Due to fact that a high percentage of deviation between the measured and calculated
condensation rate using a linear dependence analysis was discovered, for the next analysis,
the dependence between condensation rate, air temperature, and relative humidity was
determined using nonlinear surface fitting. The OriginPro software was chosen for this
purpose. The 3D scatter plot (Figure 12a) shows the individual measurements in the
spatial visualization.

 

(a) (b) 

Figure 12. (a) 3D scatter plot—dependence between relative humidity, temperature, and condensation rate; (b) Nonlinear
surface fitting tool predicted by OriginPro 9.0 software.
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Using the two-dimensional polynomial function of the nonlinear surface fitting tool
(Figure 12b), it was possible to determine the general Equation (3) of the water wall’s
condensation capacity as follows:

CR = z0 + a × RH + b × T + c × RH2 + d × T2 + f × RH × T (3)

where CR is the condensation rate (g/h); z0, a, b, c, d, and f are constants (z0 = 662.003,
a = −11.9448, b = −61.2747, c = 0.02751, d = 0.85944, and f = 0.64519); RH is the relative
humidity (%); and T is the air temperature (◦C). The coefficient of determination (R2) of
the equation is 0.99865. Equation (3) can be used for the calculation of the water wall’s
condensation capacity for any relative humidity and air temperature.

In the next step, the condensation rate was calculated using Equation (3), and the
percentage of deviation compared to the measured values was specified. This comparison,
together with the boundary conditions, is shown in Table 5.

Table 5. Comparison of condensate weight measured and calculated using nonlinear surface fitting.

Measurement

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Temperature (◦C) 22.2 22.1 24.0 23.8 25.7 25.8 25.7 27.6 27.2 27.3 28.9 28.9 30.7 30.8 32.5
Relative humidity (%) 72.3 82.7 73.1 83.7 58.9 74.0 83.8 59.5 75.7 85.6 60.8 70.9 61.1 71.6 61.9

Measurement: CR (g/h) 46.02 104.29 88.95 173.42 21.99 148.81 236.73 68.81 218.19 315.36 118.62 219.92 177.40 298.17 240.40
Equation: CR (g/h) 42.07 107.88 92.19 169.27 23.52 150.71 237.63 68.35 214.15 315.90 118.08 222.98 174.84 297.67 241.88
Absolute difference 3.95 3.59 3.24 4.15 1.53 1.90 0.90 0.45 4.04 0.54 0.54 3.06 2.56 0.50 1.48

Percent deviation (%) 8.58 3.44 3.64 2.39 6.97 1.27 0.38 0.66 1.85 0.17 0.46 1.39 1.44 0.17 0.62

The lowest percentage of deviation of the measured and calculated value of dehumid-
ification performance was found in measurement numbers 10 and 14 (boundary conditions
no. 10: T = 27.3 ◦C, RH = 85.6%; no. 14: T = 30.8 ◦C, RH = 71.6%), specifically 0.17%. For
measurement number 10, the measured condensation rate presented a value of 315.36 g/h,
and the calculated rate according to Equation (3) was 315.90 g/h. For measurement number
14, the measured condensation rate presented a value of 298.17 g/h, and the rate calculated
according to Equation (3) was 297.67 g/h. The most significant difference between the mea-
sured and calculated condensation rate manifested in measurement number 1 (boundary
conditions: T = 22.2 ◦C and RH = 72.3%). In this case, the measured condensation rate was
46.02 g/h, while using Equation (3), it was 42.07 g/h; this difference represents a percentage
of deviation of 8.58%. The average percentage of deviation between all measured and
calculated condensation rates was 2.33%.

Air humidity, a significant indicator of indoor air quality, plays an important role,
especially in the context of thermal comfort, where it is shown that, at the same temperature
but different humidity, it is possible to feel different levels of comfort (with a high water
vapor content, the environment is perceived as humid, and with a low water vapor content,
as dry) [48]. The level of indoor humidity depends not only on the content of water vapor
in outdoor air but also on various sources of indoor humidity and people’s activities.
Decorative water elements (fountains, water walls, pools) are perceived as humidifiers [1].
However, the study [49] shows that through the substitution of water with liquid desiccant,
the vase or sphere with the falling film on the surface can act as a moisture receptacle
that removes moisture at high humidity and releases moisture at low humidity. Thus,
decorative elements can also be used to adjust humidity level.

The presented paper monitors the condensation rate on a falling water film under
different boundary conditions. The values of measurements were chosen outside the area
of thermal comfort (according to the ASHRAE standard [48]), especially with regard to
the fact that in such a case, it is necessary to adjust the air (cooling and dehumidification)
to achieve the required level of thermal comfort. Obtaining negative results using the
presented Equations (2) and (3) means that dehumidification will not take place; for the
respective boundary conditions, Equations (2) and (3) cannot be used (Figure 13).
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Figure 13. Condensation rate on a falling water film with an area of 1 m2 for the selected temperature and relative humidity
using Equation (3).

Currently, various air-conditioning systems are most often used to achieve required
humidity levels. Condensate dehumidifiers and desiccant dehumidifiers are used most
often [50]. On the market, it is possible to find several commercial systems, from the
smallest designed for small rooms, whose dehumidification capacity is about 0.3 L per
24 h, through medium mobile dehumidifiers designed for individual rooms at home with
an average dehumidification capacity of about 8–30 L per 24 h (at a temperature of 30 ◦C
and relative humidity of 80%) and to large complex air-handling units with a built-in
system for adjusting temperature and humidity, which are suitable for buildings with
controlled ventilation. At an air temperature of 30 ◦C and relative humidity of 80%, the
dehumidification capacity of a water wall with an effective area of 1 m2, according to
Equation (3), is 366.2 g/h. This is approximately 8.8 L per 24 h, and this dehumidification
capacity is comparable to that of a medium mobile dehumidifier.

Condensation on thin falling liquid films that fall on solid surfaces is a common and
very important process for technical applications and is wildly used in air-conditioning
systems [37]. The results of this paper show that this process can also be used in the case of
water walls with a controlled water temperature. Conventional air-conditioning systems
are closed systems with controlled inlet air velocity and direction, compared to water walls
where dehumidification occurs directly in the room where they are placed and without
airflow control.
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4. Conclusions

This paper shows the possibility of the use of water walls as dehumidifiers, although
this element is built in interior spaces mainly for its aesthetic function. The subject of the
research was a water wall with controlled water temperature and effective area of falling
water film of 1 m2. The main conclusions are as follows:

• Testing in laboratory conditions in the climate chamber allowed the definition of
water walls with controlled water temperature as a device with a certain level of
performance. The measurement of increments of condensate using the laboratory
scale ensured the accurate definition of changes in time.

• The results showed that dehumidification capacity is a dynamic process that strongly
depends on the boundary conditions of the air.

• The water wall dehumidification capacity varied in the range of 21.99–315.36 g/h for
the tested measurements. This represents a difference between the lowest and highest
performance of 293.37 g/h.

• Equation (3) determined by nonlinear surface fitting shows a higher coefficient of
determination (R2 = 0.99865) and a lower average percentage of deviation between
measured and calculated values (2.33%) compared to Equation (2) generated by linear
dependence (R2 = 0.9589; average percentage of deviation = 14.24%).

• The achieved results expand our knowledge regarding the use of water elements to
adjust the parameters of indoor air and their ability to connect with convectional air
treatment systems with the aim to reduce energy consumption.

A water wall with a controlled water temperature was tested in laboratory conditions
in a climate chamber in order to determine its dehumidification capacity regardless of
the surrounding materials or room volume. However, the real effects of water walls in
interior spaces will depend on the sorption capacity of the elements and the surrounding
materials in the interior of buildings. Because of this, it is necessary to develop this
topic and to examine the dehumidification capacity of water walls in real conditions of
sorption-active surfaces.
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Abstract: A ground source heat pump system (GSHP) with a ground heat exchanger (GHE) is a
renewable and green technology used for heating and cooling residential and commercial buildings.
An innovative U-Tube pipe configuration is suggested to enhance the heat transfer rate in the
vertical ground heat exchanger (VGHE). Laboratory experiments are conducted to compare the
thermal efficiency of VGHEs with two different pipe configurations: (1) an innovative U-Tube pipe
configuration (single U-Tube with two outer fins) and (2) a single U-Tube. The results show that the
difference between the inlet and outlet temperatures for the innovative U-Tube pipe configuration
was 0.7 ◦C after 60 h, while it was 0.4 ◦C for the single U-Tube after the same amount of time. The
borehole thermal resistance for the innovative U-Tube pipe configuration was 0.680 m·K/W, which
is 29.22% lower than that of the single U-Tube. The heat exchange rate in the innovative U-Tube
pipe configuration is increased by 57.95% compared to the conventional single U-Tube. Measured
ground temperatures indicate that compared to single U-Tube pipe configuration, the innovative
U-Tube pipe configuration has superior heat transfer performance. Based on the experimental results
presented in this paper, it was concluded that increasing the surface area significantly by introducing
external fins to the U-Tube enhances the heat transfer rate, resulting in increased thermal efficiency
of the VGHE.

Keywords: vertical ground heat exchanger; external fin; thermal response test; effective ground
thermal conductivity

1. Introduction and Background

A ground source heat pump system (GSHP) is an ecofriendly technology utilized
for heating and cooling houses and commercial buildings. GSHP technology exploits the
constant ground temperature over the year to extract heat from buildings and transfer
it into the ground in summer, as well as to extract heat from the ground and transfer it
into the buildings in winter [1,2]. The GSHP system is constructed by connecting a heat
pump with a vertical ground heat exchanger (VGHE). Since the second half of the 1990s,
Thermal Response Tests (TRTs) have been used to measure ground thermal properties
(borehole thermal resistance and effective ground thermal conductivity) and characterize
the efficiency of VGHEs. Researchers have suggested different approaches to measure
ground thermal properties in the field, and a number of mobile experimental apparatuses
have been built in different countries to carry out these measurements [3]. The initial
capital cost of installing the GSHP systems is a significant consideration in VGHE design.
Hence, there are opportunities for designers to do more work in this area and suggest new
pipe configurations to increase the heat transfer rate in the VGHEs and thus decrease the
depth and cost of borehole installation. During the past few decades, several researchers
conducted studies to improve the thermal performance of VGHEs by decreasing the
thermal resistance between the borehole wall and the ground as much as possible. These
studies were based on either numerical or experimental models, the latter includes a
small-scale apparatus in the laboratory or a full-scale field investigation.
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Gu and O’Neal (1998) built a small-scale single U-Tube VGHE in the laboratory to
estimate the effects of backfills (bentonite/masonry sand and bentonite/copper powder)
on the heat transfer performance of a single U-Tube VGHE. The single U-Tube copper pipe
(inner diameter, 4.8 mm; outer diameter, 6.4 mm; length, 1.2 m) was inserted in a metal
tank. The obtained results showed that backfill materials have an influence on the thermal
performance of single U-Tube VGHEs [4].

To determine the effects of another factor, Pahud and Matthey (2001) conducted TRTs
for the double U-Tube VGHEs, with and without spacers, to estimate the influence of
these spacers on the borehole thermal resistance. The borehole thermal resistances of
double U-Tube VGHEs with and without spacers were 0.141 m·K/W and 0.143 m·K/W,
respectively [5]. Zeng et al. (2003) suggested an analytical solution considering the influence
of fluid axial convective heat transfer on pipe configurations of VGHEs. Two different
configurations, single and double U-Tube, of VGHEs were examined by using this method.
The results showed that the borehole thermal resistance of double U-Tube VGHE was lower
than the single U-Tube VGHE [6].

Only one study conducted by Esen and Inalli (2009) showed the effects of three
different borehole depths (30 m, 60 m, and 90 m) on the thermal performance of VGHEs.
The results showed that the 90 m depth borehole heat exchanger had stronger performance
than those with the depths of 60 m and 30 m. It was also noticed that the thermal resistance
values for the single U-Tube VGHE with depths of 60 m and 90 m were 0.05 and 0.03 m·K/W,
respectively [7].

To determine the effects of different pipe configurations on the thermal performance
of VGHE, Acuña and Palm (2010) proposed a new pipe configuration, coaxial (pipe-in-
pipe) VGHE, and it compared with conventional single U-Tube. The outer pipe was in
direct contact with the surrounding bedrock. The results showed that the heat transfer
performance of the coaxial VGHE was superior to the conventional single U-Tube VGHE [8].
Another field study was conducted by Lee et al. (2011) to estimate the thermal efficiency
of two different pipe configurations, the common U-Tube type and a new three-pipe type
GHE. The thermal efficiency of the new three-pipe type configuration was higher than that
of the conventional single U-Tube type [9]. In a study that set out to determine the effects of
three different types—coaxial, double U-Tube, and U-Tube VGHEs—in Oklahoma City, OK,
USA, Beier and Ewbank (2012) found that the best option to reduce the thermal resistance
of the borehole was the double U-Tube, followed by the single U-Tube, and finally the
coaxial type [10]. In the same year, a field study was performed by Desmedt et al. (2012)
to estimate the influence of two different pipe configurations (single U-pipe and double
U-pipe) on the efficiency of the VGHEs. The thermal resistance of the double U-Tube VGHE
was 0.162 m·K/W, 52% lower than the single U-Tube VGHE [11]. To improve the thermal
performance of VGHEs, a numerical study was investigated by Haddada and Miyara (2014)
to estimate the impacts of pipe numbers inside the borehole on the performance of VGHEs.
The four different pipe configurations examined were U-Tube, multi-tube, three-tube, and
four-tube. The heat exchange rate increased between the boreholes and the ground due to
an increase in the number of inlet tubes inside the borehole [12].

Kramer and Basu (2014) built an experimental apparatus in the laboratory to study the
effect of thermal loading on load displacement behavior of the model geothermal pile. The
polyvinylchloride (PVC) U-Tube pipe was installed in a sand tank (length, 1.83 m; depth,
1.83 m; width, 1.83 m). The U-Tube pipe consisted of two PVC pipes that had an inner
diameter of 12.4 mm with a length of 1.22 m [13]. Shirazi and Bernier (2014) established a
small-scale experimental apparatus with a borehole Plexiglas pipe (length, 1.23 m) inserted
at the center from the top of the sand tank (length, 1.35 m; diameter, 1.4 m). The TRT was
73 h for the heat injection and 5 days to let the sand return to its initial ground temperature.
It was reported that the borehole thermal resistance for the single U-Tube VGHE was
0.61 m·K/W [14]. Another small scale VGHE study was conducted by Erol and François
(2014) to estimate the effects of backfill materials on the thermal performance of the VGHE.
Two parallel pipes were inserted in the 1 m length of the VGHE in the sand tank of 1 m3.
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Two heat pumps were used to pump the water to pipes at 12 ◦C, 15 ◦C inlet and outlet of
water temperatures, respectively. The initial temperature of the sand was 20 ◦C [15]. One
year later, Cimmino and Bernier (2015) built the experimental setup consisting of a 400 mm
tall borehole inserted in center and top of the sand tank (length, 1.35 m; diameter, 1.4 m).
The single U-Tube copper pipe was inserted in the borehole. The objective of this study
was to measure the borehole wall temperature at various depths and different times during
the TRT. The results showed that the borehole wall temperature increased with an increase
in the duration of the TRT [16].

Liu et al. (2015) suggested a new VGHE design with three inlet pipes and one outlet (3I-
type) and compared its performance to the single and double U-Tube VGHEs. Experimental
results showed that the thermal resistance of the 3I-type was 31% and 15.8% lower than the
single and double U-Tubes, respectively [17]. In an analysis of the influences of the different
pipe material properties (copper and high density polyethylene pipes) on the performance
of VGHEs, Ramadan (2016) found that the performance trend remains the same for both
copper and high density polyethylene pipes in a ground heat exchanger [18]. Another
field was conducted by Chang and Kim (2016) to estimate the influence of two different
pipe configurations, single U-Tube and double U-Tube, on the thermal performance of
VGHEs. The thermal resistance of the single and double U-Tubes was 0.130 m·K/W and
0.081 m·K/W, respectively [19]. In a numerical study investigated by Luo et al. (2016),
the thermal efficiency of four different pipe configurations (double-U, triple-U, double-W,
and spiral) was estimated. The triple U-Tube had a higher thermal efficiency, followed
by the double-W, the spiral type, and the double U-Tube. The results also indicated that
the double-W type had the lowest economic performance, followed by the spiral type, the
double-U type, and the triple-U type [20]. Two years later, another numerical study was
investigated by Serageldin et al. (2018) to improve the performance of VGHE by suggesting
an innovative U-Tube pipe configuration (an oval U-Tube), and it compared a conventional
single U-Tube. The results showed that the thermal resistance of the oval U-Tube was
0.125 m·K/W, and 15.8% lower than the conventional single U-Tube [21]. A field study
was conducted by Bae et al. (2019) to estimate the thermal performance for four different
pipe types (high-density polyethylene (HDPE) type, HDPE-nano type, spiral fin type, and
coaxial type). The results showed that the best option to reduce the thermal resistance
of the borehole was the spiral fin type (0.181 m·K/W), followed by the HDPE-nano type
(0.181 m·K/W), HDPE type (0.183 m·K/W), and a coaxial type (0.306 m·K/W) [22].

A recent laboratory study was conducted by Li et al. (2018) to estimate the effects
of ground stratification on the performance of GHEs. Two U-Tube copper GHEs were
installed in a sand tank (depth, 6.25 m; length, 1.5 m; width, 1 m), and the sand tank was
filled with sand and clay. The two U-Tube pipe consisted of two copper pipes that had an
inner diameter of 5 mm and diameter outer of 5.5 mm with a length of 6.25 m. The results
showed that an increase in the ground heat injection rates leads to a significant increase
in the effects of ground stratification [23]. One year later, Liang et al. (2019) constructed
an experimental setup with a small-scale spiral-tube copper pipe VGHE inserted in the
metal container (diameter, 0.8 m; height, 1.1 m) setup to investigate the influences of
two parameters (volume flow rate and backfill materials) on the thermal performance of
a small-scale spiral-tube VGHE. The results showed that the heat exchange rate in the
spiral-tube VGHE in blend added to the sand with different Reynolds numbers (3000–8000)
enhanced by 20–31% compared to the native sand [24].

To sum up, the previous paragraphs present a comprehensive review of the efficiency
of ground heat exchangers (GHE) in heat pump systems. Increasing the efficiency of the
GHE may lead to decreased borehole depths and installation costs. Hence, the identification
and optimization of design and operation parameters that can reduce the borehole depth
are among the most important design challenges. To deal with these challenges, various
researchers have conducted several studies to improve the heat transfer efficiency of GHEs.
However, there are still opportunities for engineers to suggest new pipe configurations that
can increase the surface area of the pipe and heat transfer rate in GHEs. One of the most
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attractive solutions to increase the heat transfer rate in VGHEs is to increase the surface area
of the pipe configuration, which could lead to higher heat exchange capacity of VGHEs.
It is well known that heat transfer from a surface can be increased by attaching external
fins (i.e., extended surfaces). However, research activities reported in the literature do not
provide any information about the performance of GHEs with external fins. Therefore, this
research initiative investigates the impacts of external fins on the heat transfer capacity
of VGHEs.

In this paper, an innovative U-Tube pipe configuration (conventional single U-Tube
with two outer fins) is proposed to improve the thermal performance of VGHE by increasing
the surface area for a higher heat transfer rate. Fins or extended surfaces are used to
enhance heat transfer by conduction through the solid and also by convection from the
solid boundaries. Fins of many shapes such as rectangular, trapezoidal, concave, etc. could
be used to enhance the heat transfer rate. The concave shape has a higher heat transfer rate
than the rectangular or trapezoidal shape, and the rectangular shape is more efficient in
transferring heat than the trapezoidal shape [25]. In this study, the fins were planned to
be designed in a concave shape, but then it was decided to change them to a trapezoidal
shape because the tools available in the workshop were not suitable for producing fins in a
concave shape. Another secondary reason to select the trapezoidal shape is its small tip at
the end of the fin. This means it can be a good option to increase the fin length without
touching the borehole wall, compared to the rectangular fin, which has a wide tip at the
end of the fin.

The primary aim of this study is to evaluate the thermal performance of the innovative
U-Tube pipe configuration and compare it with the conventional single U-Tube type pipe
configuration. In addition, the ground thermal properties for these two pipe configurations
were estimated by using line source theory. In order to conduct TRTs, a small-scale
experimental setup was designed, constructed, and commissioned in the laboratory at the
University of Victoria, British Columbia, Canada.

2. Small-Scale Experimental Apparatus and Theory

2.1. Small-Scale Experimental Apparatus

The small-scale experimental apparatus comprises of three main parts: (i) VGHE
(sand tank), (ii) water supply system, and (iii) data acquisition system.

A polyvinylchloride (PVC) borehole pipe (length, 1.05 m; inner diameter, 7.5 cm;
outer diameter, 8.2 cm) is placed at the center from the top of a sand tank (length, 1 m;
depth, 1.1 m; width, 1 m; wall thickness 2 cm), and the space between the borehole
and the tank is filled with dry silica sand up to the top of the borehole. Researchers
proposed that testing times can be significantly reduced by using a radius of influence in
the range of 0.5 m to 1.5 m; this provides satisfactory temperature readings to determine
thermal properties [26,27]. Figure 1 shows a photo of the small-scale test apparatus and
Figure 2 is the schematic cross-section diagram of the same apparatus. Two different pipe
configurations, including a conventional single U-Tube and an innovative U-Tube pipe
configuration, are also inserted into the borehole at different times, and the space between
the U-Tube pipe and the borehole wall is filled with grout (bentonite). Two thermistors
(Omega TH-44032-1/4NPT-80; tolerance at 0–75 ◦C: ±0.1 ◦C) are installed at the inlet and
outlet of the VGHE to measure the inlet and outlet fluid temperatures (see Figure 2). The
connecting pipes between the sand tank and the bath are insulated to minimize the heat
transfer between the connecting pipes and the ambient air.

The conventional single U-Tube pipe consists of two copper pipes that have an inner
diameter of 12.7 mm and outer diameter of 16 mm with a length of 1 m. The innovative
U-Tube pipe configuration consists of two copper pipes that have an inner diameter of
12.7 mm and outer diameter of 16 mm with a length of 1 m. The fins are made of copper
and have a cross-section of 8 mm × 4 mm, attached over the full height (1 m) of the U-Tube.
Figure 3 shows the cross-section of the two different pipe configurations. The parameters
for the two different pipe configurations of VGHEs are listed in Table 1.
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Figure 1. Photo of the small-scale experimental apparatus.

 

Figure 2. Schematic cross-section diagram of small-scale experimental apparatus.

A total of 64 thermocouples (EXPP-K-24) are distributed at specific distances inside
the sand tank to measure the temperatures at different locations throughout the test
and during the recovery time until the sand temperature reached the initial temperature.
The thermocouples can measure a maximum temperature of 105 ◦C with an accuracy of
±0.75 ◦C. Each direction has 16 thermocouples, as shown in Figure 4.
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Figure 3. Cross-section of the two different pipe configurations and the fin: (a) conventional single
U-Tube; (b) innovative U-Tube pipe configuration; (c) cross section of the fin.

Table 1. Parameters for the two different pipe configurations of VGHEs.

Parameters Value Unit

U-Tube pipe outer diameter 16 mm
U-Tube pipe inner diameter 12.7 mm
Space between U-Tube pipes 29 mm

Length of the U-Tube pipe 1.05 m
Thermal conductivity of copper pipe [28] 400 W/m·K

Fin width 4 mm
Fin length 8 mm

Thermal conductivity of copper fin [28] 400
Borehole outer diameter (PVC) 82 mm
Borehole inner diameter (PVC) 75 mm

Thermal conductivity borehole wall (PVC) [28] 0.19 W/m·K
Thermal conductivity bentonite (grout) [29] 0.8 W/m·K

Thermal conductivity of silica sand (ground/soil) [12] 2.42 W/m·K
Specific heat of silica sand [12] 750 J/kg. K

Density of silica sand [12] 1700 Kg/m3

Figure 4. Front view for the 16 thermocouples at borehole wall and in silica sand at specific locations
on the right side of sand tank.
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2.2. Theory

The goal of conducting TRT is to estimate the thermal (i.e., heat transfer) efficiency of
the VGHE and also the thermal properties of the ground in field applications. The rate of
the heat transfers per unit length (depth) of VGHE can be calculated from the relationship
between the measured inlet and the outlet temperatures of the heat carrier fluid (water),
which circulates through the VGHE, and its flow rate, as shown in Equation (1) [12,24,30,31]:

q =
Cp

.
m (Tin − Tout)

H
(1)

where Tin is the inlet fluid temperature (◦C), Tout is the outlet fluid temperature (◦C), q is
the heat exchange rate per unit borehole length (W/m), Cp is the specific heat capacity of
the circulating fluid (J/kg·K),

.
m mass flow rate (kg/s), and H is the borehole depth (m).

To estimate the ground thermal properties, the line source model (LSM) is used in
this research. Ingersoll and Plass (1948) reported that the infinite line source was used
in the 1940s to calculate the ground temperature change over time for ground loop heat
exchangers. The first field study was carried out to estimate the thermal conductivity of
the ground by using this theory [32].

The temperature change in the ground is a function of radius (r) from the borehole
center and time (t) with an injection of a constant amount of heat (q) from the top to the
bottom of the borehole that can be calculated by using the following equation [33–36]:

T(r, t) =
Q

4πλe f f H

∞∫
r

2πk

e−β2

β
dβ =

Q
4πλe f f H

E1

(
r2

4αt

)
(2)

where λe f f is the effective ground thermal conductivity (W/m·K), and α is the thermal
diffusivity of the ground m2/s. When the values of the parameter αt

r2 are large, it can be
expressed with the following simple relation:

E1

(
αt
r2

)
= ln

(
4αt
r2

)
− γ (3)

where, E1 is the exponential integral and γ is Euler’s constant (0.57721).
It is reported that the maximum error resulting from using the value of αt

r2 ≥ 5 is 10%,
and it is reduced to 2.5% when the value of αt

r2 ≥ 20 is used [35,36].
The line source temperature at the borehole radius (rb), including the impact of the

borehole thermal resistance (Rb) between the heat carrier fluid and the borehole wall, was
used to evaluate the mean fluid temperature (Tf (t)). The fluid temperature as a function of
time could be written in Equation (4) [30,33,35]:

Tf (t) =
Q

4πλe f f H
ln(t) +

Q
H

[
1

4πλe f f

{
ln

(
4α

r2
b

)
− γ

}
+ Rb

]
+ To (4)

where Rb is the borehole thermal resistance (m·K/W) and To is the initial ground tempera-
ture (◦C).

The borehole thermal resistance can be expressed by the following equation:

Rb =
H
Q

[
Tf (t)− To

]
− 1

4πλe f f

[
ln(t) + ln

(
4α

r2
b

)
− γ

]
(5)

It is noticed that the second and third terms on the right side of Equation (4) are
constant. Therefore, it can be considered that the above equation is similar to the linear
slope equation as y = m.x + b.
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It is assumed that there is a linear relationship between the mean fluid temperature
and the logarithm time ln(t) [33,36,37]. They also expressed this relation by using the
following equation:

Tf (t) = m.ln(t) + b (6)

Slope = m =
q

4πλe f f
→ λe f f =

q
4πm

(7)

3. Analysis of Experimental Results

Effective Ground Thermal Conductivity and Borehole Thermal Resistance

Two different approaches can be used to estimate the initial ground temperature
before the TRT started [38]. The first approach is to calculate the initial ground temperature
with still water in the U-Tube. The inlet and outlet borehole temperatures and the ground
temperature at 64 locations in the sand tank are recorded every 1 min for about 1 h by using
the data acquisition system. The second approach is to circulate the water in a close system
through the VGHE for about 1 h and without adding heat during the test. Nevertheless,
there was no heat injection during this period, but at the same time, some heat would be
added into the system by the pump. Then, the inlet and outlet borehole temperatures and
the ground temperatures at the 64 locations in the sand tank were recorded every 1 min for
1 h by using the data acquisition system. In this study, the first approach is used to estimate
the average initial ground temperature. The U-Tube in the VGHE wall was filled with
water for 7 days before the measurement started. The average initial ground temperature
was calculated to be 17.58 ◦C.

After the average initial ground temperature was calculated as shown before by using
first approach, the TRT was conducted for 130 h (60 h for the heat injection and 70 h to
let the sand return to its initial ground temperature). A constant heat injection rate was
used throughout the TRT. The outlet fluid temperature leaving from the circulating bath
and entering to the VGHE was set to be 50 ◦C with a constant volumetric flow rate (V) of
0.730 L/min. The inlet and outlet fluid temperatures of the borehole were recorded every
5 min by using the data acquisition system. As shown in Figure 5, the difference between
the inlet and outlet temperatures was 0.82 ◦C after 1h. The temperature difference then
gradually decreased to 0.52 ◦C after 30 h, and it decreased further to 0.4 ◦C after 60 h.

 
Figure 5. Inlet and outlet fluid temperature for the conventional single U-Tube VGHE during
heat injection.
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As shown in Equation (6), there is a linear relationship between Tf and ln(t). The
slope (m) = 0.6189 was calculated from Figure 6, and then substituting ‘m’ in the Equation
(7), λe f f was calculated as 3.92 W/m·K.

Figure 6. Mean fluid temperature plotted versus logarithmic time, conventional single U-Tube VGHE.

Using Equation (1) and from the measured inlet (Tin) and outlet (Tout) temperatures,
the heat exchange rate per unit length (q) of VGHE was calculated. The borehole thermal
resistance (Rb) was calculated using the value of λe f f (3.92 W/m·K) in Equation (5). The
value of borehole thermal resistance (Rb) at t > 5 r2/α (i.e., 73 min, error 10%), was found to
be 0.961 m·K/W. Calculated results are presented in Table 2.

Table 2. Comparison values of ΔT, V, q, λeff, and Rb for the two pipe configurations.

Pipe Configurations ΔT at 60 h ◦C V (L/min) q at 60 h (W/m) λeff (W/m·K) Rb (m·K/W)

Single U-Tube pipe 0.4 0.729 19.05 3.92 0.961

innovative single U-Tube 0.7 0.703 30.09 4.85 0.680

Four thermocouples, B1b, B2b, B3b, and B4b, were fixed on the right hand side of the
borehole wall at 14.70, 30.30, and 45.00 cm, respectively, from the center of the borehole,
at a height of 700 cm from the bottom of the sand tank. The four thermocouples (EXPP-
K-24) measure the maximum temperature of 105 ◦C with an accuracy of ±0.75 ◦C. Before
conducting the test, the initial ground temperature of B4b, B3b, B2b, and B1b were 17.75 ◦C,
17.98 ◦C, 18.06 ◦C, and 18.09 ◦C, respectively, and they increased after 60 h during the
heat injection to 36.16 ◦C, 25.73 ◦C, 20.52 ◦C, and 19.95 ◦C, respectively. The ground
temperatures of the B4b, B3b, B2b, and B1b decreased to 18.2 ◦C, 18.28 ◦C, 18, and 17.71 ◦C,
respectively, after 70 h from the end of the test, as shown in Figure 7. However, the ground
temperature changed rapidly and reached 36.16 ◦C after 60 h at the borehole wall. It
changed slowly away from the borehole at 45 cm from the center of the borehole and
reached 19.95 ◦C. The ambient temperature was recorded during the TRT and recovery
time by using a dada logger (OM 62), and it was confined at a range of 14.64 ◦C to 20.48 ◦C.
The temperature measurement for the OM-62 was at a range of −40 ◦C to 70 ◦C with an
accuracy of ±0.5.
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Figure 7. Temperature measurement at the inlet (Tin) and the outlet (Tout), borehole wall, and in
sand at different locations from the borehole wall, conventional single U-Tube VGHE.

Another TRT was performed for the innovative U-Tube pipe configuration with the
similar boundary conditions used with the conventional single U-Tube. The average initial
ground temperature was calculated to be 19.91 ◦C before the TRT started.

The TRT was conducted for 145 h (65 h for the heat injection and 80 h to let the
system return to its initial ground temperature). A constant heat injection rate was used
throughout the TRT. The outlet fluid temperature leaving from the bath and entering to
the VGHE was set to be 50 ◦C with a constant volumetric flow rate of 0.703 L/min. The
difference between the inlet and outlet temperatures was 0.97 ◦C after1 h. The temperature
difference then gradually decreased to 0.7 ◦C after 30 h, and it got to 0.65 ◦C after 60 h as
shown in Figure 8.

Figure 8. Inlet and outlet fluid temperature for the innovative U-Tube pipe VGHE, during heat injection.
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As shown in Equation (6), there is a linear relationship between Tf and ln(t). The slope
(m) = 0.6642 was calculated from Figure 9, and then substituting ‘m’ in the Equation (7),(

λe f f

)
was calculated as 4.85 W/m·K.

Figure 9. Mean fluid temperature plotted versus logarithmic time, innovative U-Tube pipe VGHE.

Using Equation (1) and from the measured inlet (Tin) and outlet (Tout) temperatures,
the heat exchange rate per unit length (q) of VGHE was calculated. The value of borehole
thermal resistance (Rb) was calculated using the value of λe f f (4.85 W/m·K) in Equation (5).
The value of borehole thermal resistance (Rb) at t > 5 r2/α (i.e., 73 min, error 10%), was
found to be 0.680 m·K/W. Calculated results are presented in Table 2.

As shown in Figure 10, the initial ground temperature of B4b, B3b, B2b, and B1b were
21.08 ◦C, 22.02 ◦C, 21.72 ◦C, and 21.09 ◦C, respectively, and they increased after 60 h during
the heat injection to 41.03 ◦C, 29.28 ◦C, 23.71 ◦C, and 21.69 ◦C, respectively. The ground
temperatures of the B4b, B3b, B2b, and B1b decreased to 20.26 ◦C, 20.55 ◦C, 19.74 ◦C, and
18.5 ◦C, respectively, after 80 h from the end of the test as shown in Figure 10. However,
the ground temperature changed rapidly and reached to 41.03 ◦C after 60 h at the borehole
wall. It changed slowly away from the borehole at 45 cm from the center of the borehole
and reached 21.69 ◦C. The ambient temperature was recorded during the TRT and recovery
time by using a data logger (OM-62), and it was confined at a range of 14.84 ◦C to 21.32 ◦C.

Table 2 presents the difference between the inlet and outlet fluid temperatures (ΔT),
volumetric flow rate (V), heat injection rate (q), effective ground thermal conductivity
(λe f f ), and borehole thermal resistance (Rb) for the two different pipe configurations.
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Figure 10. Temperature at the inlet (Tin) and the outlet (Tout), borehole wall, and in sand at different
locations from the borehole wall, innovative U-Tube pipe VGHE.

4. Discussion

4.1. Experimental Observations

Two TRTs were conducted in the laboratory for the two different pipe configurations
under similar boundary conditions to demonstrate the impact of innovative U-Tube pipe
configuration on the heat transfer rate of the VGHE. The two different pipe configurations
are the conventional single U-Tube and the innovative pipe configuration (the conventional
single U-Tube pipe with fins), as shown in Figure 3. The two TRTs are continued for
a period of 60 h. As shown in Figures 5 and 8, after 60 h from starting the test, the
difference between the inlet and outlet fluid temperatures was 0.4 ◦C for the conventional
single U-Tube pipe VGHE while it was 0.7 ◦C for innovative U-Tube pipe configuration
VGHE. The latter was increased by 0.29 ◦C. As would be expected, the borehole thermal
resistance also decreased from 0.961 m·K/W to 0.680 m·K/W due to the introduction
of external fins to the conventional single U-Tube (see Table 2). The effective ground
thermal conductivity is 3.92 W/m·K for the conventional single U-Tube pipe configuration,
and it is 4.85 W/m·K for the innovative U-Tube pipe configuration. The results also
indicate that that the heat exchange rate for the innovative U-Tube pipe configuration was
30.09 W/m, i.e., an increase of 11.04 W/m compared to the conventional single U-Tube
(see Table 2). The results also show that the temperature at the borehole wall increased
by 4.87 ◦C when the innovative U-Tube pipe configuration was used compared to the
conventional single U-Tube. With the innovative U-Tube pipe configuration, at 45 cm
from the center of the borehole and at different depths, the highest temperature increased
by 0.54 ◦C more than the conventional single U-Tube pipe configuration as shown in
Figures 7 and 10. Based on the aforementioned observations, it can be concluded that
substantial improvement of thermal efficiency of VGHE can be made by the introduction
of external fins to the conventional single U-Tube pipe. In practical terms, it means
fewer boreholes are required when conventional single U-Tube pipes are replaced by the
innovative U-Tube pipe configuration with external fins, and this, in turn, will reduce the
VGHE installation cost.

4.2. Sources of Uncertainty or Error

The sources of error or uncertainty in measured parameters during the thermal re-
sponse tests (TRTs) and their impacts on the results obtained from the tests in the laboratory
could be explained qualitatively but difficult to quantify adequately. These sources of error
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arise from the assumptions made regarding the properties of the materials, application
of the line source theory, sensors, etc. [39]. Quantification of uncertainties arising from
these sources is not only beyond the scope of this paper, but a systemic evaluation pro-
tocol for this purpose is yet to be established. However, it is well known that the errors
associated with measured inlet and outlet temperatures, using two thermistors (Omega
TH-44032-1/4NPT-80), have a significant impact on the overall error or uncertainty of the
test results [39]. The error associated with each of these two measured temperatures is
±0.1 ◦C at 0 to 75 ◦C. The propagation of this error due to subtraction can be calculated by

square rooting the sum of the square of each errors (i.e.,
√
(0.1)2 + (0.12) = ±0.14 ◦C).

5. Conclusions

The results from the TRTs conducted in the laboratory on a small-scale VGHE with two
different pipe configurations, a conventional single U-Tube and the same with external fins,
have been presented and examined in this paper. The main observations are outlined below:

• The difference between the inlet and outlet temperature for the innovative U-Tube
pipe configuration (i.e., with external fins) is 0.7 ◦C after 60 h while the difference
between the inlet and outlet temperatures for the conventional single U-Tube pipe
configuration was 0.4 ◦C after 60 h. Thus, a 76.3% increase in temperature difference
has been achieved due to the use of innovative pipe configuration.

• The effective ground thermal conductivity for the innovative U-Tube pipe configura-
tion was 4.85 W/m·K, a 23.64% increase compared to the conventional single U-Tube
pipe configuration.

• The borehole thermal resistance for the innovative U-Tube pipe configuration was
found to be 0.680 m·K/W, which is 29.22% lower than that of the same with conven-
tional single U-Tube pipe.

• The increased ground temperatures with the innovative U-Tube pipe configuration,
compared to single U-Tube pipe configuration, clearly indicate the superior heat
transfer performance of innovative pipe configuration.

• The introduction of external fins to single U-Tube pipe configuration helps to reduce
the number of boreholes by about 57.95%, which will in turn decrease the installa-
tion cost.
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Abstract: An energy modeler for solar photovoltaic (PV) systems may be limited to climatic data
of certain major cities, not covering the one for which the PV system is intended. Additionally, a
person not skilled in solar PV modeling may still desire a quick estimate of PV system electricity
generation to help decide the level of investment in PV systems. This work addresses these points
by establishing lookup tables to summarize predicted electricity generation, solar irradiation, and
optimum orientation at various locations in the Sultanate of Oman. The results are produced by
processing simulation data using the online open-access tool PVGIS (Photovoltaic Geographical
Information System) of the European Commission’s Joint Research Centre (EC-JRC). The tables cover
40 out of the country’s 61 s-level administrative divisions (wilayats) and cover fixed and movable
PV panels. The results show that the yearly electricity generation can change up to 11.86% due to
the change of location. Two-axis PV tracking offers a small improvement (about 4% on average)
over single-vertical-axis tracking but offers noticeable improvement (about 34% on average) over
optimally oriented fixed PV panels. Monthly profiles of expected PV electricity generation, as well
as the generation drop due to changing the PV mounting from free standing to building integrated,
were examined for three locations. As general perspectives that may be of interest to global readers,
this work provides quantitative evidence of the overall accuracy of the PVGIS-SARAH database
through comparison with ground-measured global horizontal irradiation (GHI). In addition, a full
example is presented considering 12 different countries in the northern and southern hemispheres
that brings the attention of solar energy modelers to the level of errors they may encounter when
the impact of longitude (thus, the exact location) is ignored for simplicity, while focus is given to
the latitude.

Keywords: lookup tables; photovoltaic; PVGIS; solar; Oman

1. Introduction

Limiting the global temperature increase to 2 ◦C above pre-industrial levels (before the
intensive industrial activities that started around 1750) demands reaching net-zero carbon
emissions by around 2070, while limiting this to 1.5 ◦C demands an earlier attainment of the
net-zero emissions of carbon dioxide by around 2050 [1]. Decarbonization efforts include
integrating renewable energy electricity generation from solar photovoltaic (PV) panels,
thereby reducing electricity generation from fossil fuels that lead to carbon emissions [2].
In 2019, solar photovoltaic technology contributed about 679 TWh to electricity generation,
forming a share of 9.8% among renewable energy sources [3]. The transforming energy
scenario of IRENA (International Renewable Energy Agency) calls for an increased share
of 25% for the solar photovoltaic technology, representing 13,787 TWh in 2050, in order to
restrain the global temperature increase to 1.5 ◦C and bring carbon dioxide emissions close
to net zero by 2050 [4]. It is appealing to see that solar PV power generation increased by
22% in 2019, taking the second position in terms of generation growth among renewable
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energy technologies (with wind energy technology being in the first position, leading solar
PV energy technology by a small gap). Extrapolating the nonlinear accelerating progress in
solar PV technology over the period of 2006–2020 suggests that it meets the Sustainable
Development Scenario (SDS) of the IEA (International Energy Agency), reaching 3269 TWh
in 2030, compared to only 6 TWh in 2006 [5]. Such intensive deployment of solar PV
technology as well as the demand for continuous expansion in its utilization warrants
a parallel effort in numerically simulating PV systems ahead of installation so that a PV
system can be reasonably sized according to the demanded electricity generation at the
specific geographic location of operation.

Mathematical models that describe the solar radiation at an arbitrary time or location
exist [6–8], as well as software programs that enable prediction of the generated electricity
from a PV design [9–11]. When predicting the electricity generation from complex systems
(as compared to a single PV panel or a solar cell) under optimized configuration throughout
the year, mathematical equations become impractical alone, and one needs to resort to
a computational tool that accounts for different factors affecting the performance of the
PV system, while yielding a result in a reasonably short time. Even with the availability
of software programs for simulating PV systems, a climatic record is needed for useful
prediction. The climatic information is location-dependent, and the simulation tool may
come with a database of locations for the user to select from as a convenient way of
providing the necessary meteorological data. In the case where the users are interested in a
location not in the built-in database, they may need to set the environment to the nearest
location available, or the simulation tool may perform interpolation. Either option incurs
some approximation that can introduce errors. It can be helpful if pre-calculated one-time
lookup tables are made for users, with multiplication factors that help in translating the
predicted electricity from a PV system of a certain design type (such as fixed PV panels,
single-axis tracking PV panels, and two-axis tracking PV panels) that have records for a
large number of geographic locations or communities within a country. Then, a PV system
modeler who already predicted the performance of a PV system in one location may use
the table to translate the predicted electricity at different location by using the proper
factors in the lookup tables that correspond to the specific type of concern. This procedure
extends the capability of the simulation beyond the embedded database of locations it has.
The lookup tables can be established for arbitrary locations with a spatial resolution that
can easily be expanded when needed. They are also not tied to a specific PV simulation
tool, simply being tables that correct the yearly PV electricity generation at one location
(where the electricity generation is known) so that it corresponds to another location (where
electricity generation is sought). In addition, personnel interested in PV systems may use
the tables without the need of performing any solar simulation. This relieves the need to
have access to a PV simulation tool or to have the technical skills to use it, which may not
be readily available to non-experienced persons. The known yearly electricity generation
(to be projected or corrected for another location) does not have to come from a simulation
tool; instead, it can be an actual measured value [12,13]. In this case, the lookup tables are
still useful in providing a quantitative assessment of the performance of such a PV system
if replicated in another location. Aside from conveniently projecting the yearly electricity
generation to different geographic locations, the lookup tables themselves can include
additional location-specific valuable information to PV investors in the public or private
sectors (such as the solar irradiation, the expected electricity generation for a standard
PV size, and the optimum orientation for fixed PV panels) and also enable convenient
quantitative identification of locations of the highest potential for solar power generation,
which can be given a priority over other locations. In relation to the previous remarks, this
work gives three lookup tables for use in the Sultanate of Oman, corresponding to three
categories of PV solar systems, which are:

• Fixed PV panels with optimum azimuth and tilt;
• Moving PV panels with vertical-axis solar tracking;
• Moving panels with two-axis solar tracking.
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The Sultanate of Oman (or simply Oman) is administratively divided into 61 s-level
administrative divisions (“wilayats” according to the local language) in 11 governorates.
The country enjoys relatively high solar radiation [14], making solar energy a primary
option for the country in case it decides to reshape its energy mix, having a significant
share of renewable energy in it, including solar PV energy, consistent with the country-led
renewables readiness assessment (RRA) and long-term electricity transmission system
master plan, having an outlook toward 2070 [15]. A map of Oman is given in Figure 1,
showing the 11 governorates. The capital Muscat lies in the governorate of Muscat, which
is also the name of one of the second-level administrative divisions (wilayats) within that
governorate. The figure also highlights the location of three wilayats, in addition to Muscat,
which are: Thumrait (in the southern governorate of Dhofar), Madha (in the northern
governorate of Musandam), and Adam (in the central governorate of Ad Dakhliya). This
can facilitate later discussions about these specific locations, where the first one shows
the best PV performance among the 40 analyzed wilayats, the second one shows the
poorest performance among the 40 analyzed wilayats, and the third one shows third-
party ground-based measurements of monthly global horizontal irradiation (GHI) that are
used in validation. For readers not familiar with Oman, these additional details can be
very helpful.

Figure 1. A map of the Sultanate of Oman, showing its 11 first-level administrative divisions
(governorates) as well as its capital (Muscat). It also shows two locations which receive special
attention in this work as having the highest and the lowest predicted PV performance among all 40
examined locations, irrespective of whether solar tracking (single-vertical-axis or two-axis) is enabled
or not (Thumrait—highest performance, and Madha—lowest performance). In addition, the location
of Adam is also highlighted, where comparison with ground-measurement irradiation data is made.
The location of Salalah is indicated as well, whose horizon height profile is discussed in a subsequent
part of this work. The map is adapted from two maps available freely and licensed under the Open
Government License of the Sultanate of Oman [16,17].
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The governorates of Oman vary not only in land size, but also in population, terrain,
and climate. The governorate of Musandam is an exclave located in the north tip of Oman.

This work considers 40 out of the 61 s-level administrative divisions (the wilayats) of
Oman. For simplicity, and since a single point was analyzed per second-level administrative
division, they are referred to here as “locations”, which, for the purpose of this work, serves
to indicate the geographic points that represent a second-level administrative division
selected for photovoltaic analysis and inclusion in each of the lookup tables. In some
regions, the locations are relatively close to each other, so not all of them were included in
the analysis. However, the number of locations selected for analysis in each governorate
never drops below half the number of wilayats in that governorate. Considering 40 wilayats
out of the total 61 wilayats appears to give good coverage for Oman. Expanding the analysis
to the remaining 21 wilayats is straightforward, although it may lead to some redundancy
in the results.

Aside from constructing tables that summarize the relative performance of PV systems
in different locations of Oman, this work also provides the year-round optimum orientation
angles (azimuth and slope) for fixed PV panels in each analyzed location and the optimum
slope angle for single-vertical-axis PV panels with solar tracking. The multiplication factors
in the tables are all relative to the PV system electricity generation (alternating-current
electricity) in Muscat, which is taken as a reference location and thus assigned the factors
1.00 by definition. This study also provides two normalized performance metrics for PV
systems in each analyzed location: the first is the expected yearly PV electricity generated
per kWp of installed PV capacity (expressed in kWh/kWp/year), and the second is the
yearly global solar irradiation received per m2 of tilted PV panel surface (expressed in
kWh/m2/year). The first normalized performance metric helps in evaluating the feasibility
of investing in solar PV in Oman through estimating the size of the installed capacity
needed. The second metric serves a similar role as the first one, but it is independent of the
exact performance characteristics of the envisioned PV system. The work also provides
some details about the solar PV electricity generation at the best-performing and the lowest-
performing locations identified among the analyzed ones, as well as the reference location
of Muscat, representing the capital of the country.

2. Methods

The study is primarily quantitative. It is primarily an analysis of secondary data and
third-party validated solar PV web-based tools that are freely accessible to the public and
are well documented. The tools are collectively referred to as the PVGIS (Photovoltaic
Geographical Information System) web application, which includes a calculator for solar
irradiation and PV electricity generation. It is hosted at the European Commission’s science
and knowledge service (EU Science Hub) and developed by the Joint Research Centre
(JRC) of the European Commission [18]. The version used here is the 5th version, which
is the latest version at the time of preparing this article. PVGIS has 5 solar radiation
databases. However, the one that covers Oman and was used in the current study is PVGIS-
SARAH. It is a data set calculated from satellite images, and covers the whole Sultanate
of Oman, along with Africa, most of Europe, more than half of Asia, approximately the
eastern half of South America, and a small zone in the west of Australia. The data in
PVGIS-SARAH database cover the years from 2005 to 2016. Their spatial resolution is
0.05◦ (latitude) and 0.05◦ (longitude) [19], which, near the equator, translates to a grid of
squares with a side length of about 5.5 km. The PVGIS-SARAH database was prepared
through cooperation between members at PVGIS and at CM SAF (Satellite Application
Facility on Climate Monitoring), which provides satellite-based data suitable to monitor
the climate [20]. PVGIS was subject to data validation for the used satellite solar radiation
data. Comparison with ground station measurements shows generally good agreement
between the ground station data and the PVGIS-SARAH database [21–25], which is the
one used in the current study for Oman. Most of the benchmarking data for validation
came from the Baseline Surface Radiation Network (BSRN), which is a project for detecting
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change in solar and atmospheric radiation at the surface of the Earth, and that project
belongs to the World Climate Research Programme (WCRP). The project’s instruments are
of the highest possible accuracy and provide high time resolution (from 1 to 3 min) [26].

The PVGIS application was utilized in calculating PV performance data for 40 locations
in the Sultanate of Oman. When selecting these locations, attention was paid to cover a
large geographic area of the country, while limiting the locations to the official second-
level administrative divisions (wilayats). This is an advantage for the locations’ selection,
helping in aligning them with places where social communities typically exist.

Table 1 lists the wilayats selected for solar PV analysis. They are grouped by gov-
ernorate, starting with the most-populous governorate (Muscat) and ending with the
least-populous governorate (Musandam), based on recent governmental records dated
August 2021 [27]. The number of wilayats in each governorate [28] and the number of
selected wilayats for analysis in each governorate are also listed in the table. In total,
40 wilayats were selected out of the country-level total of 61 [29]. At minimum, either
three or half of the number wilayats in each governorate is selected, whichever is larger.
The governorates of Adh Dhahirah and Al Buraimi have 3 wilayats each, and thus all of
them were included in the analysis. Using an official map of Oman [30] to inspect visually
the separation distance among wilayats, some wilayats were excluded when found lying
close to an already-selected wilayat. The first wilayat listed for each governorate is the
administrative capital of that governorate. Then, when adding more wilayats, generally a
more distant wilayat has priority of inclusion in the analysis, which helps in improving the
geographic coverage of the study. The governorate of Dhofar is large in terms of the land
area and is also relatively populous; it has the largest number of selected wilayats (seven)
for solar PV analysis compared to other governorates. The governorate of Al Wusta is also
large in terms of the land area, and all its 4 wilayats were selected in the analysis despite
being the second least populated governate in Oman.

Table 1. List of the selected wilayats in the Sultanate of Oman for solar energy analysis.

Index of
Selected
Wilayats

Governorates
(in Descending Order

by Population)

Population of the
Governorate (as of

August 2021)

Number of Wilayats in
the Governorate

Number of Selected
Wilayats in the

Governorate

Selected Wilayats for Analysis
(First One is the Administrative

Capital of the Governorate)

1
Muscat 1,270,308 6 3

Muscat
2 Qurayyat
3 A’Seeb

4
Al Batinah North 780,899 6 3

Sohar
5 Al Suwaiq
6 Shinas

7
Ad Dakhliya 478,229 8 4

Nizwa
8 Adam
9 Samail

10 Al Hamra

11
Al Batinah South 465,210 6 3

Al Rustaq
12 Barka
13 Wadi Al Ma’awil

14

Dhofar 409,019 10 7

Salalah
15 Muqshin
16 Shalim and the Hallaniyat Islands
17 Dhalkut
18 Al Mazyona
19 Thumrait
20 Sadah

21
Ash Sharqiyah South 314,204 5 3

Sur
22 Masirah
23 Jaalan Bani Bu Ali

24
Ash Sharqiya North 270,520 6 4

Ibra
25 Al Mudhaibi
26 Wadi Bani Khalid
27 Bidiya

28
Adh Dhahirah 212,954 3 3

Ibri
29 Yankul
30 Dhank

31
Al Buraimi 120,295 3 3

Al Buraimi
32 Al Sunaynah
33 Mahdah
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Table 1. Cont.

Index of
Selected
Wilayats

Governorates
(in Descending Order

by Population)

Population of the
Governorate (as of

August 2021)

Number of Wilayats in
the Governorate

Number of Selected
Wilayats in the

Governorate

Selected Wilayats for Analysis
(First One is the Administrative

Capital of the Governorate)

34

Al Wusta 51,191 4 4

Haima
35 Duqm
36 Al Jazer
37 Mahout

38
Musandam 48,834 4 3

Khasab
39 Dibba
40 Madha

Total - 4,421,663 61 40 -

More details about the selected locations are provided in Appendix A. These are the latitude and longitude coordinates, as well
as the elevations.

3. Results

The performed PV solar simulations using the PVGIS tools assume crystalline silicon
(c-Si) panels, which is the dominant technological type of PV panels [31–33], and a system
loss of 14% (the default value in PVGIS). Such a system loss accounts for losses in cables
and power inverters, for example, as well as any dirt on the panels [34]. The simulations
performed for the design type of a fixed PV system with optimum orientation of the PV
panels are for free-standing mounting, as compared to building integrated, so the virtual
PV panels are supported by a frame allowing air to flow over the panels’ back side.

Although the lookup tables are essential outcomes of this study, it may be better to
move them to Appendix B, separated from the main text, while describing them in the
present section. There are three lookup tables, each of them corresponding to a design type
of the PV system.

3.1. Validation against Third-Party Calculated Results

This subsection presents a validation test for one of the solar calculator tools of PVGIS.
This is different from the independent validation studies mentioned in the previous section.
The validation is performed in terms of predicting the yearly electricity generation for
1 kWp of installed PV capacity, as well as the received solar radiation per 1 m2 of the tilted
PV panel surface in the location representing the capital Muscat, with a fixed optimized
orientation of PV panels. These four simulation quantities are compared when obtained
from PVGIS and from another online solar calculator, which is the Global Solar Atlas (GSA),
a free tool provided by the World Bank Group [35].

The validation comparison is given in Table 2. The optimum slope (the tilt angle from
the horizontal) suggested by PVGIS is only 1 degree smaller than that suggested by GSA.
It should be mentioned that both tools report the slope angle in whole degrees. The angles
are reasonable, as they should be close to (but not necessarily equal to) the latitude of the
location [36] (which is 24◦ in the test case, after rounding to the nearest integer). Both
tools agree on the suggested optimum azimuth angle of the PV panels in Muscat, showing
that the PV panels should be facing the south exactly. This is a reasonable azimuth given
that Muscat’s selected analysis location is in the northern hemisphere [37], and it is not
surrounded by excessive mountains that may cause some bias toward the west or the east.
As a remark, the azimuth angle in PVGIS for the south is expressed as 0◦, whereas it is
expressed as 180◦ for GSA, given the different reference of measurement in both tools (the
south for PVGIS, but the north for GSA). The yearly PV electricity generated for 1 kWp
of PV capacity is very close for PVGIS and GSA, differing by only 10.2 kWh/kWp/year,
which is 0.6% of either value. The estimated solar radiation differs by 123.3 kWh/m2/year
for the two tools, which is about 5% of either value.
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Table 2. Comparison of PV system characteristics with optimized fixed orientation in the location representing Muscat
(latitude: north 23.583889◦, longitude: east 58.407778◦), as predicted by PVGIS (Photovoltaic Geographical Information
System) and by GSA (Global Solar Atlas) online solar calculation tools.

Characteristic PVGIS Value GSA Value Absolute Difference

Optimum slope (◦) 25 26 1

Optimum azimuth, from south (◦) 0 0 0

Yearly PV electricity production per kWp installed
(kWh/kWp/year) 1809.4 1819.6 10.2

Yearly global solar radiation received by m2 of tilted
PV panel surface (kWh/m2/year)

2500.8 2377.5 123.3

3.2. PV Design Type 1: Fixed Optimized Orientation

Table A3 is the lookup table for the PV design type with fixed orientation where the
photovoltaic panels are installed with the optimized azimuth angle (the direction in which
the panels face in the horizontal plane) and the optimized slope angle (the tilt above the
horizontal plane) for maximum cumulative yearly radiation received by a unit area of
the photovoltaic panels, considering the whole year rather than a specific season. These
optimized angels are reported as integer values by PVGIS.

For the analyzed locations, the optimized slope ranges from 20◦ (in multiple locations)
to 26◦ (in Al Rustaq and in Dibba), with a range of 6◦. In relation to this, the latitude angle
for the analyzed locations varies from 16.70◦ (in Dhalkut) to 26.18◦ (in Khasab), with a
range of 9.48◦. Figure 2 shows how the slope changes with the latitude for all the analyzed
locations. A linear regression model is moderately fitting the data.

Figure 2. Variation of the optimized slope of PV panels (as predicted by PVGIS) with the latitude for
the analyzed locations in the Sultanate Oman.

For the optimized PV azimuth, it is at or close to due south, with a small east–west
deviation range of 16◦. The most east-biased azimuth corresponds to the location of Madha
(in Musandam governorate), being 11◦ toward the east. The most west-biased azimuth
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corresponds to the location of Salalah (in Dhofar governorate), being 5◦ toward the west.
The profiles of the horizon height (expressed as an angular distance, in degrees) for both
locations are compared in Figure 3. The deviation from due south in the case of Salalah is
small and can be attributed to small differences in the solar radiation between the morning
and the afternoon intervals.

Figure 3. Illustration of the horizon height (in angular degrees) at two special locations in the
Sultanate of Oman among Table 1. Madha (showing the most eastern-biased optimized azimuth
angle for fixed PV panels, 11◦ east of due south); (2) Salalah (showing the most western-biased
optimized azimuth angle for fixed PV panels, 5◦ west of due south). Data source: PVGIS ©European
Union, 2001–2021. The innermost circle corresponds to a horizon height of 0◦, and the outermost
circle corresponds to a horizon height of 25◦.

Figure 4 shows a calculated typical hourly profile of irradiance on the fixed optimally
oriented PV panels in Salalah, calculated by one of the PVGIS online tools (AVERAGE
DAILY IRRADIANCE DATA). The profile is not perfectly symmetric around the point
of maximum irradiance, supporting the presence of a small difference in the cumulative
received radiation before and after the solar noon. The deviation from due south in the case
of Madha can be partly attributed to a relatively high horizon in the west part compared
to the east part, leading to an early virtual sunset, with the sun no longer sending direct
normal irradiance (DNI) to the PV panels from the west side, which makes the east side
more favorable. In the case of Salalah, the yearly PV electricity production per kWp
installed decreased from 1814.37 kWh/kWp/year to 1813.56 kWh/kWp/year (keeping the
optimum slope as 21◦), which is a trivial drop of less than 1 kWh. In the case of Madha, the
yearly PV electricity production per kWp installed decreased from 1753.99 kWh/kWp/year
to 1750.46 kWh/kWp/year (keeping the optimum slope as 24◦). This is a small drop of
only 0.2%.
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Figure 4. Temporal distribution of calculated hourly solar irradiance for the month of June and the
month of December in the location of Salalah, latitude: north 17.015◦ and longitude: east 54.092222◦.
The values are obtained using PVGIS Table 2005. Years of data in the database: PVGIS-SARAH.

Concerning the normalized electricity generation (per kWp and year) for the analyzed
locations, it ranges from 1753.99 kWh/kWp/year in Madha (in the northern exclave gover-
norate of Musandam) to 1959.43 kWh/kWp/year in Thumrait (in the southern governorate
of Dhofar), with a gap of 205.44 kWh/kWp/year between them. The average value of the
normalized electricity generation over all analyzed locations is 1845.75 kWh/kWp/year.

3.3. PV Design Type 2: Single-Vertical-Axis Solar Tracking

The lookup Table A4 summarizes results for the PV design type with single-axis solar
tracking, where the PV panels (which are tilted at an optimized slope) are able to rotate
around a vertical axis. This means that the azimuth can change during the day, but the
slope has to be fixed during that rotation.

The optimized slope in this type was found to vary over a narrow range from 46◦ to
49◦. The slope is higher than it was with a fixed optimized azimuth (design type 1).

The normalized electricity generation for the analyzed locations ranges from
2181.92 kWh/kWp/year in Madha to 2559.34 kWh/kWp/year in Thumrait, with a gap
of 377.42 kWh/kWp/year between them. The average value of the normalized electricity
generation over all analyzed locations is 2373.68 kWh/kWp/year, which is 1.286 times its
corresponding value for the fixed optimized azimuth (design type 1).

3.4. PV Design Type 3: Two-Axis Solar Tracking

The lookup Table A5 summarizes results for the PV design type with two-axis solar
tracking, where the PV panels are able to rotate around both the vertical axis and the
horizontal axis, thus receiving the solar rays perpendicularly all the time. This means that
losses due to the imperfect orientation of PV panels are eliminated, since the PV orientation
is continuously optimized [38].

The normalized electricity generation for the analyzed locations ranges from
2254.12 kWh/kWp/year in Madha to 2674.22 kWh/kWp/year in Thumrait, with a gap
of 420.1 kWh/kWp/year between them. The average value of the normalized electricity
generation over all analyzed locations is 2471.57 kWh/kWp/year, which is 1.339 times its
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corresponding value for the fixed optimized azimuth and 1.041 times its corresponding
value for single-vertical-axis tracking.

3.5. Some Monthly Profiles of PV Electricity

The location (or wilayat) of Madha consistently gave the lowest normalized electricity
generation among all the locations examined for the three design types of PV systems,
whereas the location (or wilayat) of Thumrait consistently gave the highest normalized
electricity generation. In addition, the improvement in the normalized electricity generation
when upgrading from single-vertical-axis tracking to two-axis tracking was much smaller
compared to upgrading from optimized fixed orientation to single-vertical-axis. Not only
did the average normalized electricity increase when upgrading the PV design type, but
the gap in the normalized electricity (difference between its maximum in Thumrait and its
minimum in Madha) also increased.

Figures 5–7 give some insight about these findings, through examining the monthly
profile of the normalized electricity generation for the three PV design types, while consider-
ing the location of highest performance (Thumrait) and the location of lowest performance
(Madha). Muscat is also included in the figures, and it has an intermediate performance
lying between the two extremum locations. The months of October–March contribute
largely to the difference of yearly PV electricity generation among the three locations,
whereas the monthly electricity generation during April–September is not significantly
different among the three locations. In the months of October–March, the sun has relatively
low altitudes, and a place like Madha with high horizon heights is adversely affected by
less direct solar irradiation to PV panels, regardless of the presence of tracking. With no
exception to the months of the year or locations of the three discussed here, the monthly
gain due to upgrading from fixed optimized orientation to single-vertical-axis tracking is
noticeably larger than the monthly gain when upgrading from single-vertical-axis tracking
to two-axis tracking, with the ratios of the two monthly gains for the three locations and the
12 months (total 36 ratios) ranging between 3.45 and 11.39. Additionally, for each month
in October–March, the gap in the monthly PV electricity generation between Madha and
Thumrait is increased in either level of upgrade.

Figure 5. Monthly expected electricity generation from solar PV systems with fixed year-round
optimized orientation of Table 1. (1) Madha (showing the lowest expected electricity generation over
the whole year); (2) Muscat (the capital, and the reference location in the current study); (3) Thumrait
(showing the highest expected electricity generation over the whole year). Data source: PVGIS
©European Union, 2001–2021.
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Figure 6. Monthly expected electricity generation from solar PV systems with single-vertical-axis
solar tracking in three special locations in the Sultanate of Oman among those analyzed in the
current study: (1) Madha (showing the lowest expected electricity generation over the whole year);
(2) Muscat (the capital, and the reference location in the current study); (3) Thumrait (showing the
highest expected electricity generation over the whole year). Data source: PVGIS ©European Union,
2001–2021.

Figure 7. Monthly expected electricity generation from solar PV systems with two-axis solar tracking
in three special locations in the Sultanate of Oman among those analyzed in the current study:
(1) Madha (showing the lowest expected electricity generation over the whole year); (2) Muscat (the
capital, and the reference location in the current study); (3) Thumrait (showing the highest expected
electricity generation over the whole year). Data source: PVGIS ©European Union, 2001–2021.
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3.6. General Perspectives and Remarks about Contributions

This work has a focus on the Sultane of Oman, establishing a numerical multi-aspect
discrete-point map of its photovoltaic-based electricity generation potential, which may be
considered as a local contribution at the country level. This is different from continuous
two-dimensional maps [39] that are excellent in quickly showing spatial variations and
zones of peak performance, but not as accurate and useful as lookup tables when a designer
is in need of precise numbers at a precise point. While the raw data itself used in the work
are not novel, their analytics (collection, organization, processing, checking, visualization)
results in a novel output for the local reader.

Considering global readers, they may still benefit from the earlier part through ex-
posure to web-based modeling tools and their capabilities (in case they are not already
familiar with them) and through the suggested relation between the optimum slope for
fixed PV panels and the latitude. Additionally, the asymmetry in solar irradiance during
the day and the impact of horizon discussed here bring specific examples of features
influencing solar-power performance that are applicable globally.

In the current subsection, the non-local contribution of this work is strengthened in
two ways: first, through presenting a conducted validation of PVGIS calculations against
monthly ground-measured global horizontal irradiation (GHI), which also tests the ability
of the PVGIS tool in capturing weather disturbances.

As with the PVGIS data, the measurements used here are not proprietary. They were
published openly by the Oman Power and Water Procurement Company (OPWP) [40],
which is the sole entity involved in purchasing electricity and water for all independent
power projects (IPPs) or independent water and power projects (IWPPs) in the Sultanate of
Oman [41]. OPWP is in charge of ensuring that the needs of electricity and water in the
Sultanate of Oman are met, with adequate supply of electricity and water, at competitive
prices. OPWP is part of the Nama Holding Company (previously called Electricity Holding
Company), which is a joint stock governmental company, having a share in multiple
companies operating collectively in the fields of the procurement, generation, transmission,
and distribution of electricity and water within the Sultanate of Oman [42,43].

The experimental study reports the measured average daily global horizontal irra-
diation (GHI), expressed in kWh/m2/day for 11 months in 2013 (all months in that year
except the month of January). Here, the months of February, May, and June were excluded
despite having reported data. The reason is that the data sets for these months are not
complete (some days of the month do not have collected data). The remaining 8 months in
2013 with complete GHI solar irradiation measurements are March, April, July, August,
September, October, November, and December. The data used here come from the Adam
meteorological station. Adam is one of the 40 wilayats analyzed here in terms of PV per-
formance (in the governorate of Ad Dakhliya). The experimental daily GHI measurement
is converted into a monthly value by multiplying it by the number of days in the month
(either 30 or 31). This makes the unit of the resulting number kWh/m2/month, which
is consistent with a tool in PVGIS used to calculate the GHI at the location representing
Adam here (latitude: north 22.379167◦ N, longitude: east 57.526944◦ E). The PVGIS tool
used here is called (MONTHLY IRRADIATION DATA), and it reports monthly GHI in
kWh/m2/month. The PVGIS data correspond to the same year of the measurements,
which is 2013.

The experimental data are based on true measurements, which reflect weather ir-
regularities (overcast and rainfall). Corrections were also reported in the third-party
experimental study of OPWP to enable the construction of fictitious GHI values assuming
nearly clear days. The correction is performed here, and the adjusted experimental monthly
GHI values were obtained. Such corrections are not applicable for the months of September
and October, because no important weather irregularities were observed and the true
measured GHI and the adjusted measured GHI are considered the same.
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The percentage difference between the PVGIS-based GHI and the experimental GHI
is calculated as in Equation (1):

Percentage Difference =
PVGIS Value − Meaured Value

Measured Value
× 100%. (1)

With respect to the true measurements, all the individual monthly percentage differ-
ences are positive, which means that the calculated values of GHI exceed the experimental
GHI values. Nevertheless, considering all 8 months, the average of the percentage differ-
ences is 3.32%, which is relatively small. With respect to the adjusted measurements, half of
the individual monthly percentage differences are positive, and the other half is negative.
The average of the absolute values of the percentage difference for the 8 months is 2.82%.
The individual monthly percentage differences are shown in Figure 8.

Figure 8. Comparison of monthly global horizontal irradiation (GHI) for the location of Adam,
located in the governorate of Ad Dakhliya, in the Sultanate of Oman, when measured at a meteoro-
logical station and when reported by PVGIS web calculator (PVGIS ©European Union, 2001–2021),
for 8 months in 2013.

As another component in the present work that goes beyond the local scope of
Oman and can be beneficial for global readers, the current part examines the longitude-
dependence of solar irradiation (while having the latitude nearly fixed, thus having similar
distances from the equator) on a large geographic scale. This component is conducted
by selecting additional locations outside Oman with a latitude lying between 23◦ and
25◦ (regardless of being in the northern hemisphere or the southern hemisphere), similar
to Muscat in Oman, and comparing the annual global horizontal irradiation (GHI) in
MWh/m2/year and the annual direct normal irradiation (DNI) in MWh/m2/year among
them, as predicted by PVGIS (obtained by summing the 12 monthly values in the same
year, from January to December). A large variability calls for attention among solar energy
modelers who may rely on simple equations for incoming annual solar radiation that
heavily depends on the latitude (while not taking into account other secondary factors,
such as the terrain, cloud cover, and horizon heights).
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In addition to Muscat (the Capital of Oman and one of the 40 local locations analyzed
here), the additional foreign locations are distributed in different countries (one location
per country) in North America, South America, Africa, Asia, and Australia. Out of the
total of 12 international locations, three are in southern hemisphere (such as Gaborone,
the capital of Botswana in Africa) and the remaining nine locations are in the northern
hemisphere (such as Culiacán, a city in northwestern Mexico, and Dhaka, the capital of
Bangladesh). More details about these 12 locations (the latitude, the longitude, and the
elevations) are provided in Table A2 in Appendix A.

Nearly all the additional foreign locations were analyzed using the PVGIS-SARAH
data set (which is the data set used for the 40 wilayats in Oman in the earlier locally
focused part of this work) except Culiacán (Mexico) and Havana (the capital of Cuba),
where PVGIS-SARAH is not applicable. Instead, the data set of PVGIS-NSRDB was used.
PVGIS-NSRDB has a finer spatial resolution than PVGIS-SARAH (latitude × longitude:
0.038◦ × 0.0.38◦, compared to 0.05◦ × 0.05◦ for PVGIS-SARAH), but its end year is 2015 (as
compared to 2016 for PVGIS-SARAH). The calculated annual GHI and DNI here are for
the last year available in the data set, which is either 2016 for PVGIS-SARAH or 2015 for
PVGIS-NSRDB.

Figure 9 presents the annual GHI for the 12 locations in the selected 12 countries,
ordered from smallest (top) to largest (bottom). The largest-to-smallest GHI ratio is 1.64. Al
Jawf in Libya (North Africa) has the largest GHI, which is slightly above the annual GHI of
Muscat (with a ratio of 1.088). Muscat comes in the third position when ordering the GHI
in a descending order.

Figure 9. Annual global horizontal irradiation (GHI) for 12 locations in 12 countries having similar
distances from the equator as Muscat. Data source: PVGIS ©European Union, 2001–2021.

Figure 10 presents the annual DNI for the same 12 locations selected in 12 countries,
following the same order as in the previous figure (ascending order of GHI). The largest-to-
smallest DNI ratio is 2.77, which is significant and reflects a more intensive variability in
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DNI than in GHI. Al Jawf in Libya has the largest DNI (as was the case for GHI), which is
1.157 times the DNI of Muscat. Muscat comes in the fifth position when ordering the DNI
in a descending order.

Figure 10. Annual direct normal irradiation (DNI) for 12 locations in 12 countries having similar
distances from the equator as Muscat. Data source: PVGIS ©European Union, 2001–2021.

4. Discussion

This section gives some remarks about the results of the study. The first remark
concerns the results’ generality. For the presented suggested optimized slope, optimized
azimuth, and normalized solar irradiation, they should be stable in terms of not being
influenced by the selected simulation parameter. On the other hand, the normalized
PV electricity generation corresponds to a given mounting type and a specified system
loss. In the case of the Muscat location, the building-integrated mounting was predicted
to result in a lower normalized PV electricity generation of 1725.1 kWh/kWp/year as
compared to 1809.44 kWh/kWp/year under free-standing mounting with fixed optimized
PV orientation, which means a drop of 84.34 kWh/kWp/year (thus 4.66% relative to
the free-standing case). If the mounting type changes from free standing to building
integrated, the normalized PV electricity generation drops from 1753.99 kWh/kWp/year
to 1675.79 kWh/kWp/year for Madha (a drop of 78.20 kWh/kWp/year or 4.46% relative
to the free-standing case) and from 1959.43 kWh/kWp/year to 1874.35 kWh/kWp/year
for Thumrait (a drop of 85.08 kWh/kWp/year or 4.34% relative to the free-standing case).
Based on these cases, deducting 80 kWh/kWp/year from the free-standing normalized
electricity generation appears to be a reasonable way to estimate the building-integrated
normalized electricity generation. This drop in normalized PV electricity generation
can be justified by the lower cooling of the PV panels in the case of building-integrated
mounting, thereby increasing the panels’ temperature and decreasing their ability to
generate electricity [44]. The influence of mounting and preset system loss is relatively
mitigated by the relative performance multiplication factors provided in the lookup tables,
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where the PV electricity generation in a location is expressed in relation to its (hypothetical)
counterpart in Muscat. This is because the PV electricity generation in both conditions was
predicted under the same simulation settings.

The second remark is about the use of the relative-performance multiplication factors,
relating the solar PV electricity generation in a general analyzed location to the reference
one of Muscat. While any location among those analyzed can serve as a reference for others,
Muscat is the capital of the Sultanate of Oman, and it is a good candidate for setting a
common base value. One multiplication factor is provided in the lookup tables with the
name Translation Factor (X to Muscat), which manifests its role in translating or projecting
the solar PV electricity generation from one location to another. The letter “X” refers
to any location among the 40 analyzed ones in the Sultanate of Oman. The factor (X to
Muscat) is a scaling value assigned to one location, such that when it is multiplied by the
PV solar electricity in that location, one obtains an expected PV solar electricity in Muscat
for the same PV system. Dividing by that factor serves the opposite function: scaling the
yearly electricity generation in Muscat to its expected value in case the same PV system is
translated from Muscat to another location “X”.

For example, if a solar PV system with a fixed optimized PV orientation is located in
Madha and was found to generate 800 kWh of electricity yearly, and then it is translated to
Muscat, it is expected to produce 800 × 1.0316 = 825.28 kWh yearly. The number (1.0316) is
the translation factor (X to Muscat) for Madha in the lookup table under the fixed optimized-
orientation PV design type. As another example, if a solar PV system with a fixed optimized
orientation is located in Muscat and was found to generate 800 kWh of electricity yearly,
and then it is translated to Thumrait, it is expected to produce 800 ÷ 0.92345 = 866.32 kWh
yearly. The number (0.92345) is the translation factor (X to Muscat) for Thumrait under the
fixed optimized-orientation PV design type. Translating the yearly electricity generation
from one location to another when both locations are not Muscat involves a multiplication
with the (X to Muscat) translation factor for the source location combined with a division by
the (X to Muscat) translation factor for the destination location. For example, if a solar PV
system with a fixed optimized orientation is located in Madha and was found to generate
800 kWh of electricity yearly, and then it is translated to Thumrait, it is expected to produce
800 × 1.0316 ÷ 0.92345 = 893.7 kWh yearly. The numbers (1.0316) and (0.92345) are inter-
preted here exactly as they were interpreted earlier. The translation (or projection) process
is not limited to a system size (no need to restrain them to 1 kWp of installed PV capacity)
but should be applied to a one-year interval (to adjust yearly electricity generation).

The largest relative deviation in the predicted yearly PV electricity generation due to
translating a PV system from one place to another among those analyzed in the present
study is simply obtained through dividing the largest (X to Muscat) translation factor
by the smallest (X to Muscat) translation factor in the same lookup table. As a special
case in the present study, the largest (X to Muscat) translation factor is always the one
corresponding to the wilayat of Madha, while the smallest (X to Muscat) translation factor
is always the one corresponding to the wilayat of Thumrait. The largest relative deviations
are as follows:

• For fixed optimized orientation: 1.0316 ÷ 0.92345 = 1.117 (or 11.17% increase);
• For single-vertical-axis tracking: 1.0716 ÷ 0.91358 = 1.173 (or 11.73% increase);
• For two-axis tracking: 1.0800 ÷ 0.91032 = 1.186 (or 11.86% increase).

These extreme-case values are not very large, suggesting that the location alone is not
a key element in improving solar PV generation in the Sultanate of Oman. Considering
all 3 PV design types and all 40 analyzed locations (thus, a total of 120 cases), the highest
predicted normalized PV electricity generation is that for Thumrait with two-axis solar
tracking, which is 2674.22 kWh/kWp/year, while the lowest predicted normalized PV
electricity generation is that for Madha with fixed PV optimized orientation, which is
1753.99 kWh/kWp/year. The ratio of the two overall extreme values is 1.5246.

As a third remark, while the current study pays special attention to the Sultanate of
Oman in terms of lookup tables and graphical results, the procedure of establishing these
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results is not restrained to a specific country or region. In addition, the tools needed to
build the lookup tables for certain locations of interest are made available to the public and
involve a validated solar simulation application. Thus, the present study can be useful to
both a local audience in the Sultanate of Oman and an overseas audience outside.

5. Conclusions

This study may be viewed as a collection of data related to the expected performance
of solar photovoltaic (PV) systems in the Sultanate of Oman, providing quick estimates of
normalized input irradiation (in kWh of radiative energy for 1 m2 of tilted photovoltaic
panels area and over one year) and normalized output electricity generation (in kWh of
electric energy for 1 kWp of installed photovoltaic power and over one year) in more than
half of the second-level administrative divisions (wilayats) of the country. The reader
does not need to have technical background in solar simulation and does not need to
perform complicated data analysis. The results are normalized, making them easy to scale
to applications of specific size through one simple arithmetic operation. Additionally,
the PV electricity generation in one location can be projected to another. In addition, the
optimum slope and azimuth for fixed PV panels are given for each location.

Three lookup tables were established, corresponding to three design types of PV
panels, being (1) fixed optimized slope and azimuth, (2) single-vertical-axis solar tracking,
and (3) two-axis solar tracking. The upgrade from the fixed optimum slope and azimuth to
the single-vertical-axis tracking has much more improvement than the upgrade from the
single-vertical-axis tracking to the two-axis tracking.

The location of Madha (an exclave zone in the north of Sultanate of Oman) was found
to have the least expected electricity generation, whereas the location of Thumrait (in the
south of Sultanate of Oman) was found to have the best expected electricity generation.
These rankings for both locations are irrespective of the PV design type. The monthly
electricity generation was examined for both locations.

The study focused on free-standing PV mounting. However, the study indicates
that it can be enough to subtract 80 kWh/kWp/year from the normalized PV electricity
generation for the PV design type of fixed optimized orientation to reach an estimate for
building-integrated PV mounting.

A brief benchmarking test was conducted, comparing PVGIS to GSA (Global Solar
Atlas) in the case of the fixed optimized slope and azimuth for Muscat.

When comparing PVGIS calculations of monthly global horizontal irradiation (GHI)
for 8 months in 2013 with ground-measured values in a meteorological station in Oman,
reasonable performance was observed overall. The percentage differences (with the mea-
surements taken as a reference) ranged from 0.9% (October) to 8.6% (November).

The GHI and the direct normal irradiation (DNI) calculation capability in PVGIS
were used to estimate the variability in annual solar irradiation with the longitude (while
keeping the latitude within a narrow zone of only 2 degrees). Moderate variation was
found in the GHI, but remarkable deviations were found for the DNI among 12 locations
(including Muscat) in 12 countries that were analyzed. This step shows the importance
of using detailed solar energy modeling tools and not relying on simplified models when
predicting the performance of a solar system at a large commercial scale.
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Appendix A

The first part of this appendix is devoted to giving some geographic information
about the 40 selected local locations (wilayats) in the Sultanate of Oman for the solar
PV analysis in the current study. The second part of this appendix gives a similar set of
information about the 12 selected international locations in 12 different countries in the
world (including the Sultanate of Oman), to examine the variability in solar irradiation
even with similar latitudes.

For each location, the latitudes and longitudes [45] are listed in the degrees, arcminutes,
arcseconds format (DDMMSS), and the elevations are also given in meters [46]. Each
latitude/longitude coordinate pair was verified to lie in the corresponding wilayat using
Google Maps [47].

Table A1. Geographic information about the locations selected for solar PV analysis in the Sultanate of Oman.

Name of Selected Wilayat
Latitude

(Degrees, Arcminutes, Arcseconds)
Longitude

(Degrees, Arcminutes, Arcseconds)
Elevation

(m)

Muscat N 23◦35′2′′ E 58◦24′28′′ 17
Qurayyat N 23◦15′46′′ E 58◦55′12′′ 7

A’Seeb N 23◦40′13′′ E 58◦11′20′′ 6

Sohar N 24◦20′50′′ E 56◦42′33′′ 11
Al Suwaiq N 23◦50′58′′ E 57◦26′19′′ 6

Shinas N 24◦44′33′′ E 56◦28′1′′ 2

Nizwa N 22◦56′0′′ E 57◦32′0′′ 507
Adam N 22◦22′45′′ E 57◦31′37′′ 284
Samail N 23◦17′54′′ E 57◦57′11′′ 402

Al Hamra N 23◦6′54′′ E 57◦17′29′′ 649
Al Rustaq N 23◦23′27′′ E 57◦25′28′ 344

Barka N 23◦40′43′′ E 57◦53′9′′ 13
Wadi Al Ma’awil N 23◦27′51′′ E 57◦49′18′′ 212

Salalah N 17◦0′54′′ E 54◦5′32′′ 16
Muqshin N 19◦29′53′′ E 54◦50′36′′ 113

Shalim and the Hallaniyat Islands N 18◦6′9′′ E 55◦39′12′′ 269
Dhalkut N 16◦42′14′′ E 53◦14′31′′ 9

Al Mazyona N 17◦50′18′′ E 52◦39′37′′ 504
Thumrait N 17◦40′12′′ E 54◦2′0′′ 454

Sadah N 17◦3′0′′ E 55◦4′0′′ 44

Sur N 22◦34′0′′ E 59◦31′44′′ 7
Masirah N 20◦39′2′′ E 58◦52′22′′ 12

Jaalan Bani Bu Ali N 22◦0′56′′ E 59◦20′1′′ 92

Ibra N 22◦41′26′′ E 58◦32′0′′ 436
Al Mudhaibi N 22◦34′13′′ E 58◦7′16′′ 401

Wadi Bani Khalid N 22◦34′48′′ E 59◦5′35′′ 600
Bidiya N 22◦26′25′′ E 58◦47′57′′ 290

Ibri N 23◦13′32′′ E 56◦30′56′′ 361
Yankul N 23◦35′11′′ E 56◦32′22′′ 546
Dhank N 23◦33′1′′ E 56◦15′26′′ 342

Al Buraimi N 24◦15′3′′ E 55◦47′35′′ 298
Al Sunaynah N 23◦36′23′′ E 55◦57′16′′ 255

Mahdah N 24◦24′1′′ E 55◦58′1′′ 426

Haima N 19◦57′33′′ E 56◦16′32′′ 135
Duqm N 19◦39′43′′ E 57◦42′13′′ 4

Al Jazer N 18◦32′42′′ E 56◦21′36′′ 144
Mahout N 20◦42′0′′ E 57◦55′19′′ 40

Khasab N 26◦10′47′′ E 56◦14′51′′ 11
Dibba N 25◦38′11′′ E 56◦15′57′′ 1
Madha N 25◦16′53′′ E 56◦18′57′′ 97
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Table A2. Summary of location from different countries with similar distances from the equator.

Location Country Latitude
(Degrees, Arcminutes, Arcseconds)

Longitude
(Degrees, Arcminutes, Arcseconds)

Elevation (m)

Al Jawf Libya N 24◦11′56′′ E 23◦17′27′′ 391
Riyadh Saudi Arabia N 24◦41′15′′ E 46◦43′18′′ 612
Muscat Oman N 23◦35′2′′ E 58◦24′28′′ 17

Gaborone Botswana S 24◦39′16′′ E 25◦54′30′′ 1013
Karachi Pakistan N 24◦51′38′′ E 67◦0′37′′ 10

Carnarvon Airport Australia S 24◦52′50′′ E 113◦40′19′′ 5
Ahmedabad India N 23◦1′32′′ E 72◦35′14′′ 55

Havana Cuba N 23◦7′58′′ W 82◦22′58′′ 37
Culiacán Mexico N 24◦47′25′′ W 107◦23′16′′ 92
São Paulo Brazil S 23◦32′51′ W 46◦38′10′′ 784

Dhaka Bangladesh N 23◦42′37′′ E 90◦24′26′′ 17
Baise China N 23◦53′59′′ E 106◦36′48′′ 134

Appendix B

This appendix provides three tables (lookup tables), which are summaries of normal-
ized photovoltaic electricity generation in the selected locations (wilayats) in the Sultanate
of Oman, both as absolute measures (in kWh/kWp/year) and as relative measures, relative
to the location in the capital Muscat (nondimensional). Each row in either table corresponds
to a location, where some characteristics related to solar PV performance are given. There
are three tables corresponding to three different design types of the PV panels in terms of
their response to the sun path.

Table A3. Lookup table for solar PV systems with fixed optimized orientation of the photovoltaic panels. The reference
(yearly PV electricity production per kWp installed) is 1809.44 kWh/kWp/year, corresponding to the wilayat of Muscat.

Name of Selected Wilayat Optimized Slope (◦)
Optimized Azimuth,

from South (◦)

Yearly Global Solar Irradiation
Received by m2 of Tilted PV

Panels Surface (kWh/m2/year)

Translation Factor (X to Muscat) for
Yearly PV Electricity Production

Muscat 25 0 2500.82 1.0000
Qurayyat 25 0 2489.68 0.99495

A’Seeb 25 0 2502.94 0.99855

Sohar 25 0 2509.63 0.99392
Al Suwaiq 25 0 2515.81 0.98945

Shinas 25 1 2493.46 0.98423

Nizwa 25 −4 2516.22 0.99362
Adam 25 −3 2575.14 0.96714
Samail 25 −7 2492.28 1.0004

Al Hamra 25 −7 2507.2 0.99871
Al Rustaq 26 0 2469.7 1.0116

Barka 25 0 2506.1 0.99854
Wadi Al Ma’awil 25 −2 2496.78 1.0040

Salalah 21 5 2383.35 0.99728
Muqshin 22 −1 2583.42 0.95280

Shalim and the Hallaniyat
Islands 20 0 2562.06 0.94005

Dhalkut 22 0 2328.4 1.0246
Al Mazyona 20 −4 2610.95 0.94111

Thumrait 20 0 2618.37 0.92345
Sadah 20 2 2440.66 0.96510

Sur 24 0 2523.19 0.98118
Masirah 23 4 2514.08 0.94424

Jaalan Bani Bu Ali 24 −1 2552.07 0.96129

Ibra 25 −4 2522.88 0.98923
Al Mudhaibi 25 −4 2535.23 0.98424

Wadi Bani Khalid 24 −5 2505.25 0.98250
Bidiya 25 −2 2564.14 0.96101

Ibri 25 −5 2547.62 0.98085
Yankul 24 −2 2487.99 1.0019
Dhank 25 −5 2539.44 0.98800

Al Buraimi 25 −4 2499.83 0.99104
Al Sunaynah 25 −4 2542.3 0.97983

Mahdah 23 −1 2582.44 0.94764

Haima 23 −1 2582.44 0.94764
Duqm 21 1 2458.12 0.96761

Al Jazer 21 1 2582.31 0.93129
Mahout 23 −1 2551.41 0.95471

Khasab 25 3 2410.21 1.0069
Dibba 26 0 2384.36 1.0294
Madha 24 −11 2355.45 1.0316
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Table A4. Lookup table for solar PV systems with single-vertical-axis solar tracking of the photovoltaic panels. The reference
(yearly PV electricity production per kWp installed) is 2338.16 kWh/kWp/year, corresponding to the wilayat of Muscat.

Name of Selected Wilayat Optimized Slope (◦)
Yearly Global Solar Radiation
Received by m2 of Tilted PV

Panels Surface (kWh/m2/year)

Translation Factor (X to
Muscat) for Yearly PV
Electricity Production

Muscat 49 3209.54 1.0000
Qurayyat 49 3192.19 0.99431

A’Seeb 49 3216.3 0.99672

Sohar 49 3220.74 0.99354
Al Suwaiq 49 3232.53 0.98801

Shinas 49 3188.7 0.98879

Nizwa 48 3203.7 1.0040
Adam 49 3304.69 0.96816
Samail 48 3171.57 1.0105

Al Hamra 48 3191.02 1.0095
Al Rustaq 48 3136.45 1.0247

Barka 49 3221.28 0.99659
Wadi Al Ma’awil 49 3201.32 1.0062

Salalah 47 3032.6 1.0071
Muqshin 48 3315.31 0.95239

Shalim and the Hallaniyat
Islands 47 3307.1 0.93211

Dhalkut 47 2945.66 1.0409
Al Mazyona 47 3373.23 0.93417

Thumrait 47 3390.48 0.91358
Sadah 46 3111.59 0.97085

Sur 48 3231.73 0.98079
Masirah 47 3201.48 0.95063

Jaalan Bani Bu Ali 48 3268.93 0.96041

Ibra 49 3229.52 0.99186
Al Mudhaibi 48 3248.05 0.98682

Wadi Bani Khalid 47 3160.65 1.0034
Bidiya 48 3282.28 0.96358

Ibri 49 3263.67 0.98308
Yankul 47 3136.6 1.0236
Dhank 49 3252.63 0.99104

Al Buraimi 49 3207.5 0.99030
Al Sunaynah 49 3263.15 0.97923

Mahdah 48 3304.5 0.95005

Haima 48 3304.5 0.95005
Duqm 47 3115.44 0.97770

Al Jazer 47 3319.9 0.92742
Mahout 48 3261.77 0.95623

Khasab 47 3007.45 1.0421
Dibba 49 3044.7 1.0339
Madha 46 2923.53 1.0716
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Table A5. Lookup table for solar PV systems with two-axis solar tracking of the photovoltaic panels. The reference (yearly
PV electricity production per kWp installed) is 2434.4 kWh/kWp/year, corresponding to the wilayat of Muscat.

Name of Selected Wilayat
Yearly Global Solar Radiation Received

by m2 of Tilted PV Panels Surface
(kWh/m2/year)

Translation Factor (X to Muscat) for
Yearly PV Electricity Production

Muscat 3351.52 1.0000
Qurayyat 3334.6 0.99371

A’Seeb 3359.41 0.99634

Sohar 3362.95 0.99357
Al Suwaiq 3376.56 0.98769

Shinas 3326.57 0.98946

Nizwa 3342.55 1.0053
Adam 3452.65 0.96774
Samail 3307.15 1.0123

Al Hamra 3332.27 1.0097
Al Rustaq 3268.32 1.0273

Barka 3364.62 0.99632
Wadi Al Ma’awil 3342.71 1.0067

Salalah 3173.52 1.0037
Muqshin 3464.9 0.95139

Shalim and the Hallaniyat Islands 3461.08 0.92908
Dhalkut 3080.14 1.0385

Al Mazyona 3532.27 0.93145
Thumrait 3550.34 0.91032

Sadah 3254.42 0.96772

Sur 3375.57 0.98024
Masirah 3344.8 0.94891

Jaalan Bani Bu Ali 3415.83 0.95906

Ibra 3374.9 0.99139
Al Mudhaibi 3394.07 0.98633

Wadi Bani Khalid 3288.11 1.0074
Bidiya 3428.77 0.96304

Ibri 3409.06 0.98285
Yankul 3262.4 1.0280
Dhank 3396.47 0.99133

Al Buraimi 3348.81 0.99039
Al Sunaynah 3407.74 0.97915

Mahdah 3451.71 0.94934

Haima 3451.71 0.94934
Duqm 3254.41 0.97606

Al Jazer 3471.93 0.92503
Mahout 3407.27 0.95505

Khasab 3111.62 1.0517
Dibba 3174.02 1.0352
Madha 3027.54 1.0800
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Abstract: This research is mainly aimed at determining the effect of renewable energy (RE), education
expenditures, and CO2 emissions on health expenditures in selected South Asian countries. There is
an insufficient number of studies that investigate the linkages between health expenditures (HE) and
CO2 emissions in South Asian countries. This study combined RE and gross domestic product (GDP)
to identify their effect on health spending. We utilized the annual data of 1990–2018, and applied
FMOLS and DOLS estimators over the panel data of five South Asian countries. According to the
DOLS and FMOLS long-run results, GDP, RE, and education expenditures are negatively associated
with health expenditures. This suggests that renewable energy puts less pressure on environmental
quality, which leads to less health spending in the five South Asian countries studied. The empirical
results also show that HE and CO2 emissions are positively and significantly related, which implies
that an increase in CO2 emissions increases the financial burden on the various countries’ health
sector. This study, therefore, recommends the usage of renewable sources to improve public health
and to help lower health expenditures. To achieve sustainable development, it is also important to
increase investment in the educational sector in the various countries.

Keywords: health expenditures; CO2 emissions; renewable energy; South Asian countries; FMOLS

1. Introduction

Today, breathing in clean air is a blessing, because air is continuously being contam-
inated by greenhouse gases (GHG) [1–3]. Air pollutants, such as CO2 and SO2, create
respiratory diseases [4]. Therefore, an increase in air pollution has a negative effect on pub-
lic health [5,6]. According to the World Health Organization (WHO), about three million
people die globally due to air pollution every year [7]. Moreover, an increase in health
expenditure (HE) negatively affects labor productivity, which affects economic growth [4].
The social cost of air pollution is of great concern, due to an uncertain estimation of air
pollution levels, which, ultimately, affects economic growth [8]. CO2 is the main pollutant
in greenhouse gasses [9,10]. Governments all over the world are, therefore, trying to limit
its emissions, due to its harmful effect on public health [4]. Many studies [9,11,12] that have
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investigated the linkages between HE and GDP have validated that not only does HE boost
economic growth, but it also has a significant positive impact on public health.

The need to provide adequate healthcare services has led to rapid development in the
health sector across the globe in recent times. There are two views regarding HE. The first
view does not support excess HE, such as luxurious commodities [13]. On the other hand,
the second point of view believes that HE is compulsory, and, as a result, governmental in-
tervention is necessary [14,15]. Because HE is necessary for the development of a country’s
economy, such expenditures put pressure on governments [4].

To increase HE, many other socio-economic factors need to be considered, such as
population and the percentage of budget allocation to the health sector. Ross and Chia-
Ling [16] pointed out that important factors of healthcare include economic growth and
level of education. Health conditions can be estimated using HE [17]. Some underdevel-
oped countries have strong health systems, due to strong economic growth and efficient
education systems. Therefore, it is important to probe the factors of HE, which may be
environmental (air pollution), economic (GDP), or non-economic factors (education).

In addition to CO2 emissions, the ecological footprint (EF) is another parameter that
takes into consideration the extent of regenerative biological capacity human activities
demand from the environment, which is occasioned by the production and consumption
of goods and services. EF is defined as “how much area of biologically productive land and
water an individual, population, or activity requires to produce all the resources it consumes
and to absorb the waste (carbon dioxide) it generates, using prevailing technology and resource
management practices” [18]. EF is a broad parameter taken for environmental degradation.
The aggregation of EF includes grazing land, forest land, cropland, carbon footprint and
built-up land [19]. According to Ozturk et al. [20], a positive linkage is found between
environmental degradation and EF. The prime determinant of EF is GDP [21], while other
determinants are renewable and non-renewable energy, the latter of which is the prime
cause of GHG emissions [22–25].

In South Asian countries, the region’s vulnerability to many environmental issues has
caused a rapid rise in HE [26,27]. HE has also increased considerably in the region as a result
of the outbreak of the COVID-19 pandemic [28]. Compared to 2018, HE in 2020increased by
2.11%, 5.55% and 4.28% in India, Pakistan and Sri Lanka, while it decreased by 0.98% and
1.84% in Bangladesh and Nepal, respectively [29]. South Asian countries were faced with a
shortage of healthcare supplies, such as ventilators and beds, during the pandemic, due to
the region’s fragile healthcare systems. These countries had to allocate their development
budgets on health expenditures during this period.

A direct relationship is observed between GDP and CO2 emissions, according to a
study by [26]; thus, the negative effect of pollution on health increases [2,3]. Therefore,
pollution (i.e., CO2) and EF are directly related to HE. However, apart from the usage of
fossil fuels in industries, renewable sources are also being utilized, which improves air
quality [30,31]. Renewable sources have the potential to increase the GDP of a country,
without hurting the quality of the environment. The renewable energy sector also holds
the capacity to create more jobs to reduce unemployment [32].

Despite the availability of many research studies that investigated the connection
between HE and air pollution, there are few studies that probed this association in South
Asian countries [14,33,34]. Therefore, the current study fills the research gap by investigat-
ing the linkages between HE, renewable energy (RE), and air pollutants in South Asian
countries, i.e., Bangladesh, India, Nepal, Pakistan, and Sri Lanka.

This study makes the following contributions: Firstly, this study investigates the
association between CO2, GDP, and HE. Secondly, this research incorporates renewable
energy with HE and GDP. Wang et al. [35] explored the linkages among GDP, HE, and CO2
by applying the autoregressive distributed lag (ARDL) technique. The ARDL approach
provides reliable results, without considering sample size, and provides an error correction
term (ECT). Khan et al. [36] investigated the linkages between investment, health, and
environmental degradation by utilizing canonical co-integration regression (CCP). They
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employed the VECM and FMOLS panels to assess the linkages. The study shows that HE,
air pollution, and renewable energy move together. It also indicates that non-economic
factors play a role in health spending.

This paper is organized into five sections. The first section deals with a brief intro-
duction to the social, economic, and environmental factors affecting HE, and the factors
responsible for the increasing HE in South Asian countries, followed by a literature review
in the second section. The third section focuses on the methodology, while the fourth sec-
tion provides the results and discussion. Finally, the last section deals with the conclusion
and policy implications for sustainable development in South Asian countries.

2. Literature Review

2.1. CO2 Emissions on Health Expenditures

CO2 emissions are considered an important factor in the environment, since their
increase negatively affects public health. Several studies have investigated the healthcare
air pollution nexus [5,12]. Yazdi and Khanalizadeh [37] explored the determinants of HE,
and examined MENA countries using data from 1995 to 2014. The ARDL method revealed
an association between CO2, PM10, and HE. They found a positive correlation between the
increase in pollutants and HE. The studies of [38,39] also found similar results. Chaabouni
et al. [14] examined the linkages between CO2, HE, and GDP from 1995 to 2013, over the
panel of 51 countries. The scholars applied the Gaussian mixture model (GMM) and the
dynamic simultaneous equation for the analysis. They found two-way causality between
CO2 and GDP, GDP, and HE. Moreover, one-way causality was found between CO2 and HE
in most economies. According to [40], environmental problems are due to CO2 emissions
that affect public health. They analyzed data from 1990 to 2015 for the African region by
applying the ARDL approach. A positive association was found between GDP and HE, but
negative linkages were found between CO2 and HE. Chaabouni and Saidi [41], and Usman
et al. [42], also confirmed that air pollution increases the mortality rate.

2.2. Health Expenditures and GDP

HE is increasing rapidly in the world today, and these expenditures are increasing the
GDP of different economies. A school of thought proposes that if a country establishes
a sound healthcare system, then the life expectancy and social welfare of its people will
also increase [42,43]. It, therefore, suggests that an improvement in the health conditions of
the people affects their work efficiency positively, which improves a country’s economy.
Atilgan et al. [44] found that HE improves GDP; if a country spends more on health, it will
grow economically. However, the inability of most developing countries to invest in the
health sector results in a lower GDP for such economies.

Wang et al. [35] applied the ARDL approach and the Granger causality application to
annual data of 1995–2017, and found that HE, CO2, and GDP move together in the long run.
Bidirectional causality was found between HE and CO2. Omri et al. [45] also conducted
research on 13 MENA economies for the annual data of 1995–2005. They found that HE
and GDP move together. Few scholars used foreign direct investment (FDI) as a proxy for
economic growth, and investigated its association with HE. Usman et al. [42] investigated
the association between air pollution, HE, and socio-economic factors. They used CO2 as a
proxy for environmental pollution, FDI and GDP as economic factors, and education and
population as non-economic factors. The researchers evaluated the data of 13 countries
for 1994–2017. The panel co-integration model found that CO2, GDP, education, FDI, and
HE correlated in the long run. The non-economic factor, i.e., population, was found to
be positively associated with public and private HE, while negative linkages were found
between education and HE. The studies of [46,47] found a positive association between
HE and GDP. Most of the early studies found inconclusive results about the association
between HE and GDP. They mostly used GDP as a proxy for economic growth.
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2.3. Non-Economic Variables and Health Expenditures

Past studies rarely probed the linkages between non-economic factors and HE; thus,
this study attempts to fill this research gap. Yao et al. [47] investigated the association
between education and HE. They used the GMM approach over the data of 2001–2016.
They found that while education does not affect HE, HE affects education positively.
However, [48] found that education puts negative pressures on HE. There are very few
studies [42,49] that probed the associations between non-economic factors and HE.

2.4. Health Expenditures and Renewable Energy

Today, the development and use of RE are increasing, in order to meet the world’s
energy requirements. Khan et al. [36] probed the HE and RE associations with some
other factors in ASEAN countries, using 2007–2017 data. They found that RE reduces HE
and improves labor production. Therefore, environmental improvement leads to more
economic growth. Apergis et al. [50] probed the linkages between healthcare, RE, and
GDP in 42 African economies, over the data of 1995–2011. A two-way association was
found between RE and CO2 emissions, and one-way causality was found between RE and
healthcare. Apergis and Payne [51], and Alola et al. [52], also made similar conclusions.
Furthermore, Jebli [53] found two-way causality between health and RE. Air pollution
puts pressure on public health, which negatively affects a country’s economic performance.
Therefore, RE is a solution for better public health and good economic growth [54].

3. Material and Methods

Annual data of 1995–2019 for 5 South Asian countries were employed for the analysis.
All data were obtained from the World Bank Data Indicators (WDI) [29]. HE is taken as
current health expenditure, i.e., % of GDP as a dependent variable, GDP as an economic
factor, and CO2 as an air pollutant. RE and education as educational attainment, at least
completed lower secondary education, population 25+, total (%) (cumulative) are also
independent variables. The general equation of this study is as follows:

lnHEt = β0 + β1 REt + β2 Gt + β3 EDt + β4 COt + εt (1)

A series of steps were used for the long-run estimations. Initially, we tested the
cross-section dependence (CD) within the used data. It provides valuable insights and
prevents bias in the outcomes. This study employed the LM test [55] and CD tests [56].
Mathematically, it can be written as follows:

LM = T
n−1

∑
i=1

n

∑
j=i+1

∂t
ij (2)

CD =

√
2T

N(N − 1)

(
n−1

∑
i=1

n

∑
j=i+1

∂t
ij

)
(3)

where T and N stand for the period and the number of cross-sections, respectively. Errors’
pairwise correlation between i and j is denoted by ∂t

ij. After the CD test, in order to test the
slope phenomenon, we performed a slope homogeneity test. The homogeneity existence
among the panel can cause unreliable and misleading outcomes [57]. The mathematical

expressions for slope homogeneity tests of
∼
Δ and

∼
Δadj are as follows:are as follows:

∼
Δ =

√
N

⎛⎝N−1
∼
S − K√
2K
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94



Sustainability 2022, 14, 3549
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For an individual unit, the pooled OLS test value is represented by
∼
γi. Similarly,

∼
γWFE

and MT denote the weighted pooled estimator and identity matrix, respectively.
Subsequently, the stationarity among the variables of interest can be checked by

unit root tests. The current study utilized two types of unit root tests, i.e., a set of first-
generation [58,59] unit root test, as well as second-generation unit root tests. In the case
of the order of integration at level I(0), simple regression of ordinary least square can be
employed. However, it becomes compulsory to check the cointegration between variables
in the case of cointegration at the first difference. Instead of the cointegration test [60–62],
the current study incorporated the [63] test that incorporates CD among the data.

After co-integration confirmation, we examined the long-run relationship among
variables of interest. To do this, the current study utilized dynamic ordinary least square
(DOLS) and fully modified ordinary least square (FMOLS) approaches. Its mathematical
expression is as follows:

∼
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4. Results and Discussion

This section provides the econometric test results. To obtain robust results, this
work used widely used methodologies. For this purpose, step-by-step tests of descriptive
statistics, a set of unit root tests, a cross-section dependence test, and FMOLS and DOLS
tests were applied. The current study implemented the FMOL and DOLS approaches for
long-run estimations. Both techniques are capable of eliminating the endogeneity and
autocorrelation issues. To uncover the causality among the selected variables, the current
study incorporated a test that is efficient enough to eliminate the CS issues in panel data.
A discussion on how health expenditure, renewable energy, education expenditures, and
GDP are correlated in the long run is conducted. The descriptive statistics are followed by
panel unit root tests, panel co-integration, and panel FMLOS and DOLS tests.

Table 1 shows the results of the descriptive statistics, which show that GDP and CO2
have the highest and the lowest mean values, respectively. GDP has the highest maximum
value, while education and CO2 are negatively skewed. Table 2 shows the empirical
outcomes of the unit root tests. It is evident that HE and GDP have a unit root at level
I(0). However, HE and GDP are stationary at the first difference. The data of renewable
energy, education expenditures, and CO2 emissions are stationary at the first difference.
We, therefore, performed two sets of unit root tests, i.e., [58], [64], and second-generation
tests to validate the robustness of the results. The Im, Pesaran, and Shin test results show
that GDP, renewable energy, carbon dioxide emissions, and education expenditures have a
unit root at level I(0). However, the stationarity of all the other variables is found at the first
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difference. The CIPS and CADF test results in Table 3 also show similar patterns of findings.
Table 4 shows the results of the CD test, with cross-sectional dependence. This is due to the
cultural, environmental, and economic dependence among the estimated nations.

Table 1. Descriptive statistics.

Health
Expenditure

Renewable
Energy

GDP Education CO2

Mean 1.263758 4.079114 6.755095 1.029647 −0.864372

Median 1.217133 4.053435 6.684298 1.060974 −0.541043

Maximum 1.906449 4.555136 8.200345 1.544385 0.548122

Minimum 0.811057 3.598303 5.878314 0.354242 −3.386252

Std. Dev. 0.281230 0.268093 0.568801 0.307137 0.872248

Skewness 0.698690 0.250900 0.635160 −0.124949 −0.576190

Kurtosis 2.522287 2.092878 2.714132 2.046960 2.419577

Table 2. LLC and IPS unit root tests.

Variable
Im, Pesaran, Shin Levin-Lin-Chu Unit Root Test

Level 1st Difference Level 1st Difference

lnHEt −1.47 * −5.34 *** −1.24 −6.85 ***

lnGt 6.44 −3.18 *** 4.16 −2.61 **

lnREt 0.26 −2.99 ** −1.34** −0.97

lnEDt −0.63 −6.47 *** −1.70** −5.11 ***

lnCO2t 0.39 −4.04 *** −1.57** −2.12 **
***, ** and * represent significant levels of 1% and 5%, respectively.

Table 3. CIPS and CADF unit root tests.

Variable
CIPS test CADF test

Level First Difference Level First Difference

lnCO2t 0.47 −2.53 ** −1.45 −4.22 **

lnHEt −2.50 −5.40 *** −1.87 −2.53 **

lnREt −3.62 ** −5.40 *** −3.51 *** −4.84 ***

lnGt −3.31 *** −5.72 *** −2.76 −4.52 ***

lnEDt −1.41 −2.46 ** −3.12 ** −2.35 *
***, ** and * represent significant levels of 1%, 5% and 10%, respectively.

Table 4. Cross-section dependence test.

lnHE lnG lnRE lnED lnCO2

CD test 17.02 ***
(0.00)

17.04 ***
(0.00)

17.01 ***
(0.00)

17.02 ***
(0.00)

15.81 ***
(0.00)

LM test 289.91 ***
(0.00)

289.88 ***
(0.00)

290.84 ***
(0.00)

289.91 ***
(0.00)

251.04 ***
(0.00)

*** represents significant level of 1%.

Table 5 is the Westerlund [63] test results, which confirm the long-run association
among the estimated variables. After confirming the co-integration, the long- and short-run
analyses can then be conducted. According to the DOLS and FMOLS long-run results, GDP,
RE, and education expenditures are negatively associated with health expenditures, as

96



Sustainability 2022, 14, 3549

shown in Tables 6 and 7. These results are in line with [4]. These results imply that investing
in the renewable energy sector improves air quality, which puts less pressure on health
expenditures. At the same time, when the government spends more money on education,
people tend to pay more attention to their health and improve their health status, which
reduces a country’s health expenditure significantly. GDP is also negatively associated with
health expenditure, which means that a rise in GDP reduces health expenditure in South
Asian countries. These results suggest that these countries are experiencing economic
growth by compromising on the health of the people. Their spending on education is not
high enough to improve the health of the people. The governments of these five countries
must increase their health expenditure as economic growth increases. CO2 emissions are
positively related to HE. This is an indication that a rise in CO2 emissions will also increase
health expenditure in South Asian countries. This finding is consistent with that reported
in [4].

Table 5. Westerlund test.

Stats Gt Ga Pt Pa

value −1.22 −0.61 *** −1.7 −0.78 ***

Z-value 4.04 4.33 4.17 3.40

Prob 1.00 1.00 1.00 1.00

Robust prob 0.80 0.00 0.55 0.00
*** represents significant level of 1%.

Table 6. FMOLS and DOLS test results with CO2.

Variables FMOLS Prob DOLS Prob

lnRE −0.41 *** 0.00 −0.49 *** 0.03

lnG −0.86 *** 0.00 −0.78 *** 0.00

lnED −0.08 *** 0.00 −0.07 *** 0.00

lnCO2 0.96 *** 0.00 0.96 *** 0.00
*** represents significant level of 1%.

Table 7. FMOLS and DOLS test results with EF.

Variables FMOLS Prob DOLS Prob

lnRE −0.41 *** 0.00 −0.97 *** 0.03

lnG −0.19 *** 0.01 −1.69 *** 0.01

lnED −0.07 *** 0.05 −0.84 *** 0.05

lnEF 0.21 *** 0.00 0.67 *** 0.00
*** represents significant level of 1%.

5. Conclusion and Recommendations

It has been widely discussed that both developed and developing countries are facing
the problems of drastic environmental changes. Considering the vulnerabilities of South
Asian countries, this work attempts to highlight some important factors of health expendi-
ture. Therefore, this study mainly aims to find associations between health expenditure,
CO2 emissions, education expenditure, and renewable energy in selected South Asian
countries. This work utilized the annual data of 1990–2018, and applied FMOLS and DOLS
estimators over the panel data of five South Asian countries. The panel unit root tests were
employed to check the stationarity of the data. After the order of integration confirmation
in time series, we applied the Westerlund co-integration test to determine the integration
between the time series. FMOLS and DOLS tests were applied to check the association
among the data, to show how the dependent and independent variables are inter-related.
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The empirical results show that HE and CO2 emissions are positively and significantly re-
lated, which implies that an increase in CO2 emissions increases the financial burden on the
health sector in the various countries. Moreover, the FMOLS and DOLS tests revealed that
the use of renewable energy reduces health expenditure in the five South Asian countries
studied. GDP is also negatively associated with health expenditure, which means that a rise
in GDP reduces health expenditure in the five South Asian countries. Renewable energy
puts less pressure on environmental quality, which leads to less spending on health. The
policy implication of this study is that South Asian countries need to invest in clean energy
sources, such as geothermal, solar, wind, waste-to-energy, etc. It is also important for the
countries to implement measures that promote efficiency in their energy sector. In doing
so, these governments should consider the implementation of financial policies, such as
tax waivers, and the provision of incentives to individuals and companies to use RE, since
the initial cost of RE technologies is generally high. Subsidies on fossil fuel products can
also be removed if such a policy exists in any of the countries, and the proceeds would be
channeled into RE development. Various industries should be encouraged to use efficient
and advanced technologies during production, to help cut down on their emissions and
enhance economic growth. Taxes can, therefore, be imposed on firms whose activities result
in heavy air pollution.

The various countries must also increase their investment into their education sector,
particularly in the area of innovation in the RE sector. These countries should also consider
amending aspects of their educational curriculum to include energy efficiency, environ-
mental protection, and RE studies beginning from the basic level of education. Educating
the populace is one of the possible ways that government policies on the environment
can be institutionalized. These steps will ultimately lower the health expenditure of these
developing countries.

Apart from the contribution of this work, future research can analyze the data for
some gulf and other groups of countries to form effective environmental policies. Future
work can use country-specific data by adopting the econometric techniques in this study.
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