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Advancements in Hydropower Design and Operation for
Present and Future Electrical Demand

John Cimbala 1 and Bryan Lewis 2,*
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2 Department of Mechanical and Civil Engineering, Brigham Young University-Idaho, 210 W 4th South,
Rexburg, ID 83460, USA

* Correspondence: lewisbr@byui.edu

With the current infrastructure, meeting the ever-growing demand for electrical energy
across the globe is becoming increasingly difficult. The widespread adoption of both
commercial and residential non-dispatchable renewable energy facilities, such as solar
and wind, further taxes the stability of the electrical grid, often causing traditional fossil
fuel power plants to operate at lower efficiency, and with increased carbon emissions.
Hydropower, as a proven renewable energy technology, has a significant part to play
in the future global electrical power market, especially as increasing demand for electric
vehicles will further amplify the need for dispatchable energy sources during peak charging
times. Even with more than a century of proven experience, significant opportunities still
exist to expand the worldwide hydropower resources and more efficiently utilize existing
hydropower installations.

Given this context, this Special Issue of Energies was intended to present recent de-
velopments and advancements in hydropower design and operation. This Special Issue
includes five articles, authored by international research teams from Japan, Pakistan, Swe-
den, Norway, the United States, and China. The authors bring the collective expertise
of government research laboratories, university professors, industry research engineers,
computer scientists, and economists. The articles explore advancements in hydroturbine
and pump-turbine design, power plant operation, auxiliary equipment design to mitigate en-
vironmental damage, and an exploration of community-owned small hydropower facilities.

The articles contained in this Special Issue are:

• Flow Characteristics of Preliminary Shutdown and Startup Sequences for a Model
Counter-Rotating Pump-Turbine [1].

• Flow Deflection between Guide Vanes in a Pump Turbine Operating in Pump Mode
with a Slight Opening [2].

• Investigations of Rake and Rib Structures in Sand Traps to Prevent Sediment Transport
in Hydropower Plants [3].

• Neural Network-Based Control for Hybrid PV and Ternary Pumped-Storage Hydro
Plants [4].

• Community-Based Business on Small Hydropower (SHP) in Rural Japan: A Case
Study on a Community Owned SHP Model of Ohito Agricultural Cooperative [5].

To conclude, the future of the global energy industry, while difficult to predict, will un-
doubtably include an ever-increasing portfolio of renewable energy sources. Hydroturbine
and pump-turbine design engineers continue to find new improvements in efficiency [1–3].
As a result of ever-advancing system operations and control [4], hydropower will continue
to be a major electricity contributor, given its historically proven reliability. The ability to
dispatch energy generation when needed is a key element of maintaining stable electrical
power grids to support growing global electrical demand. Many locations worldwide have
significant untapped hydropower potential that will likely be developed in the coming
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decades [5]. The successful future of worldwide electrical energy production and distribu-
tion will require collaboration among governments, environmental agencies, corporations,
and researchers.
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Flow Deflection between Guide Vanes in a Pump Turbine
Operating in Pump Mode with a Slight Opening
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Abstract: During the startup and shutdown processes of a reversible-pump turbine (RPT) working in
pump mode, abnormal sounds and vibrations usually occur in the distributor when the guide vanes
(GVs) are at a slight opening (max opening of about 6%). The objective of this paper is to apply a
three-dimensional numerical CFD method to study the unsteady flow behavior in the guide vane
region of a pump turbine operating in pump mode. The dynamic meshing technique is introduced to
simulate the startup and shutdown processes, and it is shown to be critical in accurately capturing the
details of the flow pattern variations. In addition, the RNG k-epsilon two-equation turbulence model
is applied and the governing equations are discretized with the finite volume method. Moreover,
the boundary conditions are set through the calculation of the transient process of the power station.
The results show that the main flow between the GVs is deflected during the startup and shutdown
processes. In the shutdown process, the deflection occurs when the guide vane opening (GVO) is
between 1.99 and 5.32 degrees, on average. In the startup process, the deflection occurs when the
GVO is between 2.83 and 4.11 degrees, on average. In these processes, the velocity field and pressure
field change dramatically. Simultaneously, the hydraulic torque (HT) on the GVs has a sharp change.
The abrupt change in the HT leads to vibrations and abnormal sounds.

Keywords: pump turbine; pump mode; slight opening; flow deflection; dynamic meshing technique

1. Introduction

A reversible-pump turbine (RPT) is designed to pump water from a lower reservoir to
a higher reservoir by using the surplus energy in a power grid. Furthermore, water has
to go down to generate electrical energy through the RPT at peak hours or in case of an
emergency. Hence, an RPT has to change working conditions between the pump mode and
turbine mode [1]. In order to meet the requirements of a power grid, an RPT usually works
in a low-load off-design working condition. Due to the RPT’s special way of operating, it is
hard to guarantee the stability of the units. Facing these challenges, many experts have
made a lot of contributions. The unstable phenomena that occur in an RPT under runaway
conditions (S-shaped characteristic in the turbine) are associated with fluctuations in the
head and discharge of the system. This unstable behavior has been addressed by some
authors [2–7] who believed that the nature of the vortex structures can be the mechanism
that leads to potentially unstable characteristics.

Based on previous works, C. Gentner [8] performed a flow survey with CFD and PIV,
and the results of the simulation and experiment had a great agreement, which strongly
supported the earlier explanation of the mechanisms. In addition, some other authors
pointed out that the reasons for the S-shaped characteristics are related to the development
of rotating stall in the runner channels [9–12], or they are influenced by secondary flow in
all parts of the RPT, and especially in the vaneless space [13]. Reference [14] performed
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a depth study of the onset and development of the unsteady phenomena that cause the
unstable behavior of a pump turbine during a load-rejection scenario with servomotor
failure, and their work revealed that, only when the unsteady phenomena evolved in a fully
developed rotating stall that was characterized by a well-defined frequency, the unstable
behavior of the RPT in turbine mode could be limited or eliminated with proper design
criteria that aimed to move this critical operating point at lower flow rates.

Unstable phenomena such as rotating stall always come with the vibration of the
units [5–7], which is harmful to the stability of the turbine and other devices. In addition,
especially during the startup or shutdown process, the resonance of the units also frequently
occurs, which is usually caused by rotor–stator interference (RSI) [15], self-excitation [16],
or pressure pulsation [17]. To improve the stability and guarantee the successful startup of
the units, misaligned guide vanes (MGVs) have been implemented and have achieved the
expected results [18].

However, a few years ago, in both the Tianhuangping pumped-storage power sta-
tion [19] and Yixing pumped-storage power station [20], abnormal sounds and vibrations
occurred at the distributor of the RPT, which was working in the pump mode, and the
guide vane opening was very small. In order to resolve this problem, B. Nennemann [21]
conducted detailed research about the abnormal phenomena in the Yixing pumped-storage
power station by using a 2D periodical CFD simulation. Consequently, the author claimed
that unexpected bi-stable flow conditions and a self-excited torsion-mode flutter vibra-
tion were discovered in the GVs. Moreover, the vibration problem could be successfully
eliminated by modifying the shape of the vanes. To address the issue of Tianhuangping,
H. G. Fan [22] studied the HT of the GVs of the RPT during the startup and shutdown
processes in the turbine mode with a 2D periodical CFD simulation. His work indicated
that a repeated reversal of fluid occurred when the GVs worked with a slight opening
during the shutdown process in the turbine mode. This phenomenon finally resulted in a
dramatic increase in the HT, which caused the vibrations.

The aforementioned research on vibrations and abnormal sounds occurring at the
distributer of an RPT was all performed with 2D periodical CFD simulations; however, the
flow in an RPT is much more complicated when the working conditions are far from the
optimal operation point and the aperiodicity of the flow is obvious [23]. Therefore, a 2D
periodical CFD simulation is imperfect for dealing with this issue, and it cannot capture
all of the details of the flow behavior. Based on previous studies, this paper describes the
performance of a 3D CFD simulation of the startup and shutdown processes of the unit of
the Tianhuangping pumped-storage power station when working in the pump mode. In
the present study, the dynamic meshing technique was implemented, and more details of
the flow behaviors were captured.

2. CFD Methodology

The RNG k-epsilon two-equation turbulence model has high precision and accuracy
in solving high-Reynolds-number clearance flows. We found out that the deflection of the
main flow can also be captured with the RNG k-epsilon model. Thus, the RNG k-epsilon
two-equation turbulence model is adopted in this study. Due to the large amounts of
calculations, we will perform a comparative study of other turbulence models in the future.

2.1. Geometry and Mesh

In this paper, the simulation was performed by using the commercial CFD solver
ANSYS Fluent. The geometry of the prototype pump turbine of the Tianhuangping pumped-
storage power station was implemented, and it was the same as that in previous work [23].
A geometric model is shown in Figure 1, and the characteristics of the parameters are listed
in Table 1.

4
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Figure 1. Pump turbine’s (a) geometry and (b) GV number.

Table 1. Parameters of the pump turbine.

Parameters Value

D2 (mm) 2045
b0 (mm) 262

Runner blade number 9
Guide vane number 26
Stay vane number 26

Rated speed (rpm) Head (m) 500,610

The dynamic meshing technique was used to control the movement of the GVs.
Considering the geometry of the GVs and the deformation form of the mesh, a prism mesh
was applied in the guide vane domain and stay vane domain (shown in Figure 2). In
addition, in order to resolve the near-wall flow, a boundary layer mesh was implemented.
In this case, the max Y+ was about 100 in the guide vane domain. A tetrahedral mesh was
used in the rest of the domains due to the complex geometries.

5
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Figure 2. Mesh of the guide vane domain.

To ensure the accuracy of the results and to keep the computational cost at the
minimum level, five sets of different meshes with 7.5 million elements, 8.9 million el-
ements, 9.5 million elements, 11 million elements, and 12 million elements were used in
a mesh independence study. The results will be discussed in the “Mesh and Time-Step
Independence” section.

2.2. Boundary Conditions

The inlet discharge laws under the 610 m head, which were obtained from a tran-
sient process simulation of the Tianhuangping pumped-storage power station (shown in
Figure 3), were selected for the boundary condition settings in this study. A velocity inlet
and pressure outlet were implemented. A constant runner rotational speed was set at
500 rpm, while the opening rate of the GVs was 1/60 s and the closing rate was 1/25 s. In
this case, Re = 106.

Figure 3. Cont.
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Figure 3. Discharge law of the transient process simulation of the Tianhuangping pumped-storage
power station: (a) discharge law of the startup process; (b) discharge law of the shutdown process.

2.3. Parameter Nondimensionalization

In this paper, the Reynolds number and the dimensionless methods of the results are
defined as follows:

Re =
2πnRD2

ν
(1)

Kv =
V√
2gH

(2)

Cp =

(
p − pre f

)
ρgH

(3)

Cm =
M

0.5ρVre f
2 Are f Lre f

(4)

Here, Re is the Reynolds number, Kv is the velocity coefficient, Cp is the pressure
coefficient, and Cm is the moment coefficient (a positive moment direction was defined as
the closing direction of the guide vane). In addition, the rated rotational speed n = 500 rpm,
outlet radius of the runner R = 1.0225 m, outlet diameter of the runner D2 = 2.045 m, water
density (20 ◦C) ρ = 998.2 kg/m3, water viscosity (20 ◦C) μ = 1.003 × 10−3 Pa.s, head of
the pump turbine H = 610 m, reference pressure Pref = 0, reference velocity Vref = 1 m/s,
reference area Aref = 1 m2, and reference length Lref = 1 m; in this paper, Re = 6.55 × 106.

2.4. Mesh and Time-Step Independence

Steady and unsteady calculations were performed with a constant guide vane opening
(2◦) with different mesh numbers and time steps. The number of nodes ranged from
7.5 million to 12 million, and the time step ranged from 1 × 10−4 to 5 × 10−3 s. The
amplitude of the HT coefficient of the GVs was used as the criterion for this independence
study. Figure 4a indicates that when the mesh number is greater than 11 million, the
amplitude of the hydraulic torque only has a slight change; thus, 11 million mesh elements
were adopted in this paper.

7
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Figure 4. Independence study results: (a) the time step and (b) the mesh size.

A mesh with 11 million elements was used in the calculation of the time-step indepen-
dence. Figure 4b shows that the amplitude of the hydraulic torque coefficient in the GVs is
stable when the time step is below 5 × 10−4 s; thus, the time step was set to 5 × 10−4 s.

2.5. Numerical Model Validation

Mesh settings with openings of 3◦ and 6◦ were chosen for the numerical model
validation. These meshes were both deformed from the initial mesh. The comparison
between the results and the test data from the site shows that they are consistent with each
other (the results for the 3◦ opening mesh are shown in Figure 5a; the results of the 6◦
opening mesh are shown in Figure 5b).

2.6. Calculation Approach

This work was carried out in the following steps, and Figure 6 shows a flowchart of
our work:

(1) Steady simulation: In this step, the GVO was fixed at 2◦ and kept constant. The
discharge law of the startup process was set as the inlet velocity boundary condition.
The steady calculation was considered to be converged when the HT coefficient of the
GVs converged, since the HT is the most important parameter in this case.

(2) Transient simulation: Before a dynamic process simulation, it is very necessary to carry
out a transient simulation to develop the transient flow field. Thus, we carried out a
transient simulation with a constant GVO, which was kept at 2◦, and the rotational

8
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speed (500 rpm) remained constant. The initialization was based on the result of
step 1, and the boundary condition was kept the same as that in step 1. Finally, we set
the transient simulation results of 10 complete runner revolutions as the initial flow
field.

(3) Startup process simulation: The result of step 2 was used for the initialization of
the startup process calculation with a dynamic meshing technique in the guide vane
domain. The spring-smoothing method was selected, and the GVO increased with an
opening rate of 1/60 s from 2◦ to 6.5◦.

(4) Shutdown process simulation: The mesh of the last time interval of step 3 (GVO of
6.5◦) was set as the initial mesh for the shutdown process calculation. The discharge
law of the shutdown process was set as the inlet velocity boundary condition. In
addition, a transient simulation with a constant GVO (6.5◦) was carried out. Ten
runner revolutions were completed with a constant rotational speed (500 rpm). The
result of this simulation was used for the initialization of the shutdown process
calculation. In the shutdown process calculation, the GVO decreased with a closing
rate of 1/25 s from 6.5◦ to 1.5◦.

Figure 5. Numerical model validation results for different GVOs of (a) 3◦ and (b) 6◦.

9
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Figure 6. Workflow of the calculations.

3. Results and Discussion

3.1. Flow Deflection in the Guide Vane Domain

Figure 7 shows an example of a typical flow state in the shutdown process (GVO = 6.5◦~1.82◦),
including the velocity contour and streamline at the Z = 0 plane (middle plane of the GV
domain). It can be observed that the main stream in the GV domain is deflected when it
passes through the gap in the GVs.

At GVO = 6.5◦, the water from the runner outlet flows out along the channel between
the movable guide vanes, and its direction is consistent with the overflow channel. When
the GVO decreases to 3.1◦, it can be seen that the direction of the water flow is no longer
towards the right side of GV #4, but is deflected by nearly 90◦ and flows towards the fixed
guide vane. The main flow in the deflection process is very unstable. When the GVO is
further reduced to 1.82◦, the water flow is completely attached to the right wall of GV #5.
According to the streamline distribution, a clockwise circulation is formed between the
movable guide vane and the fixed guide vane.

The reverse process is found during the startup, as shown in Figure 8. At GVO = 2◦,
the water flow from the runner outlet is completely attached to the right wall of GV #5.
When the GVO increases to 3.3◦, it can be seen that the direction of the water flow is no
longer attached to GV #5, but is deflected by nearly 90◦, and the water flows towards the
fixed guide vane. There are vortices with opposite rotation directions on both sides of
the main stream. When the GVO is further decreased to 4.45◦, the main stream flows out
along the channel between the movable guide vanes, and its direction is consistent with
the overflow channel.

We gave definitions for the two flow types in the pump mode, which are sketched in
Figure 9. Type I is defined as the flow type with a direction consistent with the incoming
flow direction, while Type II is the flow type with a deflected direction that is attached to
the guide vane head. This belongs to the state of the transition between the two.
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Figure 7. Global velocity contours of the shutdown process (Z = 0 plane).

Figure 8. Global velocity contours of the startup process (Z = 0 plane).
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Figure 9. A schematic diagram of the flow pattern definitions.

The main flow in the gap of GVs #26 and #1 was chosen to demonstrate the formation
of these two flow patterns. Figure 10 shows the velocity resolution of the main flow near
the tailing edge of GV #26. Vr is the radial velocity, and Vθ is the tangential velocity. In the
plot, a subscript of 1 stands for a small opening, and 2 stands for a large opening. It can be
seen that, near the tailing edge of the GV, the radial velocity is greater than the tangential
velocity. At the small opening, the incidence angle is too large, and this large incidence
angle can lead to flow separation near the tailing edge of GV #26. Then, this separation
forces the main flow to turn toward the leading edge of GV #1. Because the curvature
radius of the GV surface is too large, the Coanda effect [24,25] can make the main flow
adhere to the surface of GV #1 so that the main flow stays in Type II. However, at the large
opening, the incidence angle can be reduced with a change in the vane angle; thus, the flow
separation is weakened and the main flow eventually stays in Type I.

Figure 10. Analysis of the resultant velocity: (a) small opening; (b) large opening.

3.2. Flow-Field Characteristics of Startup and Shutdown

Because the flow pattern of each guide vane has little difference, we selected some
guide vanes (GV03, GV04, GV05, GV06) for the flow-field analysis. In order to analyze
the characteristics of flow deflection between moving and stationary guide vanes in detail,
Figure 11 shows the local velocity contours and pressure contours of the shutdown process.
During this process, the GVs gradually closed from a max opening of 19.69% to a max
opening of 5.91% (decrease in the GVO from 6.5◦ to 1.95◦).
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Figure 11. Local velocity contours (left) and pressure contours (right) of the shutdown process (Z = 0
plane, GVO = 6.5◦~1.95◦).

When GVO = 6.5◦~4.58◦, the main flow stays in Type I. At GVO = 6.5◦, the direction
of the main flow is towards the left side of the fixed guide vane directly in front of the flow
channel. The velocity coefficient kv is about 0.9. The velocity at the throat between the two
GVs is the highest where kv is about 1.2. Therefore, the pressure here is also the lowest
relative to the flow field inside and outside the GV. The velocity on the right side of the
main stream is very low with kv ≈ 0.1.

As the GVO decreases, the main flow tends to shift away from the left movable guide
vane, as shown at GVO = 4.58◦. When the GVO decreases, the velocity at the throat
gradually increases and the pressure further decreases, which is caused by the decrease in
the cross-sectional area of the overflow.

In the range of GVO = 4.58◦~2.08◦, the main flow is in the transition stage between
Type I and Type II. When GVO = 3◦, the direction of the main flow is deflected by nearly
90 degrees. At the same time, there is a high-pressure area at the left GV, where cp ≈ 0.8.
The trailing-edge of the main stream impinges on the other fixed guide vane (transferred
from left to right) and flows along the fixed guide vane wall to both sides. With the decrease
in the GVO, the deflection angle of the main flow increases further and changes to flow in
the flow channel between the fixed guide vanes, as shown at GVO = 2.08◦. At this time, the
pressure coefficient inside the GV increases to cp ≈ 1.2.

When the GVO further decreases to 1.95◦, the main flow state changes to Type II. At
this opening, the main stream flows around the leading edge of the GV. The throat position
becomes the boundary between the high-pressure area and low-pressure area.

Moreover, the main flow stays in Type I when the GVO is more than 6.24◦, and the
flow pattern stays in Type II when the GVO is less than 1.95◦. The pressure plot shows
that the pressure at the tailing edge of the GV is higher than that at the leading edge of
the GV; thus, the water coming from the runner domain pushes the GV to close, and the
resultant moment should be positive. Furthermore, with the decrease in the GVO, the HT
must theoretically increase.
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During startup, the flow goes through the process of opposite deflection, as shown in
Figure 12. With the increase in the GVO, the main flow starts deflecting from Type II to
Type I. Unlike in the shutdown process, when GVO = 2.8◦, the main flow is still in Type II,
while the main flow is converted to Type I.

Figure 12. Cont.

15



Energies 2022, 15, 1548

Figure 12. Local velocity contours (left) and pressure contours (right) of the startup process (Z = 0 plane).

The pressure plot shows that the pressure at the tailing edge of the GV is larger than
the pressure at the leading edge of the GV; thus, the resultant moment on the GV helps the
GV to close. In this paper, the moment that forces the GV to close is defined as a positive
moment (HT > 0).

The behaviors of the deflections during the startup and shutdown processes are not
the same. Figure 13 shows a comparison of the GVO ranges of the deflections between the
shutdown and startup processes. The specific deflecting range of the shutdown process
is larger than that of the startup process. For the shutdown process, the deflection angle
ranges from 1.99◦ to 5.32◦ on average. For the startup process, the range is reduced to 2.83◦
to 4.11◦ on average.

Figure 13. A comparison of GVO ranges of the deflections between the shutdown and startup processes.
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During the shutdown process, the GVO of the starting deflection fluctuates greatly on
different guide vanes. However, for the ending deflection, the fluctuation is small.

3.3. Hydraulic Torque on the Guide Vanes

Several GVs were chosen for analysis in this part because the torque change trends of
most GVs are similar.

Figure 14 presents the GVO-Cm plot for GV03, GV04, GV05, GV06, and GV10 during
the simulation of the startup process. In the beginning, Cm gradually decreases with the
increase in the GVO, but when the GVO goes up to 2.8◦, Cm abruptly increases. This sudden
increase in Cm is indicated by the red line. When the GVO is about 4.05◦, which is indicated
by the blue line, Cm of GV10 is larger than that of the others. As can be seen in Figure 15,
when GVO = 4.05◦, the deflection speed of the main stream of GV10 is faster than that of
GV06, so the torque of GV10 at this time is greater than that of the other GVs. When the
GVO is around 4.22◦ (indicated by the green line), the flow deflection is complete, and
the trend of Cm slows down. In addition, it can be seen that during the deflection process
(GVO ranging from 2.8◦ to 4.2◦), the values of Cm have phase differences between each
other. This difference is caused by the unstable flow behavior of the main flow during the
deflection process, as mentioned above.

Figure 14. GVO-Cm plot of the startup process.

By comparing the Cm plot with the velocity contours of the main flow (Figure 12), it
can be seen that the main flow deflection and the increase in Cm occur at the same opening.
When the deflection occurs abruptly, the velocity near the GV surface on the side of the stay
vane decreases quickly; thus, the pressure on the surface of the GV increases. In addition,
the resultant moment on the GV suddenly increases.

The GVO-Cm plot for GV01, GV03, GV04, GV05, and GV06 obtained from the calcu-
lation of the shutdown process shows that Cm increases with the gradual decrease in the
GVO. However, when the GVO ranges from 5.26◦ to 3.15◦ (which is indicated by the red
line and blue line in Figure 16), Cm has a turbulent trend, and the GV near the nose of the
spiral case (GV01) has a large moment value. This phenomenon is due to the instability of
the main flow when the GVO is in the specific range (from a max opening of 19.39% (about
6.4◦) to a max opening of 5.91% (about 1.95◦)) that was mentioned before. The velocity
near the surface of the GV fluctuates, and this fluctuation leads to the turbulent fluctuation
of Cm. When the GVO is less than 3.15◦, Cm has a stable trend. Moreover, when the GVO
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is about 2.2◦, Cm descends sharply, as indicated by the green line in the plot. In addition,
the main flow stays in Type II when Cm flattens (which is indicated by the yellow line in
Figure 16).

Figure 15. Comparison of deflection speeds between the main flow of GV10 (right) and that of GV06
(left) at GVO = 4.05◦.

Figure 16. GVO-Cm plot of the shutdown process.

It can be inferred that the deflection led to a sudden change in the velocity near the
GV, and the pressure on the GV’s surface abruptly changed. Consequently, the change
in pressure resulted in a sudden increase in the Cm; if the transmission of the distributer
cannot immediately adapt to this change, there will be a relative displacement between the
shaft of the GV and the friction device, which will produce violent friction. This violent
friction will lead to vibrations and abnormal sounds.

4. Conclusions

Numerical studies were presented for the startup and shutdown processes of an RPT in
the pump mode when GVO is between 1.5 and 6.5 degrees. A dynamic meshing technique
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was used to investigate the flow deflection of the main flow between the guide vanes. The
primary findings include:

1. During the startup and shutdown processes of the RPT, flow separation occurred
at the tailing edge of the GV when the GVO was less than the 6% max GVO. This
separation forced the main flow to turn to the other side, and then the main flow
adhered to the surface of the GV because of the Coanda effect; thus, the main flow
stayed in Type II. With the increase in the GVO, the separation was weakened, so the
main flow stayed in Type I. Therefore, the main flow was deflected from Type II to
Type I during the startup process. During the shutdown process, the main flow was
deflected from Type I to Type II.

2. When the main flow was deflected away from the surface of the GV or adhered to the
surface of GV, the velocity field had an intense change near the GV. In addition, the
pressure field also changed. Consequently, the hydraulic torque sharply changed at
this moment. If the components of a distributor cannot adapt to this dramatic change,
the violent friction will lead to vibrations and abnormal sounds.

3. During the startup and shutdown processes, the deflection of the main flow happened
in a specific GVO range. The differences in the discharge laws of these two dynamic
processes cause the shutdown process to have a wide GVO range for deflection.

4. Moreover, the position of the GV also has an influence on the deflection and the
hydraulic torque. The deflection of the main flow at different GVs did not occur at the
same GVO, and the hydraulic torque on the GV near the nose of the spiral case had
the maximum hydraulic torque magnitude.
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Abstract: The growth in renewable energy integration over the past few years, primarily fueled by the
drop in capital cost, has revealed the requirement for more sustainable methods of integration. This
paper presents a collocated hybrid plant consisting of solar photovoltaic (PV) and Ternary pumped-
storage hydro (TPSH) and designs controls that integrate the PV plant such that the behavior and
the controllability of the hybrid plant are similar to those of a conventional plant within operational
constraints. The PV array control and hybrid plant control implement a neural–network-based
framework to coordinate the response, de-loading, and curtailment of multiple arrays with the
response of the TPSH. With the help of the designed controls, a symbiotic relationship is developed
between the two energy resources, where the PV compensates for the TPSH nonlinearities and
provides required speed of response, while the TPSH firms the PV system and allows the PV to
be integrated using its existing infrastructure. Simulations demonstrate that the designed controls
enable the PV system to track references, while the TPSH’s firming and shifting transforms the PV
system into a base load plant for most of the day and extends its hours of operation.

Keywords: hybrid power; neural networks; pumped-storage hydro; solar; photovoltaic; hydropower;
renewable energy

1. Introduction

1.1. Problem Statement

With the increasing addition of renewables, the requirements for flexibility in power
networks have increased. During periods of high renewable penetration, flexible resources,
such as fossil-fueled plants, are not available. This reduces system inertia and reserves due
to which system flexibility and resilience are compromised. Furthermore, the frequency of
high-impact events such as storms, forest fires, and cyberattacks has increased in recent
years [1]. To cope with these disturbances, flexible resources are required. Although battery
energy storage is a solution, the scale of battery storage required for utility-scale PV or
wind projects presents a technoeconomic barrier [2].

1.2. Proposed Solution

To remedy the issue of higher flexibility requirements of modern and future power
networks, more sustainable methods of renewable integration are required. This paper
proposes a hybrid PV and ternary PSH (TPSH) combination and designs controls for the
same to ensure that the PV system and the TPSH system work in a coordinated manner to
cater to the network requirements and to suppress internal disturbances. The proposed
system controls can be decomposed into three parts: (a) hybrid plant control, (b) PV plant
control, and (c) TPSH plant control. These are detailed in this paper.

Resilience is enhanced by fast responses of the PV converter systems and flexibility of
the pump mode with hydraulic short-circuit (HSC) of the TPSH. Reliability is provided
through the firming capability of TPSH in pump mode using the HSC. Using the HSC, the
TPSH firms the irradiance-based PV disturbances within operational constraints.

Energies 2021, 14, 4397. https://doi.org/10.3390/en14154397 https://www.mdpi.com/journal/energies
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When used in a collocated manner with the PV plant, the TPSH aids in firming and
shifting PV generation. To firm PV generation is to make constant the power generated
from the PV plant by absorbing the excess and supplying the deficit. Shifting PV generation
is to absorb the excess and supply the absorbed during peak hours. The key strategy is to
utilize the HSC of the TPSH to firm the PV system during the entire day while also storing
energy. This stored energy is then used during the peak hours of the day using generation
mode of TPSH. This provides an option for avoiding curtailment. Since both PV and TPSH
are collocated, the transmission losses while pumping are negligible. The controls for the
PV plant enable it to compensate for the nonlinearities of the hydro plant and enhance
its response.

1.3. Motivation and Literature Review

The modern power system is a hybrid energy system and has the capability to manage
multiple energy sources. Thus, the concept of hybridization is not new; however, a
collocated PV and TPSH plant is proposed for the first time. No single energy source is
optimal for all situations. Hybridization and coordinated control are required to utilize the
benefits of each source while overcoming their shortcomings [3]. The designed controls
facilitate this using the fast response of PV inverters and the storage capacity of PSH. A
TPSH is considered to leverage the pump mode power consumption flexibility of the TPSH
to firm the PV system.

To enhance the flexibility of the pumped hydro plant, many configurations have been
proposed and implemented, such as the adjustable-speed PSH [4,5] and the TPSH [6,7].
A TPSH is composed of a synchronous machine, turbine, and pump on the same shaft as
shown in Figure 1. The pump and turbine are separated with a clutch. Key advantages
of the TPSH include (a) rapid mode change without the loss of synchronism, (b) pump
mode power consumption flexibility using HSC, and (c) smooth start capability in pump
mode [6,7]. In the turbine mode and pure pump mode, its working principles are like
hydro turbines and pumps, respectively. When the HSC (or the shared penstock connecting
the pump and turbine) is activated in pump mode, a part of (or all of) the water pumped is
transferred to the turbine. This in turn causes the turbine to produce torque that is supplied
to the shaft. This mechanical torque from the turbine will reduce the current drawn from
the grid while still rotating at the synchronous speed. The remaining water is pumped
up to the upper reservoir. Another perspective is that, when rotating at the rated speed,
the pump still generates the rated head, but the amount of water transferred to the upper
reservoir or true work done decreases.

Figure 1. Schematic diagram of the TPSH, where P = centrifugal pump, T = Francis turbine, c =
clutch, and SM = synchronous machine.
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To magnify the benefits of the proposed PV + TPSH hybrid, it can be compared with
the quaternary PSH (QPSH) [8]. In QPSH, the pump and turbine have separate shafts and
electrical machines, although the HSC still exists. The proposed hybrid provides a better
alternative to the QPSH due to several reasons. Firstly, in QPSH, although the converter-
based pump adds flexibility, it does not add generation capacity to the existing PSH system.
The proposed PV + TPSH system has added generation capacity and added flexibility
through the PV system. In fact, the QPSH reduces generation capacity if a retrofitting case
is considered, as the space for one unit will have to be spared for the variable speed pump.
Secondly, in generation mode the QPSH is similar in performance to any conventional PSH;
however, the proposed PV + TPSH takes advantage of the PV inverters to provide rapid
response to system disturbances in generation and pump modes. Lastly, the QPSH is a
significant investment burden as not only do the pump and turbine have separate shafts
but the converter also adds to the cost of the system without adding generation capacity.

The proposed PV + TPSH takes advantage of the existing infrastructure which is
unused for PSH plants during the day. In addition, a report from the World bank [9]
highlighted that floating PV systems can have several advantages as follows:

• Reduced capital cost with utilization of existing transmission infrastructure at hy-
dropower sites,

• Proximity to demand centers in case of water supply reservoirs or lakes,
• Improved energy yield from the cooling effect of water, reduced shading effects, and

decreased presence of dust,
• Elimination of the need for large-scale site preparation,
• Additional capacity for hydro plants which increases revenue and simultaneously

allows water use for irrigation or other purposes.

The most relevant dynamic modeling and analysis works on a PV + battery + hydro
hybrid can be found in Wang and Xu [10], where, to test the stability of the PV hydro
system, a dynamic model of a real system was created and simulated with disturbances.
The purpose of the collocated PV + battery plant was to supplement the hydrogeneration
during the dry season.

The Longyangxia Hydropower plant in Qinghai, China is an example of such a plant
with a hybrid hydropower/PV system [11]. On a typical day, the output from the hydro
facility is reduced, especially from 11:00 a.m. to 4:00 p.m., while PV generation is high. The
saved energy is then requested by the operator for use during early morning and late-night
hours. Although the daily generation pattern of the hydropower has changed, the daily
reservoir water balance could be maintained at the same level as before to meet the water
requirements of other downstream reservoirs.

Gevorgian and O’Neill [12] concluded that, with the fast and precise action of the
PV inverters, multiple services such as fast frequency response and power oscillation
damping can be provided to the grid, and that the technology required is already available.
However, the accurate estimation of available peak power is important for all services, and
the extent of these services will depend upon the maximum amount of available PV. When
PV penetration is low, there will be other plants in the system that will provide ancillary
services; however, when PV penetration increases, it becomes essential that utility-scale PV
plants provide these services. The estimation of maximum power available and the DC
operating voltage required for a particular power output is of utmost importance.

Hoke, Muljadi, and Maksimovic [13] proposed a second-order polynomial model to
estimate the maximum power of a PV module from measured irradiance and temperature,
where the coefficients of the model were derived through a linear regression of the PV MPP
in different insolation and temperature conditions. Although the model seems accurate
when the insolation and temperature is steady, during transient states, the model becomes
highly inaccurate. Following the same trend, Hoke et al. [14] stored the P–V curves of the
array as a look up table where interpolation is performed with a spline, which requires a
considerable amount of memory that introduces error. Pappu, Chowdhury, and Bhatt [15]
and Watson and Kimball [16] used pseudo-MPP by controlling the operating voltage to a
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value greater than the MPP voltage. Here, the operating point is searched by the Perturb
and Observe (P&O) algorithm over the power–voltage (P–V) characteristics, implemented
through the DC/DC converter. Neely et al. in [17] used the curtailed PV power to realize
the primary frequency control using the fixed-droop characteristics.

This paper is organized as follows: Section 2 describes the modeling and control effort
for the PV and TPSH systems while also describing the plant controls. Section 3 describes
the simulation results of the control algorithms.

2. Modeling and Control

2.1. The Hybrid Plant

A PV plant rated 100 MVA with four PV arrays of 25 MVA each was constructed in
Simulink. Each 25 MVA array was assumed to have a lumped DC/DC converter and a
lumped DC/AC inverter. A 100 MVA TPSH dynamic model was constructed in Simulink.
The TPSH and PV plant were coupled together to the grid using a 110 MVA step-up
transformer, as shown in Figure 2.

 

Figure 2. Schematic showing a hybrid PV + TPSH plant.

2.2. Hybrid Pant Control

The plant control, as shown in Figure 3, performs the secondary control which involves
set-point distribution among the resources of the hybrid plant.

Pre f _TPSH = Plantre f −
N

∑
i=1

PPVi , (1a)

Pre f _TPSH
∗ =

⎧⎪⎪⎨
⎪⎪⎩

PGTPSH , Psch > 0, Pre f _TPSH < PGTPSH
PGTPSH , Psch > 0, Pre f _TPSH > PGTPSH
PPTPSH , Psch < 0, Pre f _TPSH < PPTPSH
PPTPSH , Psch < 0, Pre f _TPSH > PPTPSH

, (1b)

where Pre f _TPSH , Pre f _TPSH
∗, Plantre f , and Psch stand for the real power reference for TPSH,

constrained real power reference for TPSH, reference to the entire plant, and scheduled
power for the TPSH; PGTPSH , PGTPSH , PPTPSH , and PPTPSH stand for the minimum and
maximum possible generation from TPSH, and minimum and maximum possible pump
power consumption of TPSH.
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Figure 3. Schematic of the hybrid PV + TPSH plant control.

The plant control estimates the PV generation using NN_P and the array’s curtailment
gain Kcn, where NN_P is a neural network emulating the maximum output power of each
array (as the output of the NN_P) given the solar irradiance, G, and temperature, T, as
inputs. As shown in Figure 3, the plant control utilizes the PV plant reserve and control
capability for (a) compensating for sudden changes in insolation through ΔPPV_comp, (b)
compensating for hydro plant nonlinear behavior through ΔPPSH_comp and, (c) curtailing
the PV plant through ΔPcurt. The TPSH is used mainly for (a) firming slow disturbances in
PV output, and (b) generation shifting. Both PV and TPSH system participate in voltage
control. Some of the design features of the plant control are as follows:

• Each i-th array, producing P_PVi, is assumed to be curtailed to 10% of its MPP or
Kcn is taken as 0.9 for all N arrays. The 10% curtailment assumption was inspired
by [18] which stated that this curtailment is economically compensated for by using
the reserve so provided in ancillary services.

• The plant control implements a reference model-based control where a first-order
reference model is used to describe the desired behavior of the hydro plant. The PV
plant compensates for the difference between desired and actual plant behavior using
the ΔPPSH_comp channel through Pc. More details on model reference adaptive control
can be found in [5,19].

• The above feature can also lead to the PV plant compensating for the inertia response
and primary frequency response of the hydro plant. The logic flags, mode flag ρm
and reset flag ρr, are used to stop compensating for these TPSH plant behaviors in
the case of a network disturbance. The flags then reset the model and initialize it to
post-disturbance conditions.

ρm =

{
1, Vmin < V < Vmax and fmin < f < fmax,
0, otherwise

(2)

ΔPPSH_comp =

{
0, ρm = 0
Pc, ρm = 1

, (3)

where, Vmin, Vmax, fmin, and fmax refer to the minimum and maximum limits of
terminal voltage V and frequency f , respectively.

• Since NN_P is used by the array control (described in the next section) and by the plant
control, any steady-state error in PV output estimation through the ∑P_PV channel is
compensated for by the TPSH. This ensures accurate tracking of plant references.

• Curtailing the PV plant is achieved through ΔPcurt.

ΔPcurt =

{
del_PV, del_PV > 0

0, del_PV < 0
, (4)
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where del_PV stands for deviation of total generation of the hybrid plant from the
plant’s reference.

• The PV plant compensates for the difference between desired and actual plant behavior
using the ΔPPSH_comp channel through Pc.

To enable the implementation of the described control, Equations (1)–(4) were used in
the software defined controller, as shown in Figure 3.

2.3. PV Plant Model and Control

The dynamic model of a solar module can be formulated as a current source with
series and shunt resistance to mimic the internal voltage drop and heating due to leakage
current. The dynamic model is popularly described as shown in Figure 4. The dynamic
model of solar module consists of the photo current or the light-generated current Iph, the
dark current or reverse saturation current Id, and the leakage current Ish.

IPV= Iph−Id−Ish. (5)

Figure 4. Solar cell model.

The current of a solar module, as a function of voltage, is given as follows [13,20]:

Iph= G
Isc[1 + Ki(T − Tn)]

Gn
−Io

(
eVD/Vt−1

)
− VD

Rsh
, (6)

where Isc and Io are the short-circuit and the diode reverse saturation currents, respectively,
Vt is the thermal voltage, Rsh is the parallel resistances, and VD is the diode voltage of the
cell. Ki is the temperature coefficient of cell’s short-circuit current, T is the cell’s absolute
temperature, Tn is the reference temperature, and G and Gn are the solar radiation at
actual and nominal level, respectively. The diode reverse saturation current, Io, used in
Equation (6) is given by

Io =
Iph − Voc/Rsh

e
qVoc
knT − 1

. (7a)

An alternative and more accurate formulation of Equation (7a) can be given as fol-
lows [20]:

Io =
Isc

e(
Voc
Vt

) − 1

(
T
Tn

)3
e(

Eg
Vt

)( 1
Tn − 1

T ), (7b)

where Voc is the cell’s open circuit voltage, Eg is the band gap energy of the semiconductor
used in the cell, and Vt is the thermal voltage, given by

Vt =
αkT

q
, (8)
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where q is the electric charge (1.6 × 10−19 C), a is the cell idealizing factor (1.1), and k is the
Boltzmann constant (1.38 × 10−23 J/K). The diode voltage VD can be expressed as

VD= Vt+IPVRs. (9)

To form the array, the generated current and voltage are multiplied by the number
of modules in a string or in series and the number of such parallel strings, respectively.
The three subsections below describe the control and implementation of array and in-
verter control. The parameter values of the above equations can be found in Table A4
(Appendix C).

2.4. Array Control through DC/DC Boost Converter

The array controller, as displayed in Figure 5, provides primary frequency support
through fixed droop and virtual inertia control. It also tracks the required set-point for the
array and implements the commands from plant control. It accomplishes these tasks by
controlling the DC/DC boost controller to which the array is connected, as can be seen
later in Figure 6.

Figure 5. Array control with fixed droop, secondary control, virtual inertia control and curtail-
ment control.

Figure 6. Array control through DC/DC boost converter and inverter control.
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The signal ΔP_PV, from plant control, as shown in Figure 3, is shared among the
arrays by the ratio of reserve power from each array to the total amount of reserve of
the entire plant. Certain arrays of the plant may be completely or partially shaded and,
hence, their temperatures will also be different, as will their power output and reserve
levels. Thus, the set-point from plant control is divided among the arrays in proportion to
their reserves such that the array with largest amount of reserves participates more. This
generates the signal ΔPsec, as shown in Figure 5, using

ΔPsec =
ΔP_PV Rn

∑N
n=1 Rn

=
ΔP_PV(1 − Kcn)NN_Pn(Gn, Tn)

∑N
n=1(1 − Kcn)NN_Pn(Gn, Tn)

, (10)

where Rn is the reserve of array n. The array control also consists of the conventional
droop control to produce ΔPprim. The inertia control is formulated as the rate of change of
frequency (ROCOF)-based controller, as given below, to produce ΔPin.

ΔPin = −2Hsyn
d f
dt

, (11)

where Hsyn is the synthetic inertia coefficient, and f is system frequency. Adding inertia,
droop, and plant control to the desired steady-state curtailed output PPV produces the real
operating point P*, where P* is limited by the MPP and 0.

This real operating point P*, along with the average irradiance over n-th array Gn and
array temperature Tn, is used as input to NN_V, to produce Vdc’ as the output of NN_V.
This DC voltage is further corrected with the help of an integrator to remove NN error and
produce Vdc”, which is tracked by the DC/DC boost converter. For this paper, each array
is assumed to be curtailed to 10% below its MPP unless purposely curtailed further. The
terminal voltage of the PV array is controlled using DC/DC boost converters, as illustrated
in Figure 6. The neural networks used for array control are described in the next subsection.

2.5. NN_P and NN_V Training and Implementation for Array Control

First, the MPPs were regressed as a function of irradiance (G) and temperature (T)
with NN_P. Three methods of regression were compared for this: (a) curve fit [21], (b) feed-
forward neural network (FFNN) [22], and (c) cascade-forward neural network (CFNN) [23].
As can be seen in Table 1, using the curve fit tool resulted in high MSE, while CFNN resulted
in the lowest MSE with 15 neurons; hence, the CFNN was adopted for implementation.
This produced NN_P (G, T), as described in Equation (10).

Table 1. Mean square error (MSE) for FFNN, CFNN, and curve fit tool for NN_P for MPP regression.

NN_P FFNN MSE CFNN MSE Curve-Fit MSE

3 neurons 9.19 × 10−4 2.1 × 10−4

0.01859 neurons 7.32 × 10−5 7.76 × 10−5

15 neurons 1.01 × 10−4 6.5 × 10−5

Second, the terminal voltage of the module was regressed for any given power output
P*, irradiance (G) and temperature (T) with NN_V. Figure 7 highlights the P–V characteris-
tics of a single module, where the right-hand side (RHS) of the MPP was regressed. With
different number of hidden neurons, the FFNN and CFNN were examined in terms of their
regression accuracy, and results of the comparison are shown in Table 2.
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Figure 7. Normalized P–V characteristics of the PV panel showing operating point for T = 25 ◦C.

Table 2. MSE for FFNN and CFNN for NN_V for Vdc’ regression.

NN_V FNN MSE CFNN MSE

3 neurons 2.56 × 10−2 1.3 × 10−2

9 neurons 2.8 × 10−3 3.2 × 10−3

15 neurons 8.1 × 10−4 9.7 × 10−4

Learning the right-hand side (instead of left-hand side) of the MPP was done for
three reasons: (a) to increase regression accuracy of the NN_V (learning both sides of the
P–V characteristics gives two voltages for the same power level that reduces regression
accuracy), (b) maneuvering the operating voltage in the second half of the MPP requires
reduced controller effort and, hence, increased performance, and (c) the DC/DC converter
implemented before the inverter is generally a boost converter and, having a higher input
voltage, provides headroom for the boost converter. The output of NN_V (G, T, P*) is the
voltage for the desired power output or the voltage setpoint, Vdc’.

Here, two separate networks were used to generate P* and Vdc’ to maintain a high level
of accuracy. Both networks were trained with the Levenberg–Marquardt algorithm [24,25].

To train NN-V (G, T, P*), 112,477 samples (G, T, and desired power P* as inputs and
Vdc’ as the output) were extracted from the P–V characteristics. The model was simulated
under different operating conditions of G, T, and P* to collect Vdc’. These samples were
randomly divided such that 70% were used for training, 20% were used for validation, and
10% were used for testing. To train NN_P (G, T), 1911 samples of MPP were used and were
divided as above. The samples consisted of G and T as inputs and maximum power as the
output, and they were collected by simulating the model under different conditions of G
and T. The error frequency distribution results of the NNs from testing are displayed in
Appendix D.

2.6. Inverter Control

The array control can accommodate the primary and secondary control but will
perturb the DC voltage. To maintain the DC voltage and the AC bus voltage, the inverter
control described below is used. The PV system is interfaced to the grid with a DC/DC
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boost converter and an inverter with an inductive filter. The inductive filter and its inherent
DC resistance can modeled as[ .

ıd.
ıq

]
=

[ −R f/L f ωs
−ωs −R f/L f

][
id
iq

]
+

[
1/L f 0

0 1/L f

][
vdg − Vdconv
vqg − Vqconv

]
. (12)

R f and L f are filter resistance and inductance, respectively. The parameter values can
be found in Table A5. The DC voltage reference, Vdc

∗, and positive sequence bus voltage
magnitude reference, |V+|∗, can be tracked if we choose the control Vdconv, and Vqconv,
as follows:

Vdconv = Vdcomp + PI1(PI2(Vdc
∗ − Vdc)− id), (13)

Vqconv = Vqcomp + PI1
(

PI2(
∣∣V+

∣∣∗−∣∣V+

∣∣)− iq
)
, (14)

where PI1 is a proportional and integral controller that forms the inner loop and tracks the
dq-axis current, whose reference is generated by the PI2, where PI2 is a proportional and
integral controller that forms the external loop and tracks the DC voltage or the positive
sequence bus voltage magnitude.

Vdcomp = vdg + iqωsL f (15)

Vqcomp = vqg − idωsL f (16)

By choosing Vdcomp and Vqcomp, we can cancel out the cross-coupling of states, iq and
id, in Equation (12). The PI controllers can be tuned using transfer function approximations
of the compensated filters and pole placement techniques. Here, v and V indicate measured
and controlled voltage. Subscripts d, q, comp, conv, and g stand for d-axis, q-axis, com-
pensation, converter-side values, and grid-side values; ωs is the synchronous frequency
in rads/s.

2.7. TPSH Plant Model and Control

A 100 MW TPSH dynamic model was constructed in Simulink with parameters listed
in Table A3. The TPSH turbine and governor model was constructed as described in
previous works and studies [7,26] with a few changes to accommodate the logic flags for
automatic mode change. This model is available in Figure A1. The automatic mode change
control allowed the TPSH to change its modes simply on the basis of the desired power
reference. To further detail the automatic mode change control, the pseudocode for the
mode change is provided in Appendix B. According to this pseudocode, the controller
generates logic flags ρp, and ρt , with which it changes the mode of operation of the TPSH.
The logic flags indicate on or off commands to the pump and turbine, respectively. The
synchronous machine used for the TPSH is a sixth-order machine model [27], with a
standard IEEE Type1 excitation system [28], without any stabilizer. All these components
are readily available in Simulink libraries. The parameters used for all these components are
provided in Tables A1–A3. The model was implemented in [7,26], which demonstrated that
it can describe the reference tracking performance, the fast frequency response performance
of the TPSH in both turbine and pump mode, and its mode change capability.

3. Results

3.1. Implementation

The important model modifications and techniques used while implementing the
model shown in Figure 3 were as follows:

• Although the TPSH mode change capability can be used in firming, it was avoided.
This was done mainly to avoid repeated mode change and oscillation between modes,
which can lead to early failure of the ternary set.

• The excitation system of the TPSH and inverters maintain the voltage set or determined
by the load flow performed before the initialization.
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• The TPSH model implemented head by dividing the discharge by the gate command.
The gate command is limited to a minimum value of Gmin > 0. Thus, the TPSH model
would never have a 0 output for mechanical and electrical power.

• The reverse saturation current depends on the photo current, which created an alge-
braic loop. To break this algebraic loop, a unit delay was used.

• Through MATLAB code, the neural network toolbox of MATLAB allowed the training
of the NNs and deployment of the NNs into Simulink, with a particular sample time
suited for the simulation.

• To avoid a time-varying filter model, ωs in Equation (12) was fixed at ωo with 60 Hz
as the nominal frequency.

• For the simulation of the 9-bus system in pump mode with HSC and pure pump mode,
real and reactive power loads at buses 5, 7, and 9 were reduced to 50% for HSC mode
and 10% for pure pump mode.

3.2. PV Plant Set Point Tracking

To show the accuracy and efficiency of the PV plant and array control, the PV plant
with four 25 MW arrays was integrated to an infinite bus and tested for its set-point tracking
capability. The main aim of performing set-point tracking is to validate the control scheme
described in Figure 5. The solar irradiation levels for the four PV arrays were set to 850, 950,
900, and 400 W/m2 with temperature set to 25 ◦C. Step increments of power reference were
made at intervals of 5 s to replicate automatic generation control (AGC) signals. If all arrays
were curtailed by 10% with insolation levels being 850, 950, 900, and 400 W/m2, array 4
would have the least amount of reserves. When the AGC step change was equally divided,
array 4 was not be able to supply its share accurately as array 4 would saturate at its own
MPP faster than the others and, hence, would cause inaccurate tracking of the set-point,
as we can see at t = 7, 11, and 24 s in Figure 8a. However, when the set-point change was
divided in proportion to the reserve of each array, accuracy of set-point tracking increased,
as shown in Figure 8b. In other words, the controls were able to coordinate unshaded and
shaded arrays to meet a particular set-point.

It was also noticed that the set-point tracking with neural networks was highly accu-
rate. From Figure 8, the output was tracked accurately when the desired output was below
the MPP. However, if the desired output was greater than the MPP of the plant, the output
saturated at the MPP, as observed from t = 11 to 24 s. Figure 8c reflects the accurate and
smooth performance of the inverter controls.

3.3. Hybrid Plant Set Point Tracking

Although the PV plant can perform set-point tracking, it can only do so within certain
limits of available PV power. Thus, the reserve provided by the PV system was used for
primary frequency response and TPSH response enhancement only. When the set-point for
the hybrid plant changes, the PV plant momentarily responds to correct the error between
the hydro plant and the reference model as dictated by the plant control system in Figure 3.

In Figure 9b,d,f, at t = 10 s, when the reference increased, the PV system was first to
respond and then attempted to absorb the reverse response of the hydro turbine governor
system. This capability decreases the response time of the plant and prevents the hydraulic
nonlinearities from interfering with the grid, as can be seen in Figure 9a,c,e. However, the
PV plant did not compensate for the tracking error completely due to the delays in the
inverter control. Moreover, due to its nonlinear nature, the TPSH model exhibited greater
oscillations on set-point reduction, which resulted in an increase in transient set-point
tracking error. Nonetheless, this capability also provided the plant with pump mode
flexibility, as can be seen in Figure 9e.
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(a) (b) 

 
(c) 

Figure 8. Plant control capability when the (a) reference was equally divided, and (b) reference was
divided proportional to the reserve; (c) inverter control performance.

3.4. PV Firming Results

TPSH can perform firming only in generation mode and pump mode with HSC
active. While mechanical governors cannot be used to compensate for rapid changes in
PV, they can be used for slow changes in PV. A low-pass filter is used to filter out the
fast transients in the PV output as shown in Figure 3, while the self-compensation feature
through ΔPPV_comp of the PV inverter controls is used for compensating fast changes in PV
and for the damping transients due to mode change from pump to generation mode of the
TPSH. Figures 10–12 show a case study for one day. To ease the simulation burden, certain
sections of the day were picked and simulated separately.
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(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 9. Set-point tracking capability and individual power output of the PV and TPSH plant in (a,b) generation mode,
(c,d) pump mode with hydraulic short-circuit, (e,f) pure pump mode.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 10. PV firming from t = 420 min to t = 450 min showing (a) irradiance profile, (b) required TPSH power to meet
baseload, (c) firmed PV power (d) power output from PV and TPSH during dynamic simulation to meet set-point (e) speed
and (f) terminal voltage during simulation.
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(a) (b) (c) 

Figure 11. PV firming from t = 610 min to t = 640 min showing (a) power output from PV and TPSH during dynamic
simulation to meet set-point (b) speed and (c) terminal voltage during simulation.

 
(a) (b) 

Figure 12. Transition firming showing (a) net response of the hybrid plant and (b) power output from PV and TPSH during
dynamic simulation to meet set-point.

The steady-state simulation of the day is shown in Figure 10a–c. In Figure 10a, we see
the PV profile with and without curtailment and the base load. The aim of the controls
was to modify Figure 10a into Figure 10c using actions in Figure 10b. The base load in the
morning hours was ignored, and the plant was allowed to ramp up to the base load, which
would support load increase. Figure 10d–f display the dynamic simulation results for a
period of 30 min (from t = 420 min to t = 450 min) of the profile in Figure 10a. During this
period, the TPSH operated in pump mode with HSC and was seen to adjust its output
to minimize the error in set-point tracking. By operating in pump mode with HSC, it
prevented curtailment of the PV system. However, since the TPSH was prevented from
transitioning into the generation mode and due to reserve limitations, it could not reduce
the plant’s tracking error to zero.
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Figure 11 shows the firming effect of the controls using the generation mode of the
TPSH. Due to the availability of upward reserve, the set-point was tracked with small
transient errors. As shown in Figure 10a, the TPSH changed its mode from HSC to
generation, as scheduled to meet the increase in base load from 50% to 70%. The dynamic
simulation of this phase is shown in Figure 12. The TPSH had a minimum generation of
40%, and the available PV was 50%. The controls curtailed the PV system to compensate
for the transition transients of the TPSH and meet the base load of 70%. The PV system
saturated and was unable to completely compensate for the transition transients.

3.5. Fast Frequency Response of Hybrid Plant in IEEE 9-Bus System

The above tests verified the secondary control capability of the hybrid plant and its
controls. The subsequent tests were performed to verify the primary controls. The hybrid
plant was integrated to the IEEE 9-bus system [29], as indicated in Figure 13, and a load was
applied suddenly at bus 5 at t = 60 s. As a result, the frequency of the system declined. The
frequency profile for this test is shown in Figure 14a,c,e, where the TPSH is in generation
mode, pump mode with HSC active, and pure pump mode. The real power contributions
from the hybrid and TPSH plant are compared in Figure 14b,d,f. In all cases, the hybrid
plant outperformed the TPSH plant in that it improved the frequency nadir and damped
frequency oscillations. This was mainly attributed to the joint response of the PV and
TPSH plant. The PV plant utilized its reserves for inertia control and droop control, to
support frequency.

 
Figure 13. IEEE 9-bus system with proposed PV plant and controls at bus 3.
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(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 14. FFR results of frequency and real power output: (a,b) generation mode, (c,d) pump mode
with HSC, and (e,f) pure pump mode.

4. Conclusions

To cope with high flexibility and resilience requirements of future low inertia power
systems, this paper proposes a novel PV + TPSH hybrid plant and designs its controls
using a neural network-based structure. The TPSH was chosen because of its pump
mode flexibility. The aim was to exploit the flexibility of the TPSH and leverage the
controller-induced flexibility of the PV system to make the hybrid plant be-have as a
conventional plant. The advantages of the proposed hybrid configuration include (a) the
addition of generation capacity, (d) the formation of a self-sufficient source, and (d) reduced
transmission loss in pump mode. If a floating PV system is used, the additional advantages
of that can be realized as well.

The designed controls can be decomposed into three parts: (a) hybrid plant control,
(b) PV plant control, and (c) TPSH plant control. The hybrid plant control distributes the
set-point among the TPSH and PV systems, while the array controls make sure that the
hybrid plant control commands are followed accurately, and that the primary control is

37



Energies 2021, 14, 4397

provided. The TPSH control is a nominal hydro-governor enhanced with mode change
capability. To control the PV arrays, a neural network-based reference governor framework
was used, with a mixture of CFNN and FFNN. Here, two separate neural networks are
used to accurately regress the required DC link voltage and the maximum power as a
function of irradiance and temperature.

Through detailed simulation case studies, it was shown that, using the designed
controls within operational constraints, the hybrid plant behaved like a conventional plant.
In addition to configuration advantages mentioned above, it is concluded that the controls
can (a) enable the PV plant to track set-points, (b) coordinate the response and coordination
of shaded and unshaded PV arrays, (c) enhance the response of the TPSH plant for set-point
tracking in generation and pump mode with HSC, (d) enable pure pump mode set-point
tracking (f) can firm the PV plant with array control, systematic curtailment and TPSH
response, and (g) enhance fast frequency response through combined response of PV and
TPSH.
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Appendix A

The parameter values used for TPSH governor turbine, excitation, and synchronous
machine can be found in the tables below.

Table A1. Synchronous machine parameters [28].

Pn (MVA) Vn
(Vrms) fn (Hz)

[Xd Xd’ Xd” Xq
Xq” Xl] (pu):

[Td’ Td” Tqo”]
(s):

Rs (pu): H (s) F (pu) p (-)

[100 18,000 60]
[1.305, 0.296,
0.252, 0.474,
0.243, 0.18]

[1.01, 0.053, 0.1] 2.8544 × 10−3 [3.7 0 32]

Table A2. Exciter parameters [29].

Tr Ka, Ta (s) Ke, Te (s) Tb (s), Tc (s) Kf, Tf Efmin,
Efmax, Kp

0.02 200, 0.001 1, 0 0, 0 0.001, 1 s 0, 7, 0

Table A3. Governor turbine system parameters referring to Figure A1.

Kg and Kp τg and τp Dturb Twt Twp At fp

1 0.5 0.5 1.605 1.605 0.98 0.0003042

Kp Ki Kd Tf Ht and Hp Gmax and
Gmin

VGmax
and Vgmin

0.5818 0.105 0.015 0.001 1 1 & 0.01 ±0.1/s

Qnl Rp τf and
τpe

0.06 0.05 0.01
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Figure A1. Governor and turbine model for the TPSH.

Appendix B

The pseudo code for the automatic mode change algorithm is described below. Here,
the modes 1, 2, and 3 correspond to generation, pump, and pump with hydraulic short-
circuit modes; MC indicates the required mode change where, for example, 23 indicates
pump to pump with hydraulic short-circuit; ρp and ρt are binary variables that indicate
on/off status for the pump and turbine gates as in Figure A1.
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Algorithm A1. Automatic mode change of TPSH

if MC is 23
set ρp as 1 and ρt as 1;
update Pref as 1+Pref;
set Present mode as 3;

if MC is 12
update Pref as 0;
if Pe is less than εe

set ρp as 1 and ρt as 0;
set Present mode as 2;

else
set ρp as 0 and ρt as 0;
set Present mode as 1;

if MC is 13
set ρp as 1;
if Pe is less than εe

update Pref as 1 + Pref;
set ρt as 1;
set Present mode as 3;

else
set Present mode as 1;

if MC is 21
set ρp as 0;
if Pe is greater than -εe

set ρt as 1;
set Present mode is 1;

else
update Pref as 0;
set ρt as 0;
set Present mode as 2;

if MC is 32
update Pref as 0;
set ρt as 0;
set ρp as 1;
set Present mode as 2;

if MC is 31
set ρp as 0;
update Pref as Pref;
set ρt as 1;

set Present mode as 1;
if Pref is greater than 0

set ρt as 1;
set ρp as 0;
set Present mode as 1;

elseif Pref is lesser than -.6
update Pref as 0;
set ρt as 0;
set ρp as 1;
set Present mode as 2;

elseif Pref is lesser than 0 and Pref is greater than -.6
update Pref as 1 + Pref;
set ρt as 1;
set ρp as 1;
set Present mode as 3;

Appendix C

The parameters for the solar PV modules and inverters are presented below.

40



Energies 2021, 14, 4397

Table A4. Solar module parameters [30].

Rsh Rs Isc Voc Ncell

313.3991 0.39383 7.84 36.3 60

Table A5. Inverter and filter parameters.

Lf Rf DC Link
Voltage

Cdc Nominal
Power

Phase-to-
Phase
Vrms

0.15 pu 0.0015 pu 1200 600 uF 25 MVA 575

Appendix D

Error frequency distributions for NN_P are given below.

 
(a) (b) 

 
(c) 

Figure A2. Error frequency distributions with (a) curve fit, (b) feed forward NN, and (c) cascade-forward NN.

Error frequency distributions for NN_V are given below.
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(a) (b) 

Figure A3. Error frequency distributions with (a) feed forward NN, and (b) cascade-forward NN.
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Abstract: In order to increase the lifespan of hydraulic turbines in hydropower plants, it is necessary
to minimize damages caused by sediment erosion. One solution is to reduce the amount of sediments
by improving the design of sand trap. In the present work, the effects on sand trap efficiency by
installing v-shaped rake structures for flow distribution and rib structures for sediment trapping is
investigated numerically using the SAS–SST turbulence model. The v-shaped rake structures are
located in the diffuser near the inlet of the sand trap, while the ribs cover a section of the bed in
the downstream end. Three-dimensional models of the sand trap in Tonstad hydropower plant are
created. The present study showed that integrating rib type structure can reduce the total weight
of sediments escaping the sand trap by 24.5%, which leads to an improved sand trap efficiency.
Consequently, the head loss in the sand trap is increased by 1.8%. By additionally including the
v-shaped rakes, the total weight of sediments escaping the sand trap is instead increased by 48.5%,
thus worsening the sand trap efficiency. This increases head loss by 12.7%. The results also show that
turbulent flow commencing at the sand trap diffuser prevents the downstream settling of sediments
with a diameter of less than one millimeter. The hydraulic representation of the numerical model is
validated by comparison with particle image velocimetry measurements of the flow field from scale
experiments and ADCP measurements from the prototype. The tested rib design has not previously
been installed in a hydropower plant, and can be recommended. The tested v-shaped rakes have
been installed in existing hydropower plants, but this practice should be reconsidered.

Keywords: hydropower; CFD; sand trap; sediment transport; particle; multiphase

1. Introduction

Sediment handling and erosion in hydropower plants have been long-standing engi-
neering challenges. Hydropower plants are often upgraded and refurbished to improve
performance and plant capacity. Sediment handling in hydropower plants can be done
through catchment manipulation, dam and intake design, tunnel lining, sand traps, and
turbine design. The motivation of the work is the upgrading and refurbishment of existing
hydropower plants. After upgrading their installed capacity, several large Norwegian
hydropower plants experienced operational problems associated with sediments entering
the penstock and causing erosion to the turbine [1]. Moreover, a higher variability in power
demand in recent years has led to some plants converting from base-load to peak-load
production. This results in variable discharge through the tunnels, which stirs up sediments
from the tunnel bed in unlined tunnels with remaining rock material on the invert, which
is typical in Norwegian hydropower plants. Currently, the power plant does not have
a system to indicate how much sediment actually passes through the sand trap and is
transported through the turbine. To the authors experience, this is the typical situation for
hydropower sand traps. For comparison, the records of removed sediments since 2015 are
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in the range from 150 m3 to 15 m3 per year, with a decreasing trend. Sediments can cause
damage to the turbine through abrasion on the turbine surfaces. Larger particles may also
cause larger dents on the turbines. Such damage results in reduced turbine efficiency and
reduced structural integrity of the turbine components. The damage may, in turn, trigger
increased cavitation that accelerates the degradation [2,3].

Tonstad hydropower plant, located in the mountains of southwestern Norway, is
currently experiencing such challenges. In 1988, the plant upgraded its capacity from
640 to 960 MW by installing a new 320 MW Francis turbine. An additional penstock, surge
tank, and sand trap were built. However, the unlined headrace tunnel was left untouched.
It was expected that the higher discharge required to run all three turbines would lead to
an increased amount of sand and rocks to be flushed into the turbines. However, the actual
amount of sediments being transported with the flow was surprisingly large. One of the
reasons for the increased amount of sediment transport is the poor design of the sand trap,
which was designed in the 1960s and is now underperforming.

Figure 1 shows the layout of a typical high-head hydropower plant. A sand trap
is a section of the water way, typically located immediately upstream of the penstock.
This allows the headrace tunnel, with the remaining stone and sand material after its
construction, to be unlined. Sand traps are designed to reduce flow velocity, which allows
sediments to settle easier. The velocity is typically reduced by 30 to 50% [1]. This is done by
increasing the cross-sectional area of the tunnel. The main challenge is poor performance of
sand trap, which is intended to trap sediments before they reach the penstock. A proposal
to improve sand trap performance is to cover sections of the bed with concrete ribs. This
has been shown in physical experiments to create a low-velocity zone beneath the ribs,
protecting sediments on the bed from being stirred up, while also allowing sediments to
fall through the gaps between ribs [4,5]. Another proposal is to install rows of v-shaped
rakes in the diffuser at the sand trap inlet. Increased levels of turbulence, such as those
induced by these v-shaped rakes, has been shown to increase sediment settling speeds for
certain particle sizes in numerical studies by Maxey in 1987 [6] and Wang and Maxey in
1993 [7]. This was later confirmed in physical experiments by Aliseda et al. in 2002 [8]. In
these studies, sediments were found to settle in the peripheries of local vortex structures,
which is coupled to a sweeping of sediments in directions normal to the flow.

Figure 1. Layout of a typical high-head hydropower plant. The sand trap is marked with red color.

Several scientific studies have been conducted on the topic of sediment transport in
hydropower sand traps. Olsen and Skoglund modelled the flow of water and sediment
in a three-dimensional sand trap geometry using the k − ε turbulence model [9]. After
including modifications to the turbulence model, both the flow field solution and sediment
concentration calculations were in agreement with experimental procedures. Kjellesvig and
Olsen modelled the bed changes in a sand trap using the transient convection–diffusion
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equation for sediment concentration and an adaptive grid adjusting for changes in the
bed [10]. Large amounts of sediments could be seen being moved through the geometry
in the simulations. The results compared well to physical model tests. Bråtveit and Olsen
used 3D computational fluid dynamics (CFD) simulations to calibrate horizontal acoustic
Doppler current profilers (H-ADCP) in the Tonstad sand trap [11]. The study found that
the 3D CFD simulations could accurately calibrate the H-ADCP while also assessing the
flow conditions at the locations of installation. Almeland et al. computed water flow
in a model of the Tonstad sand trap using different versions of the k − ε turbulence
model [12]. Depending on the discretisation scheme, grid resolution, and turbulence
model, the computations showed the flow field to follow both the left side, right side, and
centre of the diffuser. Field measurements showed that the main current followed the
centre of the diffuser.

The present work is part of an ongoing sand trap research project. In previous work by
Richter et al., it was found that implementing ribs just upstream of the penstock increased
sand trap efficiency dramatically, as sediments were trapped in the low-velocity zone
underneath the ribs [4,5]. Havrevoll et al. performed PIV analyses on the flow around
ribs in the sand trap to investigate sediment settling characteristics. They showed that ribs
successfully separate the flow field [13]. Daxnerova performed experiments on a physical
scale model of the sand trap at NTNU to determine the effects of installing various calming
flow structure designs in the diffuser [14]. The best performing design from Daxnerova’s
research, a v-shaped rake type structure, will be further studied in this work.

The objective of the present work is to assess the changes in sand trap efficiency when
including ribs in the downstream end of the sand trap. The effects on the turbulence
dissipation and sediment trajectories by including v-shaped rakes in the diffuser will be
investigated. The work aims to reproduce results from experiments on physical scale
models of the sand trap in order to gain further confidence in the experimental results.

2. Materials and Methods

2.1. Sediment Transport Theory

When sediments at the tunnel bed are subjected to shear stresses higher than what is re-
quired to loosen them from the bed load, the sediments will be suspended and transported
with the flow. Sediment transport can be divided into two main categories, depending on
the shear velocity to settling velocity ratio of the particles, u∗ > w [15]. These categories
are suspended load and bed load. Suspended load consists of finer particles that have low
inertia and settling velocities due to their low mass. They are therefore transported further
by the flow before settling compared with bed load sediments. Bed load usually consists
of rocks and larger grains of sand that are too heavy to be suspended in water for longer
durations. They are instead transported by sliding, saltating, or rolling along the sediment
bed, as illustrated in Figure 2.

In order to determine if the upgrades improve sediment settling, it is necessary
to measure the sand trap efficiency. The most straightforward method to compute the
efficiency is a sediment-mass-based approach. Here, the ratio of the total mass of sediments
injected at the inlet and escaped through the outlet is found. The efficiency can then be
calculated as in Equation (1)

η = 1 − Φs,out

Φs,in
, (1)

where η is the sand trap efficiency and Φ represents the mass of sediment. Time-integrated
particle mass flow reports created at the end of simulations will be used to find the inflow
and outflow of sediments and then calculate sand trap efficiencies.
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Figure 2. Types of sediment transport.

2.2. Head Loss

Installing new structures in the waterways could increase energy losses in the flow.
This is mainly due to increased friction. This will affect the total head loss and, ulti-
mately, the performance of the power plant. The head loss should therefore be minimised.
Losses due to friction are determined by using the Darcy–Weisbach friction factor, seen in
Equation (2).

h f = f
L × v2

D × 2g
, (2)

where h f (m) is the head loss, f is the dimensionless Darcy friction factor, L (m) is the length
of the pipe, v (m/s) is the mean velocity of the flow, D (m) is the diameter of the tunnel,
and g (m/s2) is the gravitational acceleration. To ensure correct head loss calculations, it is
important to find the correct Darcy friction factor. Using a Moody diagram, the friction
factor can be found by determining the Reynolds number and relative roughness of the
flow situation. In the present work, the Darcy–Weisbach equation form based on the
pressure drop (Equation (3)) will be used to find the head loss caused by the upgrades.

ΔhL =
Δp
ρg

, (3)

where ΔhL is the head loss, Δp (Pa) is the pressure difference between two points, and ρ
(kg/m3) is the fluid density. The head loss in each of the geometries will be measured in
post-processing. The head loss in the base case will be subtracted from each of the other
cases, where the difference is the increased head loss caused by the upgrades.

2.3. Turbulence Modelling

To model the turbulent flow behaviour in the present work, the scale-adaptive simula-
tion shear stress transport (SAS–SST) turbulence model was used. The model was found
to perform better than the conventional RANS formulations in similar cases during the
underlying project work. It introduces the Von Karman length scale into the turbulence
scale equation to adapt to different turbulence structure sizes, while using base RANS
equations in areas where the flow behaves more similar to steady state [16]. The SAS–SST
are as follows:

∂k
∂t

+
∂ujk
∂xj

= Pk − β∗ωk +
∂

∂xj

[
(ν +

νt

σk
)

∂k
∂xj

]
(4)
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∂ω

∂t
+

∂

∂xj
(ujω) =

∂

∂xj

[
(ν +

νt

σω
)

∂ω

∂xj

]
− βω2 + Cω + αS2(1 + PSAS) (5)

νt ∝
k
ω

, PSAS = ζ2κ
L

LvK,3D
, LvK,3D = κ

S
U′′ . (6)

In these equations, S and U′′ are generic first- and second-velocity derivatives, respec-
tively. The SAS–SST model builds on the SST k-omega model by implementing an extra
production term in the ω-equation, PSAS. This term is attuned to transient fluctuations
in the flow. In regions with a fine mesh where the flow is becoming unsteady, LvK,3D
is reduced, increasing the production term. This will result in a large ω and, therefore,
reduced k and νt values. In this way, the unsteadiness is not dampened, but is instead
included as a part of the turbulence that is being resolved, leading to greater accuracy.
A reduction of the turbulent viscosity dissipation occurs, which makes the momentum
equations interpret the flow as transient rather than steady [17].

2.4. Computational Setup

The Tonstad power plant sand trap is 184 m-long, and the main tunnel has a cross-
sectional area of around 9.9 m × 11 m (around 119 m2). A picture of the prototype sand
trap is shown in Figure 3. A 3D model of the sand trap is developed using engineering
CAD software, see Figure 4. It was created from engineering drawings provided by the
Sira-Kvina power company—the owner of the plant—and consists of a rectangular inlet
section, a diffuser, a long tunnel section with a gentle slope, and a weir in the invert where
the tunnel transitions into the penstock. This model is used as a base to add upgrades to in
two other models. The additional models were created to test the effects of the upgrades,
where one model includes only ribs and another includes both ribs and v-shaped rakes.

Figure 3. Picture of a prototype sand trap tunnel at hydropower plant; courtesy of Sira-Kvina kraftselskap.
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Figure 4. (a) Sand trap without upgrades. The distance from the end of the diffuser to the weir is
184 m. The diffuser is 16 m-long. The sand trap tunnel has a cross-sectional area of 119 m2. (b) Ribs.
The ribs are placed just upstream of the penstock, and are 1 m-wide and spaced 1 m-apart. The ramp
has an 8% inclination. (c) Top view of the v-shaped rakes in the diffuser. The v-shaped rakes measure
6 m in height. Distances tip-to-tip between rakes are 1 m and 0.8 m for the upstream and downstream
row, respectively. Zoomed part shows rake dimensions.

The ribs are placed just upstream of the penstock, in combination with the weir.
This setup was tested in experiments [4,5]. The purpose of the ribs is to allow bed load
sediments to fall between the ribs, while water is minimally affected. There are five ribs
in total. The length of the ribs and the gap between ribs both measure 1 m. A ramp is
placed upstream of the ribs to raise them above the bed and create space for sediments
to accumulate. Further, in this way, excavating into the tunnel floor is not necessary. In
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the work by Richter et al., the ramp was also found to protect sediments that had fallen
between the ribs from being resuspended and flushed into the penstock.

The rake structure is made up of two rows of v-shaped rakes, with the tip of the rakes
facing downstream. The rakes measure 6 m in height. Distances between rakes are 1 m
and 0.8 m for the upstream and downstream row, respectively. The purpose of the rakes is
to even the flow of the jet from the inlet and enhance the diffuser effect of slowing down
the flow. The distance from the inlet to the rakes is 25 m, which is approximately 3 times
the diameter. To ensure that stable and developed flow reaches the rakes, a distance of
5–10 times the inlet diameter is necessary. The fact that the flow reaching the rakes may not
be fully developed in the simulations should be taken into consideration when analysing
the results.

The three models of the sand trap are meshed similarly. In all three models, the diffuser
and the invert are both given tetrahedral mesh structures, while the simpler geometries of
the inlet section, tunnel, and penstock have structured hexahedral meshes. The number of
cells in each mesh is >23 × 106. Inflation layers are added along the tunnel walls so that
global y+ < 30. This ensures accurate representation of flow conditions in the boundary
layers. The mesh surrounding the ribs and the rakes are refined further to a maximum cell
size of 0.01 m. Average element sizes in the diffuser, tunnel, and rib section are 1.05 mm,
1.39 mm, and 0.43 mm, respectively.

The chosen advection scheme is the “High Resolution” scheme available in CFX. This
scheme is second-order accurate in smooth regions and reduces its order of accuracy in
regions of high gradients, where unboundedness is a factor. A first-order-accurate scheme
is generally more robust and reaches convergence criteria faster than a second-order-
accurate scheme. However, this comes at the cost of higher numerical diffusion, resulting
in a less-accurate solution. The transient scheme used is the Second-Order Backward
Euler scheme.

Steady state multiphase simulations are run to create initial conditions for the transient
multiphase simulations. The total simulated time for the transient simulations is set to allow
sediments enough time to either reach the bed or exit through the outlet. The simulations
use a discharge of 80 m3/s, which is the discharge when the power plant is operating at
design conditions. The inlet velocity boundary condition represents this mass flow rate.
The wall roughness is 10−3 m in the numerical model. An overview of solution parameters
and boundary conditions is presented in Table 1.

Table 1. Selected parameters and boundary conditions for unsteady simulations.

Parameters Description

Mesh type Structured hexahedral and unstructured tetrahedral.
Model scale 1:1 to prototype.
Analysis type Transient: total time of 1000 s, time step of 0.5 s.
Fluid Incompressible Newtonian fluid, water density and viscosity at 10 C
Boundary conditions Inlet: uniform velocity of 1.14 m/s.

Outlet: total pressure of 0 Pa.
Symmetry plane along center line.

Wall roughness 0.001 m.
Multiphase settings Multiphase model: Discrete phase model/Particle transport solid.

Fluid pair model: One-way coupled.
Sediment mass flow rate: 1000 kg/s.
Sediment particle diameter: Dparticle ∼ N (0.75 mm, 0.25 mm)

Solver controls Advection scheme: High Resolution.
Transient scheme: Second-Order Backward Euler.

Turbulence model SAS–SST.
Convergence control Maximum residuals for pressure, mass-momentum and

turbulent parameters < 10−4. Coefficient loops: 2–3 iterations.

51



Energies 2021, 14, 3882

Multiphase flow was implemented by enabling the particle transport solid model in
CFX, also known as the discrete phase model (DPM). DPM uses the Eulerian–Lagrangian
multiphase model to track the paths of individual particles as they travel through the
domain. It is well-suited for situations such as in the present work, where the volume
fraction of the solid phase is low. The one-way coupled fluid pair model was chosen
to solve the fluid–particle interactions. This model is computationally cheaper than the
two-way coupled model. As the sediment phase’s effect on the fluid phase is negligible
in this case, the one-way coupled model was found to produce satisfactory results. In the
transient multiphase simulations, sediments were injected with uniform distribution over
the inlet during the first 100 s. The mass flow of sediments was set to 1000 kg/s, leading
to a total mass of sediments injected into the sand trap of 105 kg. The sediments were
tracked as they travelled through the model, and the sand trap efficiency was given by the
time-integrated mass flow report at the outlet by the end of the simulation. The sediment
diameters have a normal distribution with a mean of 0.75 mm and a standard deviation of
0.25 mm.

By also ensuring that the solution is mesh independent, the accuracy of the results
are further improved. Mesh independence is achieved when a defining value of the
simulation no longer changes significantly. The purpose of a mesh-independence study
is to minimise the discretisation error resulted from approximating the geometry during
the meshing stage [18]. The model with both rakes and ribs was used for the mesh-
independence study. Three different mesh qualities were used. Following the procedure
described by Celik I. B. et al. [19], an estimation of the discretisation error was obtained. In
the calculations, N is the number of cells; h is the representative cell size; r is the refinement
factor; φ is the pressure drop from inlet to outlet; p is the apparent order of the method; φext
are the extrapolated values of φ; ea and eext are the approximate and extrapolated relative
errors, respectively; and GCIfine is the fine-grid convergence index. The mesh discretisation
error was found to be 1.4%. The results of the calculations are presented in Table 2. The fine
mesh with 26.9 million cells is considered for further analysis and will be used to conduct
the final numerical studies.

Table 2. Parameters of the mesh-independence study.

Parameter Value

N1, N2, N3 26.9 × 106, 9.7 × 106, 4.3 × 106

h1, h2, h3 0.08, 0.11, 0.14
r21 1.4
r32 1.3
φ1 1838
φ2 1860
φ3 1897
p 2.1
φ21

ext 1.8 × 103

e21
a 0.0068%

e21
ext 0.0458%

GCI21
f ine 1.4%

The simulation results are verified by ensuring that residuals reach a satisfactory
convergence criteria and that there is a stable mass flow through the domain. This signifies
that the solution is computationally correct. The hydraulic representation of the numerical
model will be validated by comparison with PIV measurements on a physical scale model
of the sand trap and to ADCP measurements from the prototype sand trap [4,20]. As the
flow state is highly stochastic, the velocity distributions will never be identical. However,
it is useful to make sure that the jet in the diffuser observed in the PIV measurements also
exists in the simulated flow. It is also important to ensure that the simulated velocities are
of reasonable magnitudes.
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3. Results and Discussions

The results will mainly focus on how the velocity, vorticity, turbulence, and settling
patterns vary between the three distinct models, as these are the key factors that affect sand
trap efficiency in this case.

3.1. Sand Trap Efficiency

The sand trap efficiencies of the different models were obtained by creating a time-
integrated particle mass flow report. This measures the total sediment mass entering the
domain through the inlet and exiting through the outlet. The total time of 1000 s was found
to be sufficient for all suspended sediments to exit the domain while remaining sediments
are travelling along the bed. In the models with ribs implemented, sediments travelling
along the bed are observed to pour into the gaps between ribs. At the end of simulation,
not all sediments travelling along the bed have reached the ribs. However, a precedent
is set by the sediments that do reach the ribs. These are all seen to pour into the the ribs
instead of passing over them, indicating that this will also be the case for the remaining
sediments. Due to limited computational resources, running the simulations for longer
was not feasible. Running the simulations until all sediments are either completely settled
or out of the domain could affect the sand trap efficiencies.

Using the model without upgrades as the base line, the mass of sediments exiting
through the outlet is reduced by 24.5% from 2.5 × 103 to 1.9 × 103 kg by including the ribs.
This indicates that the ribs are more effective at capturing and trapping bed load sediments
than only the weir. By also adding the v-shaped rakes, the amount of sediments escaping
the sand trap is increased by 48.5% from 2.5 × 103 to 3.7 × 103 kg compared with the model
without upgrades. The amount of larger sediments trapped can be assumed to be similar
before and after including the rakes, as larger sediments cannot be seen to escape the sand
trap in neither particle track plots. The lack of performance from the model with rakes
included can therefore be attributed to the turbulent vortices preventing smaller sediments
to settle. This reduces sand trap efficiency. The sand trap efficiency of the different models
are listed in Table 3.

Table 3. Sand trap efficiencies.

Model Sediments Injected Sediments Exited Sand Trap Efficiency

No upgrades 105 kg 2.5 × 103 kg 97.5%
Ribs 105 kg 1.9 × 103 kg 98.1%
V-shaped rakes and ribs 105 kg 3.7 × 103 kg 96.3%

In all simulations, the divide between suspended load and bed load appears to
be around 1 mm in diameter. The majority of sediments that remain suspended until
escaping the sand trap are smaller than 1 mm, while the larger sediments travel along
the bed by sliding, saltating, or rolling. Models for simulating sediment resuspension
were not included in the simulations. The bed load sediments are therefore not observed
to be resuspended. It has previously been shown that for classically dimensioned sand
traps, sediment resuspension mostly occurs for sediments with grain sizes smaller than
2 × 10−4 m [21]. This is below the range of grain sizes used in the present work. Further
analyses could be done with the resuspension models included and with smaller grain
sizes to investigate the rate of sediment resuspension from the bed load. To further improve
the sand trap efficiency, a flow calmer in the shape of horizontal bars, as suggested by
Richter, should be tested. Instead of acting as a bluff body and inducing turbulence, this
flow calmer could break up turbulence structures and improve settling characteristics for
smaller sediments. Smoothing the transition between inlet and diffuser by reducing the
inclination of the slope was suggested as an option to further increase the settling of smaller
sediments [5]. However, it was found that this solution does not significantly improve the
jet flow behaviour in the diffuser, thus not improving the settling of small sediments.
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Looking at particle track plots of the different models, it appears that particles that
reach the tunnel bed before passing over the ribs will indeed fall between them. This
confirms the discovery from experiments by Richter et al. [4,5]. Sediments that remain
suspended when passing the ribs will generally escape the sand trap. The amount of
suspended sediments vary depending on if rakes are included in the diffuser or not. In
the results where the rakes are not included, the suspended sediments are gathered closer
towards the bottom of the tunnel. When rakes are included, the suspended sediments are
of greater numbers and are more dispersed over the tunnel cross-section. This is believed
to be caused by the turbulence from the rakes.

3.2. Head Losses

The head loss, ΔhL, of the different models was calculated from the steady-state
simulations using the pressure-drop-based Darcy–Weisbach equation in Equation (3). The
pressure difference, Δp, is calculated between the inlet and outlet faces of the models.
Using the head loss in the model with no upgrades as a base value, the increased head loss
caused by the upgrades was calculated by finding the difference in head loss between each
of the upgraded models and the base value.

As presented in Table 4, the head loss caused by including just the ribs is 0.003 m,
equating to an increase of 1.8% for the whole sand trap. Combined with the better sand
trap efficiency of this model, this speaks for the value of including ribs in the sand trap. The
model with both ribs and rakes included sees an increase in head loss of 12.7% compared
to the model with no upgrades. The large head loss and the relatively poor sand trap
efficiency of this model make it possible to conclude that other types of improvements to
the sand trap should be pursued instead.

Table 4. Head loss, ΔhL, is calculated using Equation (3). Increased head loss is found by comparison
with the model with no upgrades.

Model ΔhL Increased Head Loss

No upgrades 0.166 m -
Ribs 0.169 m 0.003 m (+1.8%)
V-shaped rakes and ribs 0.187 m 0.021 m (+12.7%)

3.3. No Upgrades

The model with no upgrades represents the sand trap as it stands today, with a diffuser
near the inlet and a weir just upstream of the penstock. The simulation results on the model
with no upgrades give a baseline with which results from the other models can be compared.
In addition, the results on this model will be compared to PIV and ADCP measurements
for validation [4,5]. The velocity contour plot in Figure 5 shows the separation occurring at
the entrance of the diffuser and the jet forming above it. Large circulation zones develop
both in the horizontal and vertical planes at the entrance of the diffuser. These phenomena
were obtained in both PIV results and in other experimental results, thus validating the
simulations in this work [13,20]. Field measurements by Almeland et al. showed that
the main current follows the centre of the diffuser, which can also be seen in the present
results [12].

The turbulence, which develops from the separation in the diffuser, is seen to propa-
gate through the sand trap, see Figure 6. The turbulence appears to dissipate as the flow
reaches the halfway point before increasing as it crosses the weir and enters the penstock.
The slow dissipation of turbulence may be due to the relative smoothness of the tunnel
walls. Increasing the wall roughness to closer resemble the rough unlined tunnel walls in
the prototype would affect the simulation results. One possibility is that turbulence would
dissipate faster because of the increased energy losses. This would lead to improved sedi-
ment settling characteristics in the downstream end of the sand trap. Another possibility is
that the rough walls may introduce even higher turbulence, disturbing sediment settling.
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Figure 5. Velocity distributions in the sand trap with no upgrades included at t = 1000 s. A high-
velocity jet above vortices caused by flow separation can be seen in the diffuser. Further downstream,
the velocity is more evenly distributed.

Figure 6. Sand trap without upgrades, symmetry plane at t = 1000 s. (a) Velocity contour. Flow
separation occurs in the diffuser, which causes a higher flow velocity in the upper part of the diffuser.
Separation is also seen to occur at the weir. (b) Vorticity contour. Flow separation in the diffuser and
at the weir causes vortex generation. (c) Turbulence kinetic energy contour. Turbulence propagating
from the diffuser starts to dissipate before reaching the penstock.

3.4. Sand Trap with Ribs

The flow behaviour upstream of the ribs remains identical to the model without
upgrades. Large vortex structures propagate from the diffuser, where flow separation
occurs. The separation of the flow field around the ribs is presented in Figure 7. This results
in low velocities in the space below the ribs, which improves sediment settling. It can also
be seen that inflow occurs at the last rib. This causes circulation in the downstream end of
the space below the ribs. Sediments begin to settle in the upstream end, and will therefore
be less affected by this circulation. However, this could change as the space fills up with

55



Energies 2021, 14, 3882

sediments. A turbulent boundary layer forms over the ribs from separation at the ramp.
This will be beneficial for the settling of bed load sediments under the ribs, as these will
slow down when entering the boundary layer. The chance of the sediments falling through
the gaps is therefore increased. Flow into the penstock is more turbulent as a consequence
of the turbulent boundary layer.

Figure 7. Extended view of ribs in the symmetry plane at t = 1000 s. (a) Velocity contour. Separation
of the velocity field is visible. Low velocities below ribs increase the chances of sediment settling.
Low-velocity inflow occurs between the last two ribs. This causes circulation in the downstream end
below the ribs. Sediments will begin to settle in the upstream end, and will therefore be less affected
by the circulation. However, this could change as the space fills up with sediments. (b) Vorticity
contour. (c) Turbulence kinetic energy contour. A turbulent boundary layer forms over the ribs due
to separation from the ramp. This will be beneficial for the settling of bed load sediments, as these
will slow down when entering the boundary layer. Flow into the penstock is more turbulent as
a consequence.
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3.5. Sand Trap with Rakes and Ribs

It was hypothesised that the higher turbulence induced by the rakes would increase
settling speed for larger sediment sizes. By studying the particle tracks in the simulation
results, it can be seen from Figure 8 that sediments with a diameter larger than 1 mm tend
to settle earlier in the sand trap compared with the geometries without the rakes in the
diffuser. However, it can be observed that sediments smaller than 1 mm tend to remain
suspended for longer when rakes are included. These smaller sediments have the potential
to cause erosion damage on the turbine blades, and it is therefore desired to prevent these
from escaping the sand trap.

Figure 8. Sand trap with ribs and v-shaped rakes, symmetry plane at t = 1000 s. (a) Velocity contour.
Flow over the rakes is accelerated, while flow going through the rakes slows down and becomes
turbulent. (b) Vorticity contour. High vorticity appears immediately downstream of rakes and
remains throughout the sand trap. (c) Turbulence kinetic energy contour. Rakes induce higher levels
of turbulence than can be seen in models without rakes. Turbulence has not dissipated before the
flow exits the sand trap

The large circulation zones, which also occur in the models without rakes, can be seen
clearly in Figure 9. Sediments are seen to become trapped in these circulation zones in
particle track plots. The flow is separated as it passes the rakes, where flow going over is
accelerated, while flow going through decelerates and becomes turbulent. Vorticity and
turbulence are induced by the vortex shedding at the rakes. The highest levels of turbu-
lence are observed between the two rows of rakes. A large turbulent wake is established
downstream of the rakes and remains until the outlet. In the present work, this has been
shown to decrease sand trap efficiency. The flow downstream of the diffuser when rakes
are included is seen to be more turbulent than when rakes are omitted. As the turbulence
does not dissipate before exiting the sand trap, this causes more turbulent flow to enter
the penstock.

If the height of the rakes was to be increased so that they reach the crown of the tunnel,
it could affect the settling characteristics in multiple ways. One possibility is that increasing
the height of the rakes would cause an earlier onset of turbulence and vorticity, which
again carries small diameter sediments further. From the results in the present work, it
is believed that this would lead to an increase in head loss and a decrease in sand trap
efficiency. Another possibility is that the flow would no longer be divided into high- and
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low-velocity zones downstream of the rakes. Instead, a general reduction in absolute flow
velocity would occur. This could mean that the flow becomes more uniform, which might
be beneficial for sand trap efficiency. In both cases, increasing the flow obstructing area is
likely to increase head loss.

Figure 9. Extended view of v-shaped rakes in symmetry and horizontal planes at t = 1000 s. (a) Veloc-
ity contours. The large circulation zones, which can also be seen in the models without rakes, appear
at the entrance of the diffuser. These zones are observed trapping sediments. Flow is separated going
past the rakes. Flow going over is accelerated, while flow going through is decelerated. Velocity
is highest between rakes. (b) Vorticity contours. Vorticity and turbulence is induced by the vortex
shedding at the rakes. (c) Turbulence kinetic energy contours. The highest levels of turbulence are
observed between the two rows of rakes. A large turbulent wake is established downstream of the
rakes, which has been shown to decrease sand trap efficiency in the present work.

3.6. Consequences for Sand Trap Design

Based on the analysis results it is found that the tested rib design improves the trap
efficiency and can be recommended for new sand traps and retrofitting of existing sand
traps. The tested design was recently developed and presented in Richter et al. [5] and
has not previously been installed in a hydropower plant. The tested v-shaped rakes were
found to decrease the trap efficiency and, in addition, have a larger negative effect on
the head loss. Such v-shaped rakes are installed in several existing hydropower plants,
but this practice should be reconsidered. However, it is noted that only one design of the
v-shaped rakes were tested and other designs may prove to have a positive effect on the
trap efficiency.
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4. Conclusions

It is necessary to minimise sediment erosion to increase the turbine’s lifespan. Three-
dimensional models based on the Tonstad power plant sand trap were created. Versions of
the model include various upgrades to determine their effect on sediment settling. The
numerical domain was discretised by a combination of hexahedral and tetrahedral mesh.
Steady-state and transient multiphase simulations were performed on the models, using
water and sand with a variable grain size. The objective was to investigate how installing
rake- or rib-type structures affect particle sand trap efficiency and head loss.

By investigating the results, it was found that the sand trap with ribs at the outlet
reduces the total weight of sediments exiting the sand trap by 24.5%, while increasing
the head loss by around 1.8%. Installing rakes in the diffuser, although showing signs of
increasing settling speed for larger sediments, was found to increase the total weight of
sediments leaving the sand trap by 48.5%. This led to a reduced sand trap efficiency. In
addition, the rakes caused an increased head loss of 12.7%. It is shown that in all models,
sediments escaping the sand trap have a diameter smaller than one millimetre. These
findings are supported by physical scale experiments on the sand trap [4,5,13]. The results
show that installing ribs at the outlet of the sand trap will reduce sediment transport to the
turbine and increase sand trap efficiency, thus prolonging turbine lifespan at the Tonstad
power plant.

The main novelties from this work are the analysis results for the tested design of
ribs and v-shaped rakes. The tested rib design has previously not been installed in a
hydropower plant, and can be recommended based on the results in this work. The tested
v-shaped rakes have been installed in existing hydropower plants previously, but this
practice should be reconsidered.

For further work, running two-dimensional simulations along the centre line of the
sand trap with the Large Eddy Simulation turbulence model could give a more accurate
representation of the turbulence and sediment settling in the plane. Additional variants
of the rakes should be tested to verify that they still have an adverse effect. The effects of
extending the rakes to reach the crown of the tunnel so that the whole flow area is covered
should also be investigated. Additionally, a model allowing for sediment resuspension
should be explored to better represent sediments bouncing on or being resuspended from
the bed. Further, experimental measurements of the inlet velocity profile are needed to
create realistic and accurate inlet boundary conditions.
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Abstract: Pumped Hydropower Storage (PHS) is the maturest and most economically viable tech-
nology for storing energy and regulating the electrical grid on a large scale. Due to the growing
amount of intermittent renewable energy sources, the necessity of maintaining grid stability increases.
Most PHS facilities today require a geographical topology with large differences in elevation. The
ALPHEUS H2020 EU project has the aim to develop PHS for flat geographical topologies. The present
study was concerned with the initial design of a low-head model counter-rotating pump-turbine. The
machine was numerically analysed during the shutdown and startup sequences using computational
fluid dynamics. The rotational speed of the individual runners was decreased from the design point
to stand-still and increased back to the design point, in both pump and turbine modes. As the
rotational speeds were close to zero, the flow field was chaotic, and a large flow separation occurred
by the blades of the runners. Rapid load variations on the runner blades and reverse flow were
encountered in pump mode as the machine lost the ability to produce head. The loads were less
severe in the turbine mode sequence. Frequency analyses revealed that the blade passing frequencies
and their linear combinations yielded the strongest pulsations in the system.

Keywords: hydropower; pumped hydro storage; low-head; counter-rotating; pump-turbine; transient
sequences; shutdown; startup; OpenFOAM

1. Introduction

The demand to control and regulate the electrical grid to provide grid stability is ever
increasing. This is a consequence of the fact that intermittent renewable energy sources,
e.g., wind and solar, are on the rise and will continue to increase in the coming decades [1].
Pumped Hydro Storage (PHS) is the maturest and most cost-efficient solution to store
energy and thus provide grid stability [2–4]. The oldest PHS power plants date back to
the late 19th Century [5]. In the year 2019, PHS had a capacity of 158 GW worldwide [3].
Traditionally, PHS facilities require very specific site locations to make them economically
feasible. According to Deane et al. [6], the head of the PHS facility is the most essential
criterion, and a higher head is preferable. Most research is thus focused on PHS intended
for higher heads. The ALPHEUS H2020 EU project (“Augmenting Grid Stability Through
Low Head Pumped Hydro Energy Utilization and Storage”) aims to contribute with
economically viable PHS solutions for low- to ultra-low-heads [7,8]. The main goals of
the ALPHEUS project are to achieve a reversible pump-turbine with a power of 10 MW, a
round-trip efficiency of 70–80%, and heads in the region of 2–20 m. The ALPHEUS project
focuses on three pump-turbine designs, a shaft-driven Counter-Rotating Pump-Turbine
(CRPT), a rim-driven CRPT, and a positive displacement configuration. In the present
paper, a model scale of an initial design of the shaft-driven CRPT is considered.

Wintucky and Stewart [9] concluded already in the 1950s that a counter-rotating
turbine may have 2–4% higher overall efficiency compared to a single-rotor configura-
tion. The concept of a counter-rotating propeller configuration is commonly associated
with marine or aeroplane propulsion systems [10]. In recent years, the counter-rotating
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propeller configuration has been investigated as a reversible hydropower pump-turbine
unit. Furukawa et al. [11] stated in 2007 that a CRPT, compared to a single rotor, can have
a smaller shroud diameter, a lower rotational speed, and a wider range of operation at
high efficiency with an individual speed control of the two runners. In a multi-objective
optimisation of a CRPT, Kim et al. [12] showed that a hydraulic efficiency of close to 80%
in turbine mode and above 85% in pump mode could be achieved, for a wide range of
operating conditions. A CRPT has been analysed in pump mode with unsteady Com-
putational Fluid Dynamics (CFD) simulations and validated with experimental test data
by Momosaki et al. [13]. It was concluded that unsteady computations are required to
accurately predict the performance of the CRPT, even at the design point.

Recent studies of Francis-like pump-turbines have shown that it is possible to numer-
ically predict the flow characteristics during transient sequences such as load-rejection
and mode-switching [14–17]. The current study investigated the shutdown and startup
sequences for a model-scale CRPT, in both pump and turbine modes. In conventional
Francis-like pump-turbines, guide vanes are used to direct and control the flow [18]. In
contrast to the various Francis-like pump-turbines, the shaft-driven CPRT in the ALPHEUS
project has no guide vanes. It is the head and individual rotational speeds of the runners
that determine the point of operation. The transient sequences include a decrease of the
runner rotational speeds, from the design point to stand-still. The rotational speeds are
later increased from stand-still back to the design point.

2. Design and Operating Conditions

Figure 1 shows the blade geometry of the analysed CRPT, as well as the computational
domain. Conventional Francis-like pump-turbines utilise guide vanes to produce angular
momentum in turbine mode and to reduce angular momentum in pump mode, thus
ensuring high efficiency in both modes. This is not the case for the CRPT as the basic
principle of the CRPT is that the upstream runner is designed to have an axial inflow, while
the counter-rotating downstream runner makes use of the angular momentum leaving
the upstream runner, generating a close to axial flow downstream the runners at the best
efficiency point. Figure 1a shows the blade geometries of Runner 1 (red) and Runner 2
(blue). Runner 1 worked as the upstream runner in pump mode and downstream in turbine
mode. In this study, the CRPT was at model scale, since the numerical results are later to be
validated against experimental test data. Figure 1b shows the full computational domain,
the locations of velocity probing lines, and pressure probe P4. The computational domain
included the two runners, the hub with support struts, and contraction/expansion sections
before/after the machine to focus the kinetic energy. Some parts of the straight pipes were
included in the computational domain to keep the boundary conditions at some distance.
The total length was 12.8-times the diameter of the runners. In pump mode, the flow was
from left to the right, and in turbine mode, it was from right to left.

(a)

Velocity
Line 2

Velocity
Line 1z

P4x

4°

156 mm d  2
70 mm

d 12.8

d1.5
8

(b)
Figure 1. Blade geometry and computational domain. (a) Runner 1 (red) and Runner 2 (blue). (b) Computational domain
with the coordinate system, geometrical dimensions, location of pressure probe P4, and velocity lines 1 and 2. In pump
mode, the flow is from left to right (positive z) and, in turbine mode, from right to left (negative z).

The blade geometries, shown in Figure 1a, were designed by Advanced Design
Technology (ADT) Ltd., as a part of the ALPHEUS H2020 EU project [19]. Runner 1 had
eight blades, while Runner 2 consisted of seven blades. The two runners rotated in opposite
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directions from one another. No guide vanes were utilised, as the upstream runner was
designed to have an axial inflow. The runner hub and shroud diameters were 156 mm and
270 mm, respectively. The machine was operated by individually controlling the rotational
speed of each runner. At the design point in pump mode, Runner 1 rotated at 1423 rpm and
Runner 2 at 1307 rpm. The corresponding rotational speeds in turbine mode were 832 rpm
and 749 rpm. The engineering quantities at the design point are summarised in Table 1.
The net head and power were higher in pump mode since the machine must overcome the
hydraulic losses at the test facility. In turbine mode, those losses were subtracted, yielding
a lower net head and power. The hydraulic efficiency of the machine was roughly the
same in both modes. The head was defined by the total pressure drop of the computational
domains of the runners, coloured red and blue in Figure 1b. The efficiency is calculated in
pump and turbine modes as:

ηPump =
ρgHQ

P
, (1)

ηTurbine =
P

ρgHQ
. (2)

Here, ρ is the fluid density, g is the gravity acceleration, H is the head, and P is the
power. The power was in this work defined as P = TR1ΩR1 + TR2ΩR2, where T is the
torque and Ω is the rotational speed in rad/s of the runners. The subscripts R1 and R2 are
for Runner 1 and Runner 2, respectively.

Table 1. Engineering quantities at the design point in pump and turbine modes.

Pump Turbine Unit

Head 15.3 9.2 m
Power 56.0 20.1 kW
Discharge 333.5 252.9 L/s
Efficiency 89.2 88.2 %

3. Methods

The present CRPT was previously evaluated in detail at the design point in both pump
and turbine mode, with both steady-state and unsteady numerical simulations [20]. In the
present study, shutdown and startup sequences were simulated and analysed using CFD.
The numerical simulations were carried out with the OpenFOAM-v1912 open-source CFD
software [21,22]. As previously mentioned, the runners rotated at individual speeds. For a
given net head, it was the combination of rotational speeds of the runners that controlled
the operating point of the machine. Two full shutdown and startup sequences were carried
out in the present work, one for each mode. The rotational speeds were first decreased,
from the design point to stand-still, and later increased back to the design point. The
evaluated transient sequences are shown in Figure 2. The rotational speeds are presented
as functions of time for the two modes. At time t = 0 s, the flow was fully developed at
the design point, based on the previous simulations. The shutdown sequences started at
time t0,1 = 0.2 s in both modes. The time from the design point to complete stand-still was
2.6 s and 4.5 s in turbine and pump mode, respectively. The runners were at a stand-still
between times tend,1 and t0,2. The startup sequences started at t0,2 and continued to tend,2.
The entire simulation time was 8.0 s in turbine mode and 11.3 s in pump mode. The
transient sequence required less time in turbine mode as the rotational speeds were lower
at the design point compared to in pump mode. The rotational speeds were decreased and
increased symmetrically by a sinusoidal function as:

nr =
nr,DP

2

[
1 + sin

(
π

t − t0

tend − t0
± π

2

)]
. (3)
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Here, n is the rotational speed in rpm, nDP is the rotational speed at the design point,
t is the time, t0 is the start time of the transient, and tend is the end time of the transient.
Index r is 1 or 2 for the corresponding runner. The ± sign is positive when decreasing the
rotational speed and negative when increasing the speed. The sinusoidal shape to change
the rotational speed of the runners was chosen since a sinusoidal function allows a smooth
transition between two constant rotational speeds.
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Figure 2. Rotational speeds of the runners as a function of time during the transient sequences.
Here, R1 and R2 denote Runner 1 and Runner 2, respectively, t0,i and tend,i correspond to the start
respective end time of the transient operation. Index i is 1 for shutdown and 2 for startup. (a) Turbine
mode: t0,1 = 0.2 s, tend,1 = 2.8 s, t0,2 = 4.2 s, tend,2 = 6.8 s. (b) Pump mode: t0,1 = 0.2 s, tend,1 = 4.7 s,
t0,2 = 5.8 s, tend,2 = 10.3 s.

3.1. Governing Equations and Numerical Schemes

The incompressible Navier–Stokes equations were discretised and solved for a com-
putational mesh using the finite volume method [23,24]. The k-ω SST-SAS eddy viscosity
model was employed to take into account the effects of unresolved turbulence. The SAS
modifications to the standard k-ω SST turbulence model allow for a decrease in the turbu-
lent viscosity where the turbulence may be partially or fully resolved [25]. This turbulence
model has recently been successfully used in a number of studies concerning transient
operations in a hydropower context [14,15,26]. The simulations were carried out on the full
3D computational domain shown in Figure 1b. Each runner domain rotated individually
with a solid body rotation, employing an Arbitrary Mesh Interface (AMI) for the transfer of
fluxes at the sliding interfaces [27,28].

The convection terms of the momentum equations were discretised using the second-
order accurate Linear-Upwind Stabilised Transport (LUST) scheme [29]. This is a blended
scheme, utilising a 75% central differencing scheme (linear), for accuracy, and a 25%
second-order upwind scheme (linearUpwind), for stability [30]. The first-order upwind
scheme was used to discretise the convection terms in the transport equations for turbulent
kinetic energy (k) and specific turbulence dissipation rate (ω). The linear scheme with
the Gauss theorem was employed for the gradient schemes of all variables. The implicit,
second-order accurate scheme (backward) was used for temporal discretisation. A constant
time step of Δt = 5 × 10−5 s was used. At the design point, in pump mode, the time step
corresponded to a Courant number of less than 2.2 in 90% of the numerical domain, and
the average Courant number was less than 0.065. The maximum runner rotation was 0.44°
per time step.

The pressure–velocity coupling was handled using the PIMPLE algorithm [30]. The
algorithm allows the Courant number to exceed unity by combining the PISO and SIMPLE

algorithms. The solver algorithm in the present work was configured with two inner
PISO loops and a maximum of ten outer SIMPLE corrector loops. One non-orthogonal
corrector step was used within each inner loop. The PIMPLE algorithm interrupts the outer
corrector loops if convergence is reached within each time step. The solution was deemed
as converged if the absolute tolerance was below 10−6 and 10−5 or the relative tolerance
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was below 0.1 and 0.01, for velocity and pressure, respectively. The absolute tolerance is
the solver residual, and the relative tolerance is in relation to the initial solver residual. The
solver algorithm always converged within three or four outer corrector loops.

3.2. Boundary Conditions

A total pressure boundary condition was used for the inlet, while a static pressure
boundary condition was imposed on the outlet boundary. The flow rate was thus calculated
as a part of the solution. A total-to-static pressure difference of 100 kPa and 134 kPa was
used in turbine and pump mode, respectively. The total-to-static pressure difference over
the computational domain ensured the net head of the CRPT at the design point, presented
in Table 1. Note that the net head in the table was defined by the total pressure difference
over just the CRPT, and the total-to-static pressure difference concerned the entire compu-
tational domain. In OpenFOAM-v1912, the totalPressure boundary condition was used
for pressure at both the inlet and the outlet, together with the velocity boundary condition
pressureInletOutletVelocity. This combination of boundary conditions has recently
been used to accurately simulate a shutdown transient for a high-head Francis model
turbine by Uppström et al. [31]. The totalPressure boundary condition corresponds to a
static pressure formulation on the boundary as:

pboundary,i =p0 − ρ|�ui|2
2

, for inflow (at face i), (4)

pboundary,i =p0, for outflow (at face i). (5)

Here, p0 is the user-specified pressure (total for inflow and static for outflow, hence
the minus in Equation (4)), ρ is the fluid density, and �u is the velocity vector. Index i
corresponds to face i on the boundary, meaning that the conditions are applied on a face-by-
face basis. The boundary condition imposes a constant total pressure at the inlet faces and
constant static pressure at the outlet faces. The pressureInletOutletVelocity boundary
condition for the velocity applies a homogeneous Neumann (zero gradient) condition on
the outlet faces. At the inlet faces, the velocity is obtained from the internal field in the face
normal direction, as described by Fahlbeck [32]. It was essential to use a pressure–velocity
boundary condition combination that allows for reverse flow, since the flow direction
changes during the shutdown and startup operations in pump mode.

3.3. Computational Mesh

The computational mesh was divided into four regions, one for each runner and one
for each of the contraction/expansion regions upstream and downstream the runners. The
meshes of the runners were mostly block-structured, whereas the contraction/expansion
regions consisted of 6 layers of prism boundary layer cells near the walls and unstructured
tetrahedral core cells, as shown in Figure 3. The shroud tip clearance was 0.67 mm, and
8 layers of hexahedral and triangular prism cells were used in the tip clearance region.
The mesh was finest at the runners, and gradually coarser further away from the runners.
The surface mesh of one blade passage for the two runners is shown in Figure 3a, and the
refined mesh regions close to the runners are shown in Figure 3b.

Table 2 presents a summary of the meshes for different regions. Note that the upstream
and downstream regions utilised the same mesh. The total number of cells was 7.75 million,
and the different regions contained roughly the same number of cells. The y+90% values in
Table 2 denote the maximum y+ values in 90% of the region. They were obtained in pump
mode at a time step before the transient operations had commenced. The y+ value was
less than 50 in 90% of the computational domain. Wall functions that adapted to all y+
values were used. In OpenFOAM-v1912, the wall boundary conditions kqRWallFunction
for turbulent kinetic energy (k), omegaWallFunction for specific dissipation rate (ω) and
nutkWallFunction for turbulent viscosity were applied.
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(a) (b)

Figure 3. Computational mesh regions, Runner 1 (red) and Runner 2 (blue). (a) Surface mesh of one blade passage.
(b) Zoomed-in view of the refined mesh regions and surfaces of the runners.

Table 2. Mesh details.

Region Cells × 106 y+
90%

Runner 1 1.90 45
Runner 2 1.97 54
Upstream/downstream 2×1.94 46

Full domain 7.75 50

4. Results and Discussion

The outcome of the numerical simulations is presented and discussed in this section.
The section is divided into two sub-sections, where first, the analysis in turbine mode is
discussed, followed by the pump mode investigation. Recall the time and rotational speeds
shown in Figure 2, as both are referred to in this section.

4.1. Turbine Mode Transient Sequence

The shutdown and startup sequences in turbine mode are analysed here. The numer-
ically predicted flow rate is shown in Figure 4 as a function of time. The flow rate was
initially 253 L/s, at the design point. The rotational speed of the runners started to decrease
at t0,1, and the flow rate followed the decreasing rotational speed. This was because with a
lower rotational speed, the CRPT was not effectively extracting energy from the flow, and
the losses that reduced the flow rate were increasing. As the runners were at a stand-still
(tend,1 < t < t0,2), the machine was simply a large obstacle in the flow path, and the flow
rate was 132 L/s. This was almost half the flow rate of the design point. At t0,2, the runner
rotational speeds started to increase, and the flow rate increased accordingly. The change
of flow rate occurred symmetrically in the turbine mode sequences with the change of the
rotational speeds. This was not the case in pump mode, as discussed later.

With a decreasing rotational speed, unfavourable flow structures increased in scale and
number, and the flow became massively separated after the CRPT, as shown by the vorticity
magnitude in Figure 5. Note that the flow was from top to bottom, and that vorticity is
defined as the curl of the velocity. At t = 0 s (Figure 5a), the flow was rather axial, both
before and after the runners, and the vortex shedding of the downstream support-strut
was captured. As the rotational speeds decreased, it can be seen in Figure 5a–d that the
flow at the blades of Runner 1 (lower one) first started to separate, then the same happened
also at Runner 2. The reduction in rotational speed of Runner 2 increased the swirl coming
to Runner 1. At the same time, Runner 1 was also decreasing its rotational speed, which
further deteriorated the relative flow angle at the leading edges of Runner 1’s blades. This
is why the flow behind Runner 1 separated much more than that of Runner 2. This suggests
that Runner 1 should maintain its rotational speed in the initial phase, but at some point,
it must reduce its speed to stand-still and thus go through such unfavourable conditions.
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However, at that point, there would also be a valve that closed and further reduced the flow
rate of the machine. Suggesting the optimum shutdown and startup sequences to minimise
the damaging effects of the large flow separation structures remains to be investigated. At
time t = 4 s, the runners were both at a stand-still, and a chaotic flow field had developed
downstream the runners. This was mainly generated by a massive separation on Runner 1’s
blades, although also, the separation on Runner 2’s blades increased significantly. As the
rotational speed of the runners increased, the efficient tandem operation of the two runners
became apparent again. This is shown by Figure 5d–g, as the unfavourable flow structures
diminished during the startup sequence. As for the flow rate variation, shown in Figure 4,
the variation in unfavourable flow structures (and thus losses) was very similar for the
shutdown and startup sequences. However, the vortex shedding behind the downstream
support-strut needed some additional time to develop after t = 7 s.
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Figure 4. Flow rate (left axis) and runner rotational speeds (right axis) as a function of time during
the turbine mode transients. The rotational speeds are normalised with the initial rotational speed of
Runner 1. The annotated times correspond to the start/end times of the changes in runner rotational
speeds (see Figure 2a).

z

(a) t = 0 s. (b) t = 1 s. (c) t = 2 s. (d) t = 4 s. (e) t = 5 s. (f) t = 6 s. (g) t = 7 s.

Figure 5. Zoomed-in view of the vorticity magnitude at various time steps during the transient
sequences in turbine mode. The results are displayed on a meridional plane and a cylinder (midpoint
radius between hub and shroud) cutting the domain. The flow is from top to bottom.
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The axial velocity at probing Line 1 (see the location in Figure 1b) is shown in Figure 6a
as a contour over the x-coordinate and time. The flow profile was rather similar over the
centreline at the earlier and later time steps, where the machine was working at the design
point condition. There was not a distinct difference in the largest magnitude of the axial
velocity at t < 1 and t > 7 s, for positive and negative x-coordinates. This was despite
the fact that a support-strut was located between the runners and the line for negative
x-coordinates. This means that the flow was not purely axial downstream the runners and
that there was some swirl leaving the runners. The remaining swirl rotated the flow profile,
causing a close to symmetric flow profile at the velocity line. As the runners were at a
stand-still (tend,1 < t < t0,2), the flow profile was far from symmetric. At x > 0 cm, close
to zero and reverse flow were encountered at the velocity line. This was explained by the
velocity vectors shown in Figure 6b. At the position of Line 1 (red), the flow rotated back
towards the runners. This was while the flow was in the correct direction at the negative
x-coordinates. The reason for the flow appearance at the velocity line was connected to
the location of Line 1 in relation to the stand-still position of the runner blades. When the
runners were at a stand-still, wakes downstream the runners developed depending on how
the runners were oriented. In general, the flow was rather chaotic downstream the runners
as the rotational speeds were small or zero. This was because the flow was massively
separated at this point, and the resolved solution was expected to show randomness as the
SAS model resolved part of the turbulent spectrum. The solver residuals were at this stage
in the order of 10−6 for momentum, 10−5 for pressure, and 10−10 for continuity, which
indicated a relatively small error at each time step.

(a) (b)

Figure 6. Axial velocity contour and a zoom-in view of a meridional plane with velocity vectors during the transient
sequence in turbine mode. (a,b) use the same colour bar and vertical axis. The axial velocity is here defined as positive
in the negative z-direction (see Figure 1b). (a) Contour of axial velocity at Line 1 (downstream) during the turbine mode
transients. (b) Axial velocity and velocity vectors at t = 4 s. Velocity Line 1 is shown in red.

Figure 7a,b shows the absolute axial force and absolute torque, respectively, during the
turbine mode transients. The forces and torque acting on the runners were from integrated
normal and shear stresses on the hub and blade surfaces of the runners. In the discussions
below, the word absolute is dropped for brevity. The axial force and torque showed a
smooth variation without any drastic peaks. As the rotational speeds decreased, the loads
of Runner 1 increased and the loads of Runner 2 decreased. The axial force and torque was
to a large extent a function of the head, or total pressure drop between the two reservoirs.
In this study, the reservoirs were represented by the pressure boundary conditions at the
inlet and the outlet. Thus, the summation of the loads of the two runners must always be
rather constant in turbine mode. As the flow of Runner 1 started to separate, due to the
intensified swirl coming from Runner 2, the loads increased for Runner 1. As a consequence
of the load increase for Runner 1, Runner 2 experienced a decrease in loads. The axial force
on the upstream runner was slightly higher when the runners were at a stand-still. This
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was because Runner 2 faced the upper reservoir, and Runner 1 was in the wake of Runner 2.
The torque was higher for Runner 1 since Runner 2 directed the flow in an unfavourable
direction towards Runner 1 at a stand-still. When the startup sequence was initiated, at
t0,2, the upstream runner experienced an axial load increase while the downstream runner
experienced a load decrease. The torque followed the trends of the axial force during the
transient sequences. The force variation in the transverse directions for Runner 1 is shown
in Figure 7c as a function of time during the transient sequences in turbine mode. The
transverse force fluctuations were rather calm until the rotational speed was low. Between
t = 2 s to tend,1 and t = 5 s to t0,2, large transverse force fluctuations were detected for
Runner 1. They most likely arose from the flow separation at the blades of Runner 1, shown
in Figure 5. The flow separation caused the formation of large chaotic flow structures at
Runner 1’s blades. This generated large force fluctuations in the transverse directions. The
transverse forces for Runner 2 (not shown here) did not show such fluctuations when close
to stand-still, since Runner 2 did not experience such massive flow separation as Runner 1.
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(a) Absolute axial force.
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(c) Runner 1 transverse forces.

Figure 7. Axial force and torque on the runners and transverse forces for Runner 1, as a function of time during the transient
sequence in turbine mode. The z-component is the axial component.

Short-Time Fourier Transform (STFT) was performed to analyse the quantities in the
frequency domain, due to the time-varying nature of the obtained signals. Frequency
analysis was carried out on the fluctuating component of the pressure-probe P4, shown in
Figure 1b, and the forces acting on the runner surfaces. The fluctuating component of a
signal was calculated as:

ϕ′ = ϕ − ϕ̄. (6)

Here, ϕ is the signal of an arbitrary quantity and ϕ̄ is the instantaneous average of the
signal. The instantaneous average was calculated with the Savitzky–Golay filter [33]. STFT
is similar to performing a Fast Fourier Transform (FFT) in different time spans. The STFT
uses a window averaging and the FFT average over the whole signal [34]. The window
size should be chosen in a way to capture all the physical fluctuations. Here, a window size
of 0.1 s was chosen to resolve all the high- and low-frequency oscillations. The frequency
analysis was performed using the signal processing toolbox of MATLAB and visualised
through a spectrogram. Pressure probe P4, located between the runners, was subjected to
an STFT analysis in the turbine mode sequences. The fluctuating part of the pressure signal
was obtained according to Equation (6). The static, average, and fluctuating pressures at P4
are shown in Figure 8a. It was evident from the pressure signal, p, that the instantaneous
average, p̄, was required in order to calculate the true fluctuating component, p′. This
was because the pressure signal did not fluctuate around a fixed value as the rotational
speeds were changed. Figure 8b shows an STFT, in a spectrogram, of the fluctuating part
of the pressure at P4. The blade passing frequencies, fb,R1 and fb,R2, of the runners showed
the highest power in the frequency domain. The second harmonic of the blade passing
frequencies, fh2, were also apparent for both runners, but evidently not as powerful as
the main frequencies. The third harmonic, fh3, was seen at an even weaker power than
the second harmonic. Linear combinations of the blade passing frequencies, fl, were also
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recognised through the transient. In a turbomachinery application, it is expected that the
blade passing frequency is the dominating frequency close to the runners. This is because
the runners produces and cuts strong wakes, resulting in pressure pulsations. The closer
one is to the runners, the stronger the dynamics of the runners. The linear combination, f−l
and f+l , of the blade passing frequencies were caused by runner–runner interaction, as the
downstream runner cut the wakes of the upstream runner. Between the times t ≈ 2 s and
t ≈ 5 s, a wider range of white noise was seen in the frequency domain. This was caused
by the massive flow separation at the blades of runners, shown in Figure 5c–e. The white
noise showed a peak in power at the same times as the oscillations for the transverse forces
for Runner 1 increased (Figure 7c). The unfavourable oscillations noted as the rotational
speed was small should be further analysed and minimised to increase the lifetime of the
machine.

(a) P4 pressure signal as a function of time. (b) STFT of p′ at probe P4.

Figure 8. Signal of pressure probe P4 and spectrogram of the STFT of the fluctuating pressure
component, during the transient sequence in turbine mode. Here, p is the pressure signal, p̄ is the
instantaneous average, and p′ is the fluctuating component. The frequency is normalised with,
fb,R1,t0

, the blade passing frequency of Runner 1 at t0. Indices R1 and R2 denote Runners 1 and
2, respectively; b denotes the blade passing frequency; h2 is the second harmonic; h3 is the third
harmonic; l is a linear combination.

4.2. Pump Mode Transient Sequence

In pump mode, the machine must produce sufficient head to overcome the height
elevation and the hydraulic losses between the upper and lower reservoir. If the machine
cannot produce enough head, the flow will change direction, and the CRPT no longer
works as a pump, but as a mixer. During transient sequences in pump mode, the rotational
speed of the runners changed according to Figure 2b. At the initial time step, the machine
operated at the design point with a flow rate of 334 L/s and a net head of 15 m. Figure 9
shows how the flow rate varied as a function of time during the transient sequences in
pump mode. The flow rate was here defined as positive in the preferred pump mode
direction (positive z-direction) and negative as the flow was in reversed direction. The flow
rate decelerated with the decreasing rotational speed of the runners. At tQ1, roughly one
third into the shutdown sequence, the pump lost the ability to produce enough head. After
tQ1, the flow accelerated in the reverse direction (identified here by a negative flow rate
value). The rotational speeds of the runners were at this time 1031 rpm and −928 rpm for
Runners 1 and 2, respectively. As the runners were at a stand-still, tend,1 < t < t0,2, the flow
rate was 153 L/s in the reverse direction. When increasing the rotational speeds, t > t0,2,
it was evident that there were hysteresis effects in the flow. Between t0,2 and t ≈ 6.5 s,
the flow rate slowly decelerated. As the rotational speeds increased further, the machine
started to build up some pressure. At t > 9 s, the flow rate was rapidly decelerated up
to tQ2 = 9.72 s. At this point, the head of the machine balanced the head of the system
as the flow rate was zero. The flow rate started to accelerate rapidly after tQ2. Observe
that the flow rate continued to accelerate after tend,2, despite the fact that the runners had a

70



Energies 2021, 14, 3593

constant speed after this point. This showed that it was not only the rotational speed of the
runners that determined the flow rate. This was because it took time for the flow to adjust
to the rotational speed, and it depended on if the flow was accelerated or decelerated to
the point of operation.
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Figure 9. Flow rate (left axis) and runner rotational speeds (right axis) as a function of time during
the pump mode transient. The flow rate is defined as positive in the preferred pump mode direction,
positive z-direction (see Figure 1b). tQ1 = 1.83 s and tQ2 = 9.72 s indicate the points with zero
flow rate. The rotational speeds are normalised with the initial rotational speed of Runner 1. The
annotated times correspond to the start/end times of the changes in runner rotational speeds (see
Figure 2b).

Flow structures during the transient sequences in pump mode are visualised in
Figure 10 with the vorticity magnitude at a number of time steps. The preferred flow
direction was from bottom to top, when the machine was functioning properly as a pump.
The flow structures changed drastically in number and scale during the shutdown and
startup sequences. At time t = 0 s, the CRPT operated at the design point. No large
structures were apparent as the machine managed to maintain a close to axial flow down-
stream the runners. Vortex shedding from the support-struts was clearly visible at this
stage. Already at t = 1.5 s, the machine was less efficient as a pump. This is shown in
Figure 10b by the large angle of the vortices of the downstream support-strut. Between
t = 1.5 and 2 s, the flow changed direction, and the machine was no longer able to pump
the water in the preferred direction. At the intermediate time step, t = 1.8 s, the machine
struggled to balance the flow, and large separation occurred by the blades of both runners.
As time progressed (Figure 10d,e), the rotational speeds decreased further, and the large
flow structures followed the reverse flow direction. At time t = 6 s, the runners were
almost at a stand-still. The turbulent flow field was at this stage fully developed in the
reverse flow direction, as shown in Figure 10f. The flow field was heavily separated by
the blades of the runners at the stand-still position. The rotational speed now increased,
and at t = 9 s, the runners struggled to build up sufficient head and force the flow in the
correct pump mode direction. This is shown by the large flow structures on both sides
of the runners in Figure 10g,h. By time t = 10.5 s, the machine pushed the flow in the
preferred direction. This is shown in Figure 10g, as the flow structures now started to travel
downstream the runners in the preferred direction. At the final time step, t = 11.3 s, most
of the flow structures were flushed out of the domain, and the machine operated at the
design point.

Figure 11 shows the axial velocity during the shutdown and startup sequences at
Velocity Line 2 in pump mode. Velocity Line 2 is defined in Figure 1b, and it was located
downstream the runners when the machine acted as a pump. Before the reverse flow was
encountered, t < tQ1, the peak axial velocity was found at a vertical position of x ≈ 10 cm.
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A similar, but smaller, peak was noted at x ≈ −10 cm. The axial velocity was less at the
negative x-coordinate due to the position of a support-strut in relation to Velocity Line 2.
The axial velocity decelerated and accelerated quickly as the flow changed direction. The
flow had a rather flat profile between t ≈ 3 and 8 s. The velocity rapidly changed at t � 9 s
as the pump built up the head and pushed the flow in the correct direction. At the final
time steps, t > 10.5 s, the familiar pattern from the initial time steps was present.

z

(a) t = 0 s. (b) t = 1.5 s. (c) t = 1.8 s. (d) t = 2 s. (e) t = 3 s. (f) t = 6 s. (g) t = 9 s. (h) t = 10 s. (i) t = 10.5 s. (j) t = 11.3 s.

Figure 10. Zoomed-in view of the vorticity magnitude at various time steps during the transient sequences in pump mode.
The results are displayed on a meridional plane and a cylinder (midpoint radius between hub and shroud) cutting the
domain. The preferred flow direction is from bottom to top in pump mode.

Figure 11. Contour of axial velocity at Line 2 (downstream in the preferred flow direction) during
the pump mode transients.

Figure 12a,b show the absolute axial force and absolute torque as a function of time
during the pump mode transients. In the following discussion, the word absolute is dropped,
for brevity. The axial load on Runner 1, initially upstream, decreased with the rotational
speed before the flow direction reversed. At the same time, the axial force on Runner 2,
initially downstream, was rather constant. At the time of zero flow rate, tQ1, a sudden
decrease in both axial force and torque was encountered for Runner 2. As a consequence of
this, Runner 1 had a rapid load increase. This means that Runner 2 stopped functioning
as a pump before Runner 1 and that Runner 1 had to work against the head of the upper
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reservoir on its own to a larger extent. As the pressure drop over Runner 2 decreased,
the loads on the runner followed. This produced a larger pressure drop, and loads, for
Runner 1 as it struggled to produce sufficient head. As the rotational speeds continued
to decrease, the axial load became similar for the runners. When the runners were at
a stand-still, Runner 2 exhibited a slightly larger axial force than Runner 1. This was
because Runner 2 was now upstream and facing the upper reservoir. Runner 1 was now
downstream and located in the wakes of Runner 2. As the rotational speeds started to
increase, the loads on Runner 1 followed, while the loads on Runner 2 decreased. When
approaching the change in flow direction, tQ2, the reverse phenomena was noted, and
at tQ2, the axial forces of the runners matched one another. After this point, Runner 1
experienced a large decrease in axial force and torque, and Runner 2 had a rapid increase,
until the tipping-point at t ≈ 10.6 s was reached. A plausible explanation for the load
decrease for Runner 1 and the load increase for Runner 2 is as follows. Runner 2 managed
to build up head before Runner 1, which means a large pressure drop and thus loads for
Runner 2. This was because Runner 1 did not yet manage to produce sufficient pressure
just upstream of Runner 2. After the tipping-point, the axial force and torque converged
to their initial values. The rapid variations of the axial force and torque were most likely
not a desirable feature, as large loads can damage or deteriorate the machine prematurely.
By examining the forces in the transverse directions for Runner 1, shown in Figure 12c,
large oscillations were noted between tQ1 and tQ2. These force variations in the transverse
direction most likely arose from the chaotic flow separation occurring by the blades of the
runners. The transverse force fluctuations may have a negative impact on the lifetime of
the machine. This is because large fluctuating forces are well connected to fatigue.
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Figure 12. Axial force and torque on the runners and transverse forces for Runner 1, as a function of time during the
transient sequences in pump mode. The z-component is the axial component.

In Figure 13a,b, the STFT for pressure probe P4 and the transverse force FR1,x are
presented. P4 was located between the runners, and FR1,x was the force in the x-direction
on Runner 1. At the pressure probe P4, the blade passing frequencies of the runners, fb, R1
and fb, R2, showed a strong power through the transient sequences. At the initial and
final time steps (tQ1 > t > tQ2), the blade passing frequency of Runner 2, fb, R2, showed
a stronger power than the blade passing frequency of Runner 1, fb, R1. As the flow rate
changed direction (t = tQ1), fb, R1 exceeded fb, R2 in intensity. The Runner 1 blade passing
frequency was in fact stronger than that of Runner 2 until the flow was once again reversed
to the preferred direction (t = tQ2). Hence, it was found that the stagnation pressure of the
downstream runner was always stronger than the wakes from the upstream runner at P4.
This was because Runner 1 was initially upstream and Runner 2 downstream, so as the
flow changed direction, the strongest blade passing frequency changed as well. The second
harmonic frequencies of Runner 2, fh2,R2, and Runner 1, fh2,R1, showed the same behaviour
as the main blade passing frequencies. The third harmonic frequencies, fh3, and linear
combinations, f+l and f−l , of the blade passing frequencies were apparent at P4, but at a
lower intensity. For the transverse force FR1,x (Figure 13b), the positive linear combination
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of the blade passing frequencies, f+l , of the runners showed the strongest power throughout
the transients. The blade passing frequencies, fb, R1 and fb, R2, of the two runners were
also clearly visible for FR1,x, but not as strong as the positive linear combination. An
explanation why it was the positive linear combination that had a decisive impact is as
follows. The pulsations from each runner were caused by the wakes of each runner, and
the linear combination, on the other hand, was caused by the cutting of the upstream
runner wakes by the downstream runner. This phenomenon is shown at the design point
in Figure 13c. Here, Runner 2 was downstream, and it cut the wakes of the upstream
Runner 1. The wakes from the upstream runner were a low-pressure zone. It was cut
by a high, stagnation, pressure from the leading edge of the downstream runner. This
interaction impacted the pressure, and thus force, pulsations on the runners. The large
pressure difference explained why the positive linear combination of the blade passing
frequency had a strong impact on the transverse force component, FR1,x. As stated by
Lengani et al. [35], any linear combination of the blade passing frequencies can possibly be
excited due to the runner–runner interaction of a counter-rotating machine. In addition
to the positive linear combination, f+l , the negative linear combination, f−l , was also seen
through the transient sequences. At the pressure probe (Figure 13a), the signal showed a
significant amount of noise at the times related to a zero flow rate. This was because flow
structures were formed and dissolved irregularly over a wide range of scales between the
runners, as indicated by the vorticity in Figure 10. The pressure signal was rather smooth
as the runners were at a stand-still. The STFT for the transverse force, shown in Figure 13b,
revealed a wider range of frequencies and white noise in the signal. This was plausibly due
to the flow separation occurring by the blades of the runner. The flow separation interacted
with the transverse force over a wide range of scales, which explained the white noise. It
was however the typical frequencies correlated to the rotation of the runners that had the
strongest power.

 t
Q1

 t
Q2

(a) STFT of pressure at probe P4.

 t
Q1

 t
Q2

(b) STFT of force FR1,x.

Wake R1          R1

R2         R2 cut wake
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Figure 13. Spectrogram of the STFT and vorticity magnitude at the design point, during the transient sequences in pump
mode. The frequency is normalised with fb,R1,t0

, the blade passing frequency of Runner 1 at t0. Indices R1 and R2 denote
Runner 1 and 2, respectively; b denotes the blade passing frequency; h2 is the second harmonic; h3 is the third harmonic; l is
a linear combination. The vorticity is captured at the design point on a meridional plane and a cylinder (midpoint radius
between hub and shroud) cutting the domain, close to the runners.

5. Conclusions

In this study, preliminary shutdown and startup sequences were numerically evalu-
ated for a model counter-rotating pump-turbine in both pump and turbine modes. The
rotational speed of each runner decreased from the design point to a stand-still, and in-
creased back to the design point. As the rotational speed was close to zero, the flow
field was highly unstable, and large flow structures were encountered. In turbine mode,
the flow rate changed symmetrically with the rotational speed of the runners. In pump
mode, reverse flow was captured as the machine lost the ability to build up sufficient head.
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Hysteresis effects in the flow field were evident in the startup sequence in pump mode.
This was because it took time for the flow to accelerate due to the changes in the rotational
speed of the runners.

The rapid load variations that occur in low- or reversed flow conditions may lead
to fatigue or damage the machine prematurely. The largest load variations occurred in
pump mode, while they were less substantial in turbine mode. The shutdown and startup
sequences need to be optimised in pump mode to minimise the loads on the runners. A
valve should be added to reduce the flow rate to zero as the machine is stopped, and the
operation of the valve should also be part of the optimisation procedure.

The main observed frequencies were related to the runners’ blade passing frequencies.
The strongest pulsations for a pressure probe located between the runners were in both
pump and turbine mode, mostly correlated directly to the blade passing frequencies. In
pump mode, it was found that the blade passing frequency of the downstream runner
had a stronger power than the upstream runner. The positive linear combination of the
blade passing frequencies showed the highest power for a transverse force component in
pump mode. The harmonics of the main frequencies were also clearly visible through the
transient sequences. A wide range of stochastic frequencies were excited as flow separation
occurred by the blades of the runners, in both modes.

This study ultimately demonstrated that it is crucial to investigate transient sequences
for the counter-rotating pump-turbine. One of the main reasons to use pumped hydro
storage is to provide grid stability. To enable this in an effective manner, the knowledge
of modelling and predicting the transient operations of the machine is of uttermost im-
portance to ensure a high and stable production of renewable energy. The numerical
framework presented in study demonstrated its functionality to predict and simulate
transient shutdown and startup sequences for a novel counter-rotating pump-turbine. The
suggested simulation strategy managed to capture some of the essential and expected flow
phenomena, such as: vortex-shedding, flow separation, reversing the flow direction in
pump mode, frequencies correlated with the runners, etc. It was hence concluded that the
suggested numerical framework can be used to study the counter-rotating pump-turbine
in time varying load conditions and transient sequences.
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Abbreviations

The following abbreviations are used in this manuscript:

AMI Arbitrary Mesh Interface
ALPHEUS Augmenting Grid Stability Through Low Head Pumped Hydro Energy

Utilization and Storage
CFD Computational Fluid Dynamics
CRPT Counter-Rotating Pump-Turbine
FFT Fast Fourier Transform
LUST Linear-Upwind Stabilised Transport
PHS Pumped Hydro Storage
R1 Runner 1
R2 Runner 2
SAS Scale-Adaptive Simulation
SST Shear Stress Transport
STFT Short-Time Fourier Transform

The following symbols are used in this manuscript:

ρ Density kg/m3

η Efficiency (hydraulic) -
F Force N
f Frequency Hz
fb Frequency, blade passing Hz
fh2 Frequency, second harmonic (2 × fb) Hz
fh3 Frequency, third harmonic (3 × fb) Hz
f−l Frequency, linear combination (negative) of blade passing Hz
f+l Frequency, linear combination (positive) of blade passing Hz
g Gravity acceleration m/s2

H Head m
p Pressure Pa
Ω Rotational speed rad/s
n Rotational speed rpm
t Time s
tend Time, end of transient sequence s
t0 Time, start of transient sequence s
tQ Time, zero flow rate s
T Torque Nm
u Velocity m/s
Q Volumetric flow L/s (SI unit is m3/s)
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Abstract: Energy is the prerequisite for social and economic development of a community and
country. In Japan, national government is promoting small hydropower (SHP) through a renewable
energy policy by providing a high FIT price of 34 yen (�0.32 US$/kWh) on energy generated
from an SHP of less than 200 kW. Until now, the energy generation was controlled by national
government agencies, but now independent power generation businesses are growing at the local
community level in rural Japan. For the future growth of SHP, it is necessary to make electricity
generation at the local community level. Therefore, these local communities will install and manage
their renewable electricity by themselves. It will help to make the community self-sustainable
and independent from the national government, and at the same time, it will also lead them to
achieve the Sustainable Developments Goals (SDGs) target from community-based action. This paper
aimed to discuss an SHP development business model in which local community will become the
business owner of the SHP. It means “of the community, by the community and for the community”.
The community identifies their renewable energy potential and needs, they borrow money from
the financial organization or banks, install the power plant and do necessary maintenance and
management by themselves. The revenue earned by selling electricity is used to repay the loan, and
the rest is used for community development directly (such as local roads construction, agriculture
land improvements, community hall maintenance, waterways maintenance, welfare, etc.). This paper
also discussed a community-based 50 kW SHP installed in Miyazaki prefecture of Japan as a case
study. This SHP is one of the best examples of a community ownership model (Community-based
business model). A detailed explanation from planning to investment has been discussed. The local
community is getting approximately 112,000 USD per year by selling the electricity, and 162-ton CO2

is estimated to decrease yearly, which will support the achievement of SDGs. Finally, installing this
kind of SHP in remote areas will provide managerial skills to the local community directly, plant
operation knowledge, and education to local students. Local communities learn the problem-solving
skills, which lead them to solve the local problem on a community level by themselves.

Keywords: community development; community ownership; small hydropower; SHP; renewable
energy; crowdfunding; FIT; community-based business; agricultural cooperative

1. Introduction

In the present scenario, increasing world energy demand and climate change im-
peratives drive the dependency of energy sources towards available renewable energy
resources. Climate change is one of the major factors that has a strong impetus on the
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way of thinking about world energy dependency. It urges the world to achieve alternative
renewable resources other than its reliance on fossil fuels. In this regard, it is not only
requisite to use all the possible renewable resources, but also to shift the established fossil
fuel-based energy system toward renewable energy. Therefore, it is necessary to exploit
domestic energy sources, especially renewable energy sources, as their potential is high.

Moreover, for UN- Sustainable Development Goals (SDGs), it is required for a country
to devise policies and form strategies to increase the share of renewable energy in the total
energy mix, and ensure the provision of electricity to the rural and remote areas. In rural
areas, there are a variety of renewable energy options available, e.g., hydropower, solar,
wind and biomass. Many mathematical models have been used to make decisions among
all available renewable energy resources. Geological position and terrain are characterized
as strong impact for the assessment of most suitable renewable energy resources, e.g.,
in Brazil, wind energy is considered the most favorable renewable energy source [1]. In
addition, environmental and human health impacts are also very important consideration
for the selection [2].

Being a target part of SDGs, sustainable supply chain management is prerequisite for
the modern world in order to conserve the available resources, reduce the waste as well as
generate revenue. It not only helps the natural environment, but it can also give enterprises
financial benefits [3]. In addition, their efforts can be more effective if integrated approach
and regional networking are involved [4]. Many researches highlight the constraints
and barriers related to the implementation of SDGs in supply chains. For sustainable
development, organizational management is responsible for dealing with social, economic
as well as ecological performance at the same time. However, sometimes implementation
of the goals is associated with enormous problems, which deject the continuity of work
and ultimately discourage business managers [5]. The purpose of renewable energy is not
only to raise the rural economy, but also to save the ecological environment [6]. The main
objective of sustainable development is to provide better life to human beings by wise
utilization of the natural resources and considering its limitations on the one Earth [7].

Small hydropower (SHP) is considered a reliable and sustainable source for making
electricity. As a potential future source of energy, it has become an increasingly attractive
choice, which plays an important role for its adoption and development all over the world.
It is considered environmentally friendly, as its construction has small effects on water
bodies. SHP gain more preference because of its available potential, small scale construc-
tion requires less investment, speedy construction, low cost generate quick revenue as
well as environmentally friendly clean energy [8,9]. The other benefits are to reduce the
safety risks associated with small dams, and lesser population displacement or land usage
issues [10]. Small hydropower does not require a large storage structure like dam construc-
tion as compared to large scale hydropower, thus reducing the technology’s environmental
impacts [11]. For SHP, potential power available, head, and flow considerations are very
important constraints regarding the selection of site-specific parameters [12]. Sites with a
reliable water supply year-round and a large vertical drop in a short distance are considered
as the best locations for the installation of SHP.

In Japan, hydroelectricity is considered the second most important renewable energy
source after solar energy. There are several reports regarding the economic benefits of
implementing SHP, considering ecological sustainability and environmental ecosystem,
and their impacts [13–16]. Overall, Japan has an abundance of small streams particularly in
mountainous regions and in the past many small channels have been created for irrigation
purposes. Some of these irrigation channels continue to be used today. Others, though in
good condition, remain unused. Increasingly, these channels are being utilized to produce
SHP electricity to promote local development. This is particularly important for rural Japan,
which has suffered from rapid depopulation due to a combined effect of aging population
and urban migration [17].

Small hydropower has regained attention in Japan since the 2000s, when climate
change and climate crisis were highlighted. In 2003, the “Act on Measures Concerning the
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Use of New Energy by Electric Power Companies” (RPS Act) targeted small hydropower of
1000 kW or less, so that about 10 new construction works will be carried out annually. The
RPS Law was taken over by the “Act on Special Measures Concerning the Procurement of
Renewable Energy Electricity by Electricity Companies” (commonly known as the FIT Law)
in 2012, and under the feed-in tariff (FIT); in recent years, the small hydropower market
has been gradually revitalizing. The Japanese government has started to support the SHP
project in order to support a renewable policy in Japan as well as to prevent migration and
to protect the old rich culture of the respective communities [18].

To promote the SHP, the Japanese government is giving a high FIT of 34 yen per kWh
(�0.32 US$/kWh) under the capacity of 200 kW, which enables a faster payback [18,19].
In spite of FITs and other benefits, planning a new SHP plant, searching for the initial
investment, consensus building among the community people and various stakeholders,
convincing local people is not an easy task and so, and despite having hydro potential in a
number of communities, it has not been harnessed yet. This paper will discuss an ongoing
business model idea to develop community-based SHP in rural areas, which is based on:

• Of the community;
• By the community;
• For the community.

In Japan, the concept of community development by SHP installation is not new. A
number of SHP were installed in 1940–1970. In Japanese remote areas, many SHP run by
local agricultural cooperatives (hereinafter referred to as agricultural cooperatives) exist in
the Chugoku region in the west part of the main island in Japan. By the end of March 1955,
about 90 SHP operated by agricultural cooperatives and others were built in the Chugoku
region, while 181 were constructed nationwide. To this day, some facilities were abolished
or suspended due to disaster, aging, poor management, submergence and other reasons.
By 1980, 74 remained, and currently 54 are still generating. All 54 facilities currently in
operation are less than 1000 kW, with a maximum of 660 kW, a minimum of 24 kW, and an
average of 189.1 kW. The total installed capacity of the 54 facilities is 10,209 kW [20,21].

The purpose of this study is to provide a SHP development business model in which
local communities come forward for organizing and development of SHP and become
the business owner. This paper consists of three sections: the very first section explains a
community owned SHP development model. It gives an idea of community ownership to
develop an SHP. This section also discusses the project financing, multi-stoke holder, crowd
funding, etc., with regard to SHP development. It provides an example of community de-
velopment that will work collaboratively for common goals. It is expected that community
level SHP development will lead to many more SHP. The second section of this paper is
analyzing a case study of a community owned SHP installed in rural Japan. This section
explains techno-economic details of installed SHP and its social and economic impact on
community and environmental impact on climate change. The third section discusses its
effects, followed by the conclusion and limitations.

2. Community Owned SHP Development Model

This section explains community development by installing SHP, as a community-
based business by local people.

In this model, the local residents will become business owners, it creates jobs locally,
and it motivates young people to work in their hometown. Additionally, it will attract
the migrated peoples from urban areas to do business in their hometown again (called U
turn). The installation of this kind of project intends to solve local problems by utilization
of local resources. It aims to build a better relationship between urban consumers and
energy production areas [22].

Step1—The identification of SHP potential, feasibility study of the potential sites must
be done by the local government or prefectural government with help from a consultant,
developer or NGOs of SHP. There should be consensus building between the local com-
munity, local and prefectural government and the developer, consultant or NGOs. The
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consultant should explain the benefits of installing this project to the local community
by organizing seminars and consensus building meetings. In most of the cases, the local
community people wish to install SHP projects, but they have some concerns about project
execution, management and investment. Community people need moral support and
training for fundraising, management and operation.

Step2—It is about finding low interest rate investors. In Japan, for an individual person,
getting a loan from the bank or any finance is difficult. Additionally, the interest rate is
quite high. However, if a community corporation needs a loan for communal use, they can
get it easily. Moreover, if the corporation or company comprises farmers, then the interest
rate is very low due to its social impact. To avail this opportunity, a local cooperatives and
community-based business company are made, and the local people become the owner and
members of this community-based business association. This new cooperative association
gets the loan from the bank or financial institution and becomes the SHP project owner. In
the future, this association will pay the loan, do the necessary maintenance, and utilize the
revenue for the community development directly. All members of this association will be
the owner of the SHP project at the community.

Step3—Community-based business model (community ownership, multistate holders,
networking and various responsibilities) represents the network in which cooperative asso-
ciations collaborate with the stakeholders, construction companies, consultants, mechanical
and electrical makers of SHP. Cooperatives comprise individuals with mutual resources to
provide input, output, and capital resources to members at a low cost.

Figure 1 represents the business flow for community SHP development projects. This
networking strives to provide information and support for sustainable agriculture and
community development. It develops mechanisms to monitor, promote public–private part-
nerships (PPP), improve smallholder agriculture, and reduce agricultural losses. Funding
comes from voluntary contribution, development banks, and other local resources.

 

Figure 1. Community-based business model of SHP; stakeholder assigned before and after the project installation
(Source: Author).

Figure 2 represents the responsibilities of each stakeholder toward development and
execution of the project. It shows the strong initiative and struggle done by the local
community for self-sufficiency in energy production. It also encourages the community to
manage its available renewable energy resources along with local commons [23].
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Figure 2. Responsibilities of each stakeholder of the project (Source: Author).

In this kind of SHP development project initiated by the community, it is necessary
to utilize the local resources as much as possible. Generally, local civil companies do the
civil engineering parts, locally available construction material would be used to make the
powerhouse and local labor. This helps to boost the local economy and job opportunities to
local people.

3. A Case Study of 50 kW Ohito SHP Installed in Miyazki Prefecture, Japan

This section discusses with the case study of the development of 50 kW Ohito small
hydropower plant. This SHP has been installed in Ohito agricultural cooperatives owned
by residents. Figure 3 shows the location map of Ohito SHP, which comes under Hinokage
town in Miyazaki Prefecture. As per 1 October 2019 data, the estimated population of
Ohito community is 3656 people (men and women). The total field area is 277.67 km2. It is
located next to the historically significant town of Takachiho. Hinokage town is known
primarily for its three large modern bridges, traditional Kagura dances, and the work of
Kazuo Hiroshima, a traditional weaver of bamboo baskets.

Like many districts in rural Japan, the area has been struggling with an aging popula-
tion and an exodus of young people to Tokyo and other major cities in Japan. The Hinokage
town’s population peaked in the 1950s at 16,199 people, but has steadily declined since the
closure of the Mitate mine in March 1970. Between 2000 and 2005, four area elementary
and middle schools were closed, and more closures are planned very soon.
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Ohito SHP 

Location: 32.645620,

Figure 3. Location map (Source: Google map).

3.1. Ohito SHP Development Model (A Community Ownership Concept)

The Ohito SHP project has been started with the participation and collaboration of the
local people inside the community. Firstly, the Ohito community identified the problems
through which they were suffering (for example, depopulation, unavailability of local jobs,
inaccessibility of electricity and other facilities and detachment from the big city). They
wanted to utilize the extra water of an existing irrigation in the community, which is used
for irrigation of nearby crops. The main crops are paddy, which uses a high amount of
water for 4 months in a year, but for the remaining 8 months, the water was wasted at
the time.

To build SHP, all the community residents jointly made a community-based business
company named “Ohito Agricultural Cooperatives”. There are 53 households in the Ohito
community, each household becoming a member of this newly established association.

Figure 4 represents the formation structure and contribution of Ohito Agricultural
Cooperatives for installing Ohito SHP. All households of the Ohito community contributed
a capital amount of 4000 JPN yen (�38 USD) to establish Ohito Agricultural Cooperatives.
It tries to take care of all of the community problems of mutual concerns regarding water
rights and growing of a new variety of crops. It makes the village not only self-sufficient in
electricity demand, but also provides handsome annual earnings. This co-operative takes
all the responsibilities before and after the execution of the SHP project; maintenance of
the water way and powerhouse, loan instalment payment and water use cost. The major
responsibility of the organization is community development, management of financial
resources, capacity building and management of the facility.

Ohito Agricultural Cooperatives uses the expertise of staff and other professionals to
execute the project and data that aid development. This mobilizes and manages the funds,
loans and subsidies provided by local residents, Miyazaki prefecture and banks to make
sure the projects achieve their goals, respectively. It is also included in the responsibilities
of the co-operatives to protect rural livelihoods, advance farming and uplift the living
standards of locals.
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Figure 4. Formation of Ohito Agricultural Cooperatives (Source: Author).

3.2. Technical Specification of Ohito SHP

Total installed capacity of Ohito SHP is 50 kW and an annual power generation of
approximately 320 MWh/year was estimated. This SHP plant contains an irrigation chan-
nel/intake/forebay tank. Figure 5 shows the powerhouse of Ohito SHP. The powerhouse
is made up of locally available stone to save money and involve the local resources. The
generated electricity is sold to the national grid and it is connected to 200 V poles available
near the powerhouse. The total length of this channel is 10 km. At the middle of this
channel (approx. 5 km), a small desilting tank with a tyrolean type intake weir has been
made as shown in Figure 6. The water was first stored in a forebay tank. Since the priority
is given to irrigation. The rest water is utilized to produce electricity, and so the amount of
discharge changes throughout the season according to water requirements for the crops.

For this site, a cross flow turbine (made in Indonesia by Asosasi Hidro Bandung)
has been selected with electrical equipment and a control panel (made in Japan). A high
efficiency IPM generator with AC-DC converter (GD) and further on DC-AC converter
(GC) have been installed as shown in Figure 7. It is a unique system that increases the
system efficiency even on low output and low speed of the generator. An IPM generator is
a high efficiency (~95%) varying speed generator, which is approx. 80% efficient at 25% of
its rated speed. The combination of GD and GC helps to stabilize the output voltage and
frequency according to the grid requirement.

 

Figure 5. Power house (Source: Author).
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Figure 6. Tyrolean intake with forebay tank (Source: Author).

 
Figure 7. System flow of Ohito SHP (Source: Author).

Table 1 presents the site details and equipment specification installed at 50 kW Ohito
SHP. The low cost overseas turbine makes the system cheaper, and a high efficiency
electrical system, especially on low load condition, is an attractive concept for other similar
community development projects. In a case of SHP construction in Japan, one of the major
concerns is a garbage removal process. Due to low capacity, it is not economically beneficial
to use an automatic garbage removal system by Tyrolean intake. Another obstacle arises
due to powerhouse location (generally in mountainous regions away from the downtown).
Someone must go and clean the garbage daily, it costs time, money and effort for garbage
removal activities. Keeping that in mind, a Tyrolean type automatic garbage cleaning
intake has been constructed.
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Table 1. Technical details of the 50 kW Ohito SHP (Source: Author).

Site Condition and Parameters

Effective head 85 m
Design discharge 0.12 m3/sec
Turbine Cross-flow T15 (D300, B100) from Asosiasi Hidro Bandung (Indonesia)
Efficiency of turbine 76%
Type of generator IPM generator from Yasukawa Electronics (Fukuoka, Japan)
Generator specification 1150 rpm, 55 kW Generator + GD + DC efficiency = ~94/95/95%
Consultant River Village Co. Ltd. (Fukuoka, Japan)
Mechanical & electrical design concept Nakayama Iron Works Co. Ltd. (Saga, Japan)
Civil Engineering Local constructor (Ohito, Miyazaki, Japan)

3.3. Project Financing & Economic Parameters

The Ohito Agricultural Cooperatives borrowed the loan from financing cooperation
and banks. At the same time, they got a subsidy from the Miyazaki prefectural government.
Figure 8 represents the construction cost and finance arrangement for the construction. The
total cost of construction was USD 896,000. Out of which, USD 94,340 is subsidized by the
government of Miyazaki prefecture. The others are arranged by the loan from the local
bank of Miyazaki and Japanese Financing Corporation at the rate of interest 2.6% and 0.9%,
respectively, within the repay period of 20 year, which is guaranteed by FIT.

 

Figure 8. Business model and finance distribution for the construction of Ohito SHP (Source: Author).

Figure 9 represents a cumulative cash flow estimation of Ohito SHP. The running cost
was calculated as approximately USD 8500 per year. The results of economic calculation
are as follows: Project IRR (4.3%), B/C ratio (1.36) and project payback period (13 years). In
Figure 8, the x-axis shows the period. Since the FIT provided by the Japanese government
ended for 20 years. The cost analysis was done for a 20 years period. The Y-axis gives the
cumulative cost per year, which includes total earning−maintenance cost−loan payment
per year. The breakeven will be achieved after 13 years by the calculation.
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Figure 9. Cumulative cash flow of Ohito SHP (Source: Author).

4. Discussion

Installing SHP has several recognizable benefits, including in achieving SDGs from
community-based action, and helping in the development of local community people or
rural areas, which have limited jobs and facilities.

More precisely, it supports the growth of rural communities and local developers. In
the case of Ohito SHP, a local civil engineering company performed all the civil works, local
traditional stones and wood were used to build the powerhouse. Furthermore, community
people get the benefit by selling electricity to the Kyushu Electric Power Co., Inc., Fukuoka
city, Japan (one of national electric power companies), and local companies get work orders,
which helps them. As discussed above, the Japanese government gives high FIT by a
renewable energy policy, and the FIT provided on SHP of less than 200 kW is 34 yen (US$
0.32 per kWh) for 20 years, which means an SHP developer gets high earnings by selling
electricity generated from SHP.

From the economic point of view, Ohito SHP generates more than 350 MWh per year.
It continuously runs at its full capacity of 50 kW, except for a few months during rice
crop harvesting (4 months in a year), during that, capacity reduces to 20 kW. The plant
started in January 2018 and within the last approximately 3 years, 1100 MWh energy has
been generated as per the data seen on 3 March 2021. The total revenue earned until the
mentioned date was = 1100 × 1000 × 0.32 (FIT price) = 352,000 US$. On average, 350 MWh
energy has been generated in the last 3 years. If the plant runs similarly as now, it is
possible that the developer will achieve the breakeven point sooner than estimated.

The energy output and power generation for the last month of 10 April 2021 to
10 May 2021 is shown in Figures 10 and 11. It shows the variation of power output and
power generation with the time. It shows that power output and energy generation was
constant until 2 May 2021, and then afterwards, it reduced to 1/3 of designed output.
Generator power and power going to the grid with respect to time and water pressure
have been shown in Figures 9 and 10. It has been seen that until 2 May 2021, the power
output was 50 kW approximately, but after this date, the output decreased from 50 kW
to around 17 kW. It is because the water is being used for irrigation purposes, which has
priority over power generation. This shows a new community-based business of the Ohito
community integrated in agriculture and hydroelectric generation at the local level.
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Figure 10. Power generation and supply to grid (Source: Author).

 

Figure 11. Energy generation per day in kWh. Approximately 1 MWh energy was being generated until 2 May 2021, which
has decreased to 400 kWh after starting agricultural activities. The water is used for rice crop irrigation (Source: Author).

From the environmental point of view, the SHP development supports the govern-
ment’s efforts to promote clean energy sources and to carry out its target of SDGs, as an
SHP uses water to produce electricity without consuming it. The Ohito SHP uses the
existing wastewater in the irrigation channel to produce useful clean renewable energy. In
terms of specific SDG, Ohito SHP supports targets 7, 8, 13. With respect to CO2 reduction,
since, per kWh of electricity generated from SHP reduces 0.463 kg CO2, the 350 MWh of
electricity generated annually by the Ohito SHP will lead to reduce approximately 162 tons
of CO2 per year.

In terms of social contribution, a community-based SHP leads the local growth by
providing work to local companies, utilizing local resources and providing a means of
engagement to the local young people and a learning opportunity to the students in the
community. Like other communities in rural Japan, the Ohito community is also facing
ageing, lack of job opportunities, depopulation, etc. Installing this kind of SHP will provide
local empowerment and revival of local business. The sole idea to install the Ohito SHP
was as follows:

• Improving social welfare, especially improving the living support system.
• Maintenance of roads, irrigations, waterways, inside the community.
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• Maintenance of public halls.
• Utilization of degraded farmland aiming for bamboo grove maintenance and agricul-

tural industry.

However, unfortunately, there was no such work done until the writing of this paper.
All the money (~35,200 USD) is still being kept by the local community. No such investment
has been made. Therefore, the direct social impact of installing this plant has not started
yet, but there were some indirect social impacts in terms of idea sharing and attracting
other communities to install similar SHP projects in respective communities. In addition, it
is a source of education for the community people and university students, as they learn
not from theory, but by looking at the actual running plant. There is one more hidden
important impact. The Ohito community was getting implicit know-hows and community
experiences “of the local community, by the community, for the community”, by actually
operating SHP.

5. Conclusions

This paper discussed an SHP development business model in which the local commu-
nity will become the business owner. It is focused “of the community, by the community
and for the community” by discussed a case study of community-based 50 kW SHP in-
stalled in rural Japan. This SHP is one of the best cases of a community ownership SHP
model in Japan. The local community is getting approximately 112,000 USD per year by
selling the electricity and 162 tons CO2 are estimated to decrease yearly, which will support
the achievement of SDGs. Installing this kind of SHP will provide managerial skills to the
community, plant operation knowledge, and education to local people. Local communities
learn the problem-solving skills and implicit know-how, which lead them to solve the local
problem on a community level. Finally, it is concluded that SHP can play a vital role in
community development. SHP makes a network of stakeholders, it integrates the local
community to the urban stakeholders, and it creates jobs for the local community, which
help to engage the local youth to be at home.

In recent times, a localized, independent generation of energy has started and it is
growing. An SHP achieves break-even within 8–12 years depending on the investment, but
the Japanese government gives FIT for 20 years. This money helps local people to do their
community development. The community no longer depends on government subsidies
for their development from now on. They use this SHP money for their agriculture
land improvement, renovation of local community halls, roads, etc. It gives a means of
independence to the local community.

To install more and more SHP, there is a need to make an attractive community-based
business model, which includes both rural people and urban stakeholders. This paper
has suggested a community owned SHP model, which can be used to install more and
more SHP for the local community. It gives ownership to the local community, as the local
people identify their problems, install the SHP and do necessary maintenance and man-
agement. The income generated by selling electricity is received by the newly established
corporation/company composed of all the community members. This association pays the
loan to finance companies or banks and utilizes the rest of this money for the development
locally. This new community-based action not only works on SHP development, but also
the planning to use other natural resources available in the community. It will promote the
community independence and self-sustainable to make sustainability.

With a number of benefits, there are some limitations that need to be fixed in the future.
First, the Japanese government is paying a high FIT on SHP, but it still needs to revise.

The equipment’s and labor costs are high, and so the rate of return becomes slow. If 100%
money is borrowed, the project payback period increases to 10–12 years, which should be
below 10 years.

Second, local communities are not always aware and do not have much skill and
confidence to manage and operate their natural resources. Therefore, they do not decide
to invest the revenue earned by selling electricity. In the future, it is necessary to make a
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plan for the proper utilization of sales revenue. It is necessary to introduce a new player
who will take care of this investment to develop the local culture, agriculture land, and
community needs. There is a possibility to include university professors or NGOs or the
local city office as a coordinator and interpreter. They will take care of revenue earned to
use properly for the development of community road, culture, agriculture needs, etc. The
community people will decide about the investment area and they will inform them.
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