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Preface

Open data is freely usable, reusable, or redistributable by anybody, provided there 
are safeguards in place that protect the data’s integrity and transparency. Analysis 
and processing of public open data (POD) repositories in order to obtain relevant 
information from query log data.

This book describes how retrieved data can improve different learning qualities 
of digital networking, particularly performance and reliability. The book also 
describes developing artificial intelligence (AI) and machine learning or related 
models, knowledge acquisition problems, and feature assessment by incorporating 
data sources (blogs, search query logs, document  collection) as well as interactive 
data (images, videos, and their explanations, multi-channel handling data).

The search query log created by manual intervention with the POD repository is a 
good source of knowledge. The data in the search query log is generated from users 
who interact with online communities. However, there is an understanding of the 
concept with economic models in specific sectors, for example, the telecom sector, 
where prices are appropriately designed and implemented. There is a significant gap 
between recently evolved extraction methodologies of POD repositories and their 
applicability across numerous organizational processes.

This book is useful for undergraduates, scientists, and professionals working in 
open data. It includes five chapters.

Chapter 1: “Knowledge Extraction from Open Data Repository”

This chapter analyzes how researchers retrieve data from POD repositories. The 
increase in the number of affluent online platforms, social media, and collabora-
tively related web resources has amplified the evolution of socio-technical systems, 
resulting in domains that demonstrate both the conceptual model of the required 
system approaches and the collaborative form of their participants. The POD 
repositories at impressive levels and retrieve the information from query log data to 
investigate these factors’ effects. This investigation aims to maximize the quality of a 
POD repository from a new perspective. First, we offer a unique query recommender 
system that can help consumers reduce the length of their querying operations. 
The goal is to discover methods that will allow users to engage with the open data 
repository quickly and with fewer requests.

Chapter 2: “Open Government Data: Development, Practice, and Challenges”

This chapter focuses on the principle of open data, emphasizing Open Government 
Data (OGD). It discusses the context and features of OGD and identifies dangers, 
barriers, and problems. It also examines the benefits of OGD, as well as perceived 
risks, obstacles, and challenges.



IV

Chapter 3: “Framework to Evaluate Level of Good Faith in Implementations  
of Public Dashboards”

Public dashboards (PDs) must be measured by how often they satisfy customer 
demands. This chapter provides a methodology for assessing the amount of 
contracting parties’ development of PD. It begins by looking at the problems 
governments face when sharing files with good conscience, even though OGD 
laws and regulations are being implemented worldwide. The chapter provides a 
use case in which scientists investigate a PD in their environment that looks to be 
adopting OGD but is not doing so in good conscience and designs an equivalent 
approach.

Chapter 4: “Intrusion Detection Based on Big Data Fuzzy Analytics”

Intrusion detection (ID) is an essential technology for improving network security 
by identifying assaults or anomalous accesses. Most conventional ID systems have 
several drawbacks, including high dropout frequencies and poor malware detection. 
Managing scattered and massive information presents a problem for ID systems. 
Working with inaccurate data is also problematic. This chapter uses a fuzzy c-means 
(FCM) algorithm to cluster and classify pre-processed learning data.

Chapter 5: “Artificial Intelligence and IoT: Past, Present and Future”

This chapter examines how artificial intelligence (AI) can assist healthcare 
practitioners in making optimal treatment decisions. The increased usage of 
patient records and the development of big data analysis techniques have resulted 
in reliable and efficient applications of AI in health services. As guided by proper 
diagnostic inquiries, advanced AI algorithms may find critical clinical data in 
massive data, assisting in treatment decisions. The chapter also discusses the 
Internet of Things (IoT), a system that connects physical devices to the Internet 
using near field communication (NFC) and wireless sensor networks (WSNs).

Vijayalakshmi Kakulapati
Sreenidhi Institute of Science and Technology,

Department of Information Technology,
Yamnampet, Ghatkesar, Hyderabad, Telangana, Inida

XIV
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Chapter 1

Knowledge Extraction from  
Open Data Repository
Vijayalakshmi Kakulapati

Abstract

The explosion of affluent social networks, online communities, and jointly 
generated information resources has accelerated the convergence of technological 
and social networks producing environments that reveal both the framework of the 
underlying information arrangements and the collective formation of their mem-
bers. In studying the consequences of these developments, we face the opportunity 
to analyze the POD repository at unprecedented scale levels and extract useful 
information from query log data. This chapter aim is to improve the performance 
of a POD repository from a different point of view. Firstly, we propose a novel 
query recommender system to help users shorten their query sessions. The idea is 
to find shortcuts to speed up the user interaction with the open data repository and 
decrease the number of queries submitted. The proposed model, based on pseudo-
relevance feedback, formalizes exploiting the knowledge mined from query logs to 
help users rapidly satisfy their information need.

Keywords: Data Mining, Query, Public Open Data, Social Network,  
Knowledge Extraction

1. Introduction

SNS (Social networking services) is online services, platforms, or sites designed 
to support the development of Internet-based communities or community links 
between, for instance, individuals who often regularly interact with hobbies, expe-
riences, and emotional interactions. SNS includes an account of every member and 
its community ties and a range of additional capabilities (typically a biography). A 
significant number of SNS are social media and allow consumers to communicate 
Online like e-mail and automatic messages. While SNS is often an individual-
centered service in a broad context, social media facilities are a team. Social media 
platforms may be regarding constitute SNS. Online Communities enable individu-
als inside individual unique systems to exchange opinions, tasks, experiences, 
and goals.

Social networks communicate to interact in many innovative approaches, 
such as shows, hashtags, perform and engages electronically, revealing further 
cooperation and projected benefit that could scarcely imagine only a short time 
before. Online communities can play a significant role in the organizational pro-
cesses as well as helping to develop company concepts and emotional responses 
and give up different prospects for the examination of social interactions and 
social behavior.
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Presently, people rely on social media and its vast and diverse wealth and have 
progressively penetrated each human living area. Increasingly individuals prefer 
to engage valuable time on social media to develop a significant social entertain-
ing community and again try to communicate with each other so often that the 
interaction around them is robust. POD repository analytics is perhaps a commonly 
used scientific and commercial approach for investigating the social media of 
interpersonal, organizational, and corporate links. The necessity for solid knowl-
edge in DPO analysis has lately increased with ready availability to computational 
power and the rise of social popular social networking platforms such as LinkedIn, 
Twitter, Netlog, and more.

Twitter social network by study the contents of the tweets and the links between 
the tweets to extract knowledge from log data. By selecting buzzwords, began the 
‘Twitter review and then collecting all Twitter posts (Tweets) correlated to the 
keywords. It is a social-economical problem in India. Mining the query log based 
on social networks like Facebook, Twitter, etc. Study and address the discovery, 
access, and citation of POD repositories like Twitter data sets; and strengthening 
educational programs of academics of current and future generations specializing 
in such areas. This is an auspicious time for extracting useful information from 
social media query log data. Substantial efforts to decipher large amounts of data 
are steps towards complete search log records integrating POD repository analysis. 
From these data sets, we extract valuable knowledge.

The search log obtained by user actions with the Public Open Data (POD) 
database is an excellent data collection for improving its efficiency and the effec-
tiveness of the online community. The data in the user input logs are gathering 
from individuals who communicate on online platforms. The search log assessment 
is complicating due to the variety of customers and diverse resources. As a result, 
numerous scientific articles written about query log analysis.

The word “data set” can also describe the data in a set of specifically relevant 
tables that correlate to a specific investigation or occurrence. Records generated 
by satellites testing hypotheses using devices aboard communications satellites are 
one instance of such a category. A data source is the standard measurement for data 
provided in a POD repository in the open data domain. Over a quarter a million 
datasets are gathering on the European Open Data platform. Alternative interpreta-
tions were presented in this area, although there is presently no accurate statement. 
Various difficulties (relevant data resources, non-relational datasets, etc.) make 
reaching a compromise more challenging. The utilization of query logs for knowl-
edge discovery improves the speed of the POD repositories and improves the use of 
open data source capabilities.

POD repository analysis and mining for valuable extract knowledge from query 
log data. We perform on knowledge discovery, ML or similar approaches, chal-
lenges connected to pre-processing and model assessment, for data sets (web usage 
log files, query logs, collection of documents), and collaborative data (images, 
videos, and their explanations multi-channel handling data). We summarize the 
fundamental results concerning query logs: analyses, procedures used to retrieve 
knowledge, the outstanding results, most practical applications, and open issues 
and possibilities that remain to be studied. We discuss how the retrieved knowledge 
can be utilized to progress different social media class features, mainly its effective-
ness and efficiency.

In addition, several concurrent inquiries of multiple distinct users are addressing 
by business social networks. The query stream has simultaneously been defining by 
a stop-time rate, making it impossible for the POD repository to generate massive 
query load times without over-sizing [1]. Web Search engines Query Logs Social 
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Network Analysis [2], Web search engine quality approaches developed for query 
logs, November 2013.

1.1 Motivation

To observe and comment on Twitter users, Twitter is used to share channels 
for personal information (intimate and confidential life). Since this proportion of 
Twitter users’ Tweets increases significantly and the clickthrough rate, the number 
of RSs (recommender systems) changes its methodological approaches for the same 
query-based RSs system. Hence, user perception and feelings include effectively user 
tweets connected to user’s decision making. It is hard to complete and comprehend 
the retrieval of the needed words from the customer. ML classification approaches 
from the content evaluation represent the finest and most helpful approach for trend 
analytics and sentiment modeling “learn the user’s query patterns and generate 
the query functions with good predictions.” ML-based RSs are used to classify user 
tweets and make suggestions. The feature selection and classification responsibili-
ties in the ML method of customer tweets are significant in designing effective RS. 
But there is no assessment interpretation for ML-based RSs. The primary goal of the 
work for RS is to give awareness based on recommendations, choices, and choices by 
enhancing the effectiveness of their suggestions through a suitable system model.

A Recommender system for dynamic Tweets offers content based on user  
preferences and desires by evaluating the chronological, current, and user tweets 
posting pertinent data. Interactive tweets that are most suited to specific users and 
tweet logs data are proposing. The excess issues of information for data analysis  
and collection are reducing, and the search publishes user tweets in a dynamically 
and personalized fashion and makes precise and accurate demands.

DTSRS (Dynamic Tweets Status Recommender system) retrieves relevant data 
from public tweets that allow an adequate content-aware comprehension, accessible 
to most appropriate tweets for redundant user tweets. The advantage of the devel-
oped system DTSRS is that the user does not have to consume enough attention-
seeking tweets, helping to make an effort too minimal and testing the tweets’ 
dynamics to the user, reducing and increasing the user’s happiness.

User-Query Centered Recommender System (UQCRS) is applied to exploit  
different measures to demonstrate the efficiency of recommendations delivered. 
The proposed algorithm exhibits an effective result to the search shortcuts issues.

1.2 Challenges in twitter content query-based recommendation

1. Retrieving the collection of Twitter tweets that match with one or more 
 content keywords of user-query.

2. Ranking the query within the text.

3. Develop a method for user-query-centered knowledgebase integration.

4. Predict the outcome of the automatic query-analyzer of Twitter tweets 
 concerning the recommendations

These challenges can be solved using query expansion and semantic models. In 
query expansion, the reformulation of the query is made based on the vocabulary 
mismatch among the query and content retrieved. Through semantic models, 
similar words of the user query are extracting.
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1.3 Objectives

1. Scalability and Real-Time Performance Analysis.

2. Discovering the inherent variability in mining the POD repository using 
query log data.

3. Comprehensive quality measures analysis.

4. Algorithmic consistency across domains.

5. Valuable identification of information and domain services using POD 
 repository data analysis.

CF (Collaborative Filtering) and CBR (Content-based recommender) systems 
are the predominant forms of recommendation. The content-based recommender 
system, which is our subject of interest? In the Twitter recommender system, 
Twitter tweets’ essential nature is noisy and with less content for understand-
ing because of the exact use of posting user [3]. Creating the strictly relevant 
content of the recommendation system with the account authority is considered 
in [4], with the learning to rank algorithm considered. The relevant content is a 
similar type of information retrieval [5] using the tweet contents posted by the 
user and user friends, which provides recommended set of tweets to the user. The 
Recommendation System [6, 7] is using to construct the query in the Twitter content 
query-base recommender system by identifying relevant Recommended tweets.

2. Literature survey

Social media connects next to each other individuals in various methods, such as 
web-based gaming, marking, earning, and socializing, showing effective technolo-
gies to collaborate and communicate that were unthinkable only recently. In addi-
tion, online communities contribute to the corporate strategy and assist in altering 
economic models, sentiments and introduce various opportunities for studying 
direct intervention and collaborative actions.

Several previous researchers suggested using the Internet search query records 
to derive linguistic relations between queries or terms. The idea that the web search 
query logs provide knowledge via clicks confirms the relation among searches and 
records selected by individuals. The writers relate questions and words in the infor-
mation gathered based on these data. This technique has also been using to group 
requests from log files. The cross-reference text is linked to similarities depending 
on query information, proximity editing, and hierarchical resources to identify 
better clusters. Such clusters are utilizing to discover identical queries for querying 
systems.

Twitter is a massive amount of information social network, to perform an analy-
sis on Twitter, a keyword-based search for possible and relevant posts [8], where 
such search keywords cover all the possible tweets of the user [9], which is a lengthy 
and time-consuming process. Typically, to reduce the complexity of searching the 
posts from a Twitter data source, a user search keyword identification is made [10] 
to reduce the manual effort. User search keywords extraction is developing on the 
target keywords instead of the general word phrase of the keyword selected. This 
keyword extraction process is iterative because of the user’s regular interaction in the 
social network through a web search and advertising. So there is a need for a query 
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recommendation and query expansion system to improve the keyword extraction 
process from Twitter tweets and provide recommendations for Twitter users. The 
keyword’s frequency statistics and machine learning models recommend [11, 12] 
classifying the keywords and extracting them from the Twitter tweets. The search-
based dataset is given in [13] to find the keyword topics and search the keywords in 
the dataset, but for the enormous tweets, this method results in relevant tweets or 
empty tweets because of a vast Twitter dataset. Therefore, keyword recommenda-
tion in search based through query suggestion is recommended [14, 15]. In keyword 
recommendation, the query system is designed based on the relevant keywords in 
the Twitter tweets through query log mining and search query suggestions [16]. 
The query expansion [17] from the original query is complete with expanding and 
improving query ranking for the searched tweets through query suggestions.

In recent years, POD repository analyses have received considerable interest 
mainly because of the increase in online microblogging and media disseminat-
ing websites and the generating substantial of an extensive POD repository. 
Furthermore, despite increasing attention, the significant financial uses of online 
communities in extraction are not very well understood. While there is a great deal 
of study on various issues and methodologies of POD repository extraction, there 
is a difference between approaches produced and used in practical situations by the 
researchers. Thus, such approaches are yet relatively unknown to their corporate 
development implications.

Though there is a significant difference between the recently established POD 
deposition extraction technologies and their application. Some sectors, such as 
the telecommunications business, whereas charges are appropriately structured to 
indicate the names and the persons as operators), POD results indicate POD results 
substantial market orientation synergy. Moreover, most POD repository analytics 
studies have focused on generic issues previously mentioned rather than consider-
ing particular commercial uses. As a result, the possible use of the POD repository 
evaluation and analysis in the industry is hardly known.

1. The future generation information processing must make it much easier to 
routinely analyze diverse data sets such as extensive reading, videos, and 
knowledge created by users like blogging.

2. Innovative approaches are essential for the data analysis of numerous con-
tributing inputs, for example, contextual performance, clinical development 
research findings, previous warnings, incidence history.

3. Novel approaches require decentralized systems where the related items are 
searching, and the similarity’s reliability needs to be measured.

4. In observational predictive analytics, topic specialists require sophisticated 
higher transmission. That applies to advanced methods such as cartoons and 
non-traditional ones such as poetic analytics.

5. A recurrent topic seems to be the necessity to integrate consumer demands into 
any novel computational technology, system, or technique as a type of data 
with the involvement of domain knowledge.

Mining methods workflow contains a group of mining data and models, with 
an utmost data operator work to set the parameters of the mining model used. 
In mining, the data is not expressing indirect form, but it is unseen in the model 
connectors. The user provides the indirect form of data and applies a model on the 
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indirect form of data, generating the direct form of data. During this process, min-
ing techniques should distinguish between components, are data model, operators, 
and parameters. Enable the user in designing such mining for the web. There is a 
need for the development of online data workflow through concepts and categories. 
Online data refers to a frequent visitor of a group or several web pages in social net-
works to cover and gather the complete user required information through locating 
the web page and fetching the desired user valid information.

Web pages are complete application-specific to fetch the user’s desired target 
information through the user-defined keywords using a constrained specific web 
application to provide up-to-date information through the Online Social Networks 
(OSN). OSN is protecting billions of active and passive web user’s knowledges. The 
rapid change in social networking sites has proven an exponential growth in user 
information and knowledge exchange rate. According to [18], two-thirds of the 
online users browse a social network or an eCommerce website, with an average 
of 10% of all internet utilization time. By covering such a large amount of helpful 
information exchange, OSNs through social media become an excellent platform for 
mining techniques and research in data analysis.

The method allows data on social media user tweets for goods and commodities. 
In [19], a RES approach is recommending to give a level of precision compared to 
the previous approaches used in the tweet assessment of the consumer. Fasahte 
et al. [20] has presented the method to anticipate tweets by utilizing the Online 
Reviews dataset sorting procedures. It investigates the search engine extraction 
and training algorithm to collect data from the unstructured text in the available 
online content. In addition to the keyword-based evaluation, the data model on 
the Internet is connecting with complex searches. They utilized to locate tweets on 
various tweets while maintaining the surfing data operational inside the account 
location. The data collection, processing of data, and data sampling are all three 
aspects of tweets availability. Verma et al. [21] developed a dynamic analysis clas-
sification technique by implementing ML and evaluated the different variables in 
these learning approaches. A public repository response assessment technique [22] 
discussed huge data volumes on Twitter to create the emotional state of every mes-
sage. Rosenthal et al. [23] describes the user opinion mining system used to extract 
similar users’ views from the person’s view using a moderate data analysis method. 
Ibrahim et al. [24] established an online emotional assessment that supplied many 
functional tweets out of interest to identify comparable personal data. The decision 
relates to extracting features, extensive conversion, and different recognition using 
machine learning techniques in many tweet solutions for the clustering techniques, 
correlating the query response pattern, relationship regulations for Twitter tweet 
extraction, and visualization in the Tweet API application.

The phrase retrieval from several texts is provided by [25–27] since the words 
should be user-specific, and the searching procedure should be preserving. Due to 
the powerful conventional method to all these, it is possible to investigate a method 
that relies on the recommendation, utilizes iteratively in the search engine and 
advertising searching.

Optimization techniques provide AI (Artificial Intelligence) and NLP (Natural 
Learning Processing) capabilities in order to deliver necessary assessed user sugges-
tions interpretations in different networks/services of social network applications 
[28, 29]. Interface design such as mobile web apps permits various movies, cuisine, 
literature, YouTube, healthcare and more information related material. Films, cul-
ture, and entertainment are communal societies. Depending on the user’s awareness 
of the material, the recommender system [30] has problems with confidentiality 
and protection. Thus, classic recommenders are becoming inevitable for current 
user ratings and Twitter posts to evaluate user-generated content [31, 32].
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A social media micro-blogging process recommendation enables 140-character 
consumers to utilize tweets and retweets, known as individual tweet statuses [33]. 
Such tweets are related unidirectionally, as it posts the tweet, and others who tweet 
reciprocate follow a tweet. The predefined list solely concerns the retweeting user. 
Tweets contain a specific user interest context and content, for example, movies 
or music [34]. Tweets are connecting to the abovementioned subjects. The person 
who posts is the origin of news, and the customer who retweets is the follower data 
source, try to evaluate tweet content. Microblogging is a form of communication 
via the consumer Twitter medium of complete information. Twitter members are 
classifying into three categories: the first relates to posts, where people organize into 
a significant number of supporters. The latter concerns the tweet requesters, where 
the users submit a rarely post to comprehend and observe tweet material continu-
ously. The last concerns user twitch [35] relationships, including friends/relatives in 
which all the posts are personalized.

These classes classify according to the post and retweet consumers, followers, and 
comparable results [36]. The rating is for multiple users, supporters, and retweets 
with the suggested providers and searchers of knowledge. Depending on these 
ordering, users and followers get the reputation of relatively large text containing 
signs of impact in the production of tweets [37]. Posts and repost individuals are 
classified first, social media posts and tweets are the subsequent most important for 
tweet users, and the third reciprocate relation to the discussion forums of these rat-
ings [38]. Subsequently, the relevance rating and connectivity are estimated to iden-
tify the Twitter post system by giving the prominent tweet the correct weight, which 
affects the linked user’s position for various stuff exchanging relations [39, 40].

3. Recommender system

In this paper, UQCRS proposes a concept of the recommendation system at the 
user-query level that mainly aims to find the correct tweet’s information extraction 
through content to user requirements.

3.1 Proposed recommender system

Unlike the previous works of the recommendation system, the proposed UQCRS 
is a system capable of performing Twitter mining from a vast Twitter database 
through query logs and user tweets for understanding the user interaction in the 
Twitter tweets. UQCRS provides the search-based tweets content recommenda-
tion through the found user-query centered content in the short and long tweets 
to depict the intention of the user tweets. In the proposed system, the workflow is: 
firstly, the Twitter background knowledge is extracting for user-query-centered 
knowledgebase integration. Secondly, implementing the strategy of UQCRS on the 
Twitter knowledge repositories. And finally, evaluation and illustration through the 
discussion of the proposed URCRS system are made.

3.1.1 Content-based twitter tweets detection

Twitter users communicate with the recommender systems through a user 
interface like a web portal or a mobile app. Depending on the user availability, the 
user interacts with the social network to extract the information in the tweets on 
user interest, which is predicting by the tweets ranking method to provide the list 
of proposed tweets based on the content keywords of the user query. The UQCRS 
data system depends on the database it stores and updates the tweets based on the 
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content and ratings of tweets through the query search. UQC recommendation sys-
tem tweets content architecture depends on the profile and database of user Twitter 
profile that store query information and update the entities continuously through 
Twitter user customer recommendation, as represented in Figure 1.

With the content feedback and query-centered analysis, recommender systems are 
implementing in Figure 1, used within the e-commerce websites, to guide the Twitter 
customers through retrieving log data and Twitter mining originate themselves.

Figure 1. 
Architecture of the UQCRS implementation.

Figure 2. 
User-query pattern categorization.
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The tweets clustering process and the tweets’ filtering are performing, shown 
in Figure 2, of the tweets as given by the user recommendation, which analyses at 
every instant of user interaction.

In the proposed system, each analysis is a service, and the Content Detection 
Model algorithm’s operation is explaining in Figure 3, which is describing in two 
parts. The first content phrase built as a final set of query phrases per query log 

Figure 3. 
User twitter tweets detection.
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brings together a maximum number of ordered patterns that make each filtered 
design generate enough matched tweets. In the second, query mapping is comput-
ing that shares similar tweets during consecutive query logs, exceeding the maxi-
mum ordered pattern.

3.1.2 User-query centered knowledgebase integration

User query analysis is complete by extracting knowledge from query log 
data, shown in Figures 3 and 4. Here, the scenario is that successive user tweets 
are removed based on the query log data, and the matched query is accessed 

Figure 5. 
User-query centered knowledgebase integration.

Figure 4. 
Extracting the knowledge from query log data.
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correspondingly through subsequent extraction. The accessed query content related 
to a Twitter account focuses on extracting the respective accounts retrieved from 
the tweets account. The latter tweet’s accounts focus on the generic tweets with 
similar content, with identical query phrases. But during relevance query knowl-
edge, similar user query search with less effective and provide the presence of user 
tweets with high similarity with different text types.

The scenario of user-query knowledgebase construction is showing in  
Figure 5. Here, from the previous methods, with the selected user-query proce-
dure used as a tweet query category, user integration history is proposed, with 
knowledge extraction at every query feedback history loop-back. For query 
integration, the projected tweets from one day to many days are structured for 
continuous knowledge construction through the constant tweet’s attribution and 
trace the future knowledge analysis, which evolves in the future based on the 
tweeted user query.

The model of the proposed recommendation system is shown in Figure 6, 
consists of:

a. a set TU of N users, TU = {TU1, TU2, TU3,...., TUN}

b. a set C of M items, C = {c1, c2, c3,....., cM}

c. a query cluster matrix QC, QC = [qcmn] where m ϵ TU and n ϵ C

d. a set ƒ of N feature query sets, ƒ = [ƒmn]

e. a tweet knowledge weights Kω = {ω1, ω2, … ωN}

User item set is associated with the number of feature vectors representing the 
tweet customers with different tweet phrases assigned to the user-query content 
model. In the recommender content model, the decision ranking prediction 
compares the users and Twitter queries in the categorized user-query item set and 
tweet’s weights.

Figure 6. 
The proposed user-query centered recommender system.
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4. Results and discussions

For experiments, a random public user Twitter dataset and real-time data 
using the API of Twitter is complete. The Twitter tweets containing the keywords 
“basket,” “pencil,” “work,” “enter,” and “formal” from the public domain are taking 
as the standard bag-of-words approach. Used this dataset for classification and 
collected 300 documents in each of the public domains.

For the classification of tweets, the true +ves, true -ves, false +ves, and false -ves 
constraints are utilized to equate the consequences of the classifier under the test 
with investigation techniques, which is illustrating in Figure 7.

The relations between TP, FP, FN, and TN are:

a. The relation [ ]/TP TP FP+  is describing as precision, which is the correctly 
classified metric.

b. The relation [ ]/TP TP FN+  is describing as Recall, which is the actual  
classified metric.

Figure 8. 
Accuracy comparison of a classified tweet.

Figure 7. 
Classification matrix model for metric analysis.
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c. Relation 2 precision recall
precision recall

∗ ∗ +  
 is describing as the F-measure, 

which is a measure of precision and recall.

Figure 8 shows the accuracy of classifying a user query tweet in the users 
defined the recommended system. The highest accuracy is achieved through the 
proposed work, with an incredible number of word phrases, depending on the 
content of the user query and compared with Naive Bayes classifier (NB) [41].

Figure 9 compares the proposed system with different dataset approaches in 
terms of F1-score and the exact match. Because of the phrase-based content mining 
is made and tweets analysis is made accurately on two other datasets of different 
methods [42, 43] and proposed.

5. Conclusions

Social media connects connected individuals in numerous ways. For instance, 
online people can interact, communicate, collaborate, and socialize, showing new 
types of integration and interaction that were difficult to imagine only a short 
period before. Online communities also play a significant role in entrepreneurship, 
influence company feelings, and concepts and create many opportunities for unique 
investigation of person and team performance. In this chapter, a user query-
centered recommendation system is deliberate to improve user-query analysis and 
tweets analysis for Twitter tweets. The proposed and implemented query catego-
rization gives a satisfactory exact match performance in tweets categorizing. The 
content model is the most important model for the majority of tweets. Apart from 
finding the tweets, the phrases are identified and located in accuracy performance 
metric. As discussed, content integration is helpful for tweets match retrieval. For 
the given user tweet query, if the aim is to retrieve similar tweets from the public 
repository, retrieving the keywords is improved with the use of words and phrases. 

Figure 9. 
Comparison of different algorithms for measured values.
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Also, a novel algorithm based on content detection is using to extract the tweets 
using the bags-of-word method. Using the tweet’s knowledge weights the pro-
posed recommendation system avoids the dissimilar tweet’s pattern identification 
problem. The above said three parameters are complete, which indicates that the 
proposed approach produces better accuracy results than the other methods.

6. Future scope

Future work focuses on The DTSR System may be extended along with addi-
tional user profiles such as film playlists, community groups, social media tweets, 
user emotion, user posts, and feature tweets to better the method recommended.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 2

Open Government Data: 
Development, Practice, and 
Challenges
Omer Hassan Abdelrahman

Abstract

This chapter explores the concept of open data with a focus on Open 
Government Data (OGD). The chapter presents an overview of the development 
and practice of Open Government Data at the international level. It also discusses 
the advantages and benefits of Open Government Data. The scope and charac-
teristics of OGD, in addition to the perceived risks, obstacles and challenges are 
also presented. The chapter closes with a look at the future of open data and open 
government data in particular. The author adopted literature review as a method 
and a tool of data collection for the purpose of writing this chapter.

Keywords: open data, open government data, OGD, OGD development,  
OGD principles, OGD practice, OGD barriers, open data portals

1. Introduction

The concept of Open Government Data (OGD) has been heavily debated during 
the last few years. It has drawn much interest and attention among researchers and 
government officials worldwide. Many of the developed and developing countries 
have launched open data initiatives with a view to harnessing the benefits and 
advantages of open government data. This chapter is dedicated to highlighting the 
various aspects of open data and open government data.

According to the Open Definition, “Open” in the context of data and content 
“means anyone can freely access, use, modify, and share for any purpose”. There 
are many types of data that can be open and used or re-used by the public. These 
include data relating to culture, science and research, finance, statistics, weather, 
and environment [1, 2].

The Open Knowledge Foundation outlined key features of openness as the 
following:

• Availability and access: the data must be available as a whole, in a convenient 
and modifiable form and at a reasonable reproduction cost, preferably by 
downloading over the internet.

• Reuse and redistribution: the data must be provided under terms permitting 
reuse and redistribution, with the capability of mixing it with other datasets. 
This data must be machine-readable.
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• Universal participation: the data should be available for everyone to use, reuse 
and redistribute without discrimination against fields of knowledge, or against 
persons or groups [2].

Features of open data also include the following aspects: Data should be primary 
and timely and accessed data must be available in non-proprietary formats and 
free to use with unrestricted license. Data should also be as accurate as possible. 
Although most of the data will not meet all of these criteria, data is only truly open 
if it meets most of them [3].

The earliest appearance for the term open data was in 1995. It was related to the 
disclosure of geographical and environmental data in a document written by an 
American agency. The scholarly community understood the benefits of open and 
shareable data long before the term open data was a technical object or political 
movement [4].

The Scholarly Publishing and Academic Resources Coalition (SPARC) defined 
open data from a research perspective as: “Open Data is research data that is freely 
available on the internet permitting any user to download, copy, analyze, re-
process, pass to software or use for any other purpose without financial, legal, or 
technical barriers other than those inseparable from gaining access to the internet 
itself” [5]. SPARC stressed the benefits of open data in that it accelerates the pace of 
discovery, grows the economy, helps ensure people do not miss breakthroughs, and 
improves the integrity of the scientific and scholarly record,

The current concept of open data and particularly open government data (OGD) 
started to become visible and popular in 2009 with a number of governments 
in the developed world who announced new initiatives to open up their public 
information records such as the USA, UK, and New Zealand. These initiatives were 
triggered by the mandate for transparency and open government from the then 
American President Barack Obama administration, thus kick starting the Open 
Government Data Movement [6, 7].

To legalize the use of the published public data, open data must be licensed. This 
license should permit people to freely use, transform, redistribute and republish 
the data even on a commercial basis. A number of standard licenses designed 
to provide consistent and broadly recognized terms of use are employed. These 
licenses include: Creative Commons (CC), Open Data Commons Open Database 
License (ODbL), and Open Data Commons Public Domain Dedication and License 
(PDDL). Some governmental organizations and international organizations have 
released their own tailored Open Data license such as The Worldbank Data License, 
French open Data License, and UK Gov. Data License. Standard licenses have many 
advantages over bespoke licenses, including greater recognition among users, 
increased interoperability, and greater ease of compliance [8, 9].

2. Development of the open government data concept

Open government data (OGD) is government-related data that is made open to 
the public. Government data usually contain various datasets, such as budget and 
finance, population, census, geographical data, parliament minutes, etc. It also 
includes data collected by public organizations or agencies such as data related to 
climate or pollution, public transportation, traffic, child care or education [10].

Open government data has been associated with Open Government which is 
perceived as a phenomenon encompassing a number of characteristics and dimen-
sions such as information availability, transparency, participation, collaboration, 
and information technologies [11]. The concept of open government data can be 
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traced back to the year 1966 when the USA federal government passed the Freedom 
of Information Act (FOIA). The coming of the internet and new information and 
telecommunications technologies contributed to the more recent interest and 
understanding of the value and benefits of government information for the sake 
of transparency, collaboration and innovation [12]. Two significant consequent 
developments contributed positively to the open government data; these are the 
launching of data.gov in the USA in May 2009 and the data.gov.uk in the United 
Kingdom (UK), in January 2010. It subsequently spread out to many other countries 
around the world, as well as to international organizations, including the World 
Bank and the Organization for Economic Co-operation and Development (OECD). 
Moreover, the concurrent advances in the information and telecommunications 
technologies also played a role in the development of open government data, 
coupled with the passing of open standard laws by many countries such as Canada, 
the USA, Germany and New Zealand, and the setting of policies on open data 
focusing on indexing government data holdings [13, 14].

In 2015 a number of governments, civil society members, and international 
experts convened with the purpose of representing an internationally-agreed set 
of norms for how to publish government and other public sector organizations 
data. They then formulated a set of principles called the Open Data Charter. They 
introduced these principles with the following statement:

“We, the adherents to the International Open Data Charter, recognize that gov-
ernments and other public sector organizations hold vast amounts of data that may 
be of interest to citizens, and that this data is an underused resource. Opening up 
government data can encourage the building of more interconnected societies that 
better meet the needs of our citizens and allow innovation, justice, transparency, 
and prosperity to flourish, all while ensuring civic participation in public decisions 
and accountability for governments…” [15].

The conveners agreed to adhere to the following set of principles concerning 
access and release of government and public sector data. That data should be.

i. Open by Default;

ii. Timely and Comprehensive;

iii. Accessible and Usable;

iv. Comparable and Interoperable;

v. For Improved Governance and Citizen Engagement;

vi. For Inclusive Development and Innovation [15].

The scope of Open government data which is made available with no restrictions 
on its use, reuse, or distribution covers all data funded by public money excluding 
private, security sensitive, and confidential data.

3. Open government data practice

The Open Data Barometer, an international benchmark of how open data 
publishing is used by governments for accountability, innovation and social 
impact ranked, in 2018, 30 leading world countries, excluding the EU countries, 
according to their performance and commitment to the principles of open data 
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movement. It measured the progress these 30 governments have made against 
three essential ingredients for good open data governance, defined as part of the 
Open Data Charter updates process, namely Open by Default, Data Infrastructure, 
and Publishing with Purpose. In other words, the Barometer ranked governments 
according to three criteria: readiness for open data initiatives, implementation of 
open data programs and impact that open data is having on business, politics, and 
civil society. The top ten ranking countries were Canada, UK, Australia, France, 
South Korea, Mexico, Japan, New Zealand, USA, and Germany, respectively [16]. 
On the other hand, the open data maturity assessment reported on data maturity in 
European countries for the year 2020. It provided insight into the developments in 
the open data field in European countries, including the 27 EU Member States, and 
the participating European Free Trade Association (EFTA) countries Liechtenstein, 
Norway, and Switzerland, including the Eastern Partnership countries Azerbaijan, 
Georgia, Moldova, and Ukraine, besides the United Kingdom. The assessment 
measured open data maturity with regard to four dimensions: policy, impact, por-
tal, and quality. Maturity was scored against these dimensions, forming an overall 
score of open data maturity for each country. The countries were clustered into 
four groups, from the most mature to the least. Seven countries are labeled as trend 
setters according to their performance. They are Denmark, Spain, France, Ireland, 
Estonia, Poland, and Austria [17].

Public institutions are among the largest creators and collectors of data in many 
different fields or categories. These data categories include areas such as transporta-
tion, traffic, finance, environment, economy, government, weather, geographical 
information, tourist information, statistics, business, public sector budgeting, 
performance levels, and science and technology. Data about policies and inspection 
in fields such as education quality, safety, food… etc. is also included. In addition 
to this, international OGD sites have a specific characteristics and data patterns in 
terms of their OGD levels, data formats, and datasets. Top data formats used are 
CSV, PDF, RDF JSON, and XML. Table 1 provides the definitions and examples of 
these file types. However, there are clear variations among world regions in terms of 
the number of data formats, datasets, and data categories [7, 23].

Boosting democratic control and political participation, fostering service and 
product innovation, and enhancing law enforcement are three primary motiva-
tions to publishing government data. In comparing the open data strategies of five 
countries, namely Australia, Denmark, Spain, the United Kingdom and the United 
States, It was found that the focus of the strategic plans differs. For example, the 
United States government focused on transparency for the purpose of increasing 
public engagement, Denmark emphasized the potentials that open data offers 
for the introduction of new products and services, whereas the United Kingdom 
focused on the use of open data for strengthening law enforcement [24].

Citizens use four types of OGD applications in order to engage with their gov-
ernments for the purpose of open government. The first type of application focuses 
on using access to government information to weed out corruption in government. 
The second type of application focuses on the direct benefit to the public of access 
to legal materials, such as access to the law itself. The third application is related to 
informing policy decisions whereby information helps citizens to better understand 
their own communities. The fourth type of application is related to consumer 
products where applications are products that bring open government to a wide 
consumer audience [14]. Open Government Data can lead to a more effective and 
efficient government particularly regarding its relation with citizens. This can be 
achieved by increasing transparency and accountability, developing trust, cred-
ibility and reputation, promoting progress and innovation, encouraging public 
education and community engagement, and storing and preserving information 
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over time [25]. Therefore, open data can lead to open government which is defined 
as: “….. a multilateral, political, and social process, which includes in particular 
transparent, collaborative, and participatory action by government and administra-
tion. To meet these conditions, citizens and social groups should be integrated into 
political processes with the support of modern information and communication 
technologies, which together should improve the effectiveness and efficiency of 
governmental and administrative action” [26].

3.1 Portals and the publication of OGD

According to the principles of OGD, data must be: complete, primary, timely, 
accessible, and machine-readable. It should also be non-discriminatory, non-
proprietary and License-free. Furthermore, public institutions should publish 
all data they have if it would not violate security, privacy or other legitimate 
 restrictions [27].

The World Wide Web Consortium (W3C) outlined three steps for publish-
ing open data, which will help the public to easily find, use, cite and understand 
the data:

File type Definition Example

CSV CSV stands for “comma-separated values”. 
This type of file is a simple text file where 
information is separated by commas. These 
files are usually encountered in spreadsheets 
software and databases. They may also use other 
characters such as the semicolons to separate 
data. By using a CSV file format, complex data 
can be exported from one application to a CSV 
file, and then imported in that CSV file into 
another application.

Product, Size, Color, Price Shirt, Large, 
White,$15 Shirt, Small, Green $12 
Trousers, Medium, Khaki, $35

JSON JSON stands for “JavaScript Object Notation”. 
This is a text file format for storing and 
transporting data. By using JSON, JavaScript 
objects can be stored as text. The string in the 
example defines an object with 3 properties: 
name, age, job and each property has a value.

‘{“name”: “Jack”, “age”:41, “job”: 
accountant}’.

RDF An RDF file is a document written in the 
Resource Description Framework (RDF) 
language. This language is used to represent 
information about resources on the web. It 
contains the website metadata. Metadata is 
structured information. RDF files may include a 
site map, an updates log, page descriptions, and 
keywords.

<?xml version = “1.0? > <rdf 
xmlns = “http://www.w3.org/1999/02/22-
rdf-syntax-ns#” xmlns:s = “http://
description.org/schema/”> <Description 
about = “https://www.xul.fr/Wells”> 
<s:author>The Invisible Man<s:author> 
</Description> </rdf>

XML An XML is a file written in extensible markup 
language. It is used to structure data for storage 
and transport. In an XML file, there are tags 
and text. The tags provide the data structure, 
and the text in the file is surrounded by these 
tags, which adhere to specific syntax guidelines. 
The XML format is used for sharing structured 
information between programs, and between 
computers and people, both locally and across 
networks.

<part number = “1976” > <name> 
Windscreen Wiper</name> 
<description>The Windscreen wiper 
automatically removes rain from 
your windscreen, if it should happen 
to splash there. It has a rubber <ref. 
part = “1977” > blade</ref.> which 
can be ordered separately if you need to 
replace it. </description> </part>

Table 1. 
File types definitions and examples [18–22].
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 Step 1: Publishing the data in its raw form. The data should be well-structured 
to enable its use in an automated manner by the users of the data. Data may be 
in XML, RDF or CSV formats. Formats used should allow the data to be seen as 
well as extracted by the users.
 Step2: Creating an online catalog of the raw data, complete with documentation, 
to enable users to discover published data.
Step 3: Making the data human readable as well as machine-readable [28].

Open data portals are a very important component of open data infrastructure. 
They connect data publishers with data users enabling the former to deliver open 
data and establish the necessary relationships for increasing transparency. Open 
data portals, which are essentially data management software, contain metadata 
about datasets so that these datasets could be accessed and utilized by the users. 
The open data portal includes the tools which help the users to find and harvest all 
relevant data from public sector databases. From the users’ perspective, features of 
open data portals can be used to specify datasets they need and to request for data-
sets [29]. Thus, Open data portals play the role of interface between government 
data and citizens who use or reuse this data. Consequently, a portal should have 
user- friendly features such as a clean look with a search facility. The portal should 
also provide information about the responsible authority which hosts the portal 
written clearly and in a simple language. The portal’s contents should be organized 
into categories and subcategories. It should also aim to engage citizens’ ideas and 
feedback in addition to its basic function of making data available to stakeholders. 
Data quality and standards, and the language settings are very important elements 
in portals so that they can satisfy their users’ needs [30].

The World Wide Web Consortium’s (W3C) benchmark for publishing open gov-
ernment data and the World Bank’s technical option guide outlined the necessary 
technical requirements for establishing efficient and modern OGD data centers. 
These requirements include, among other things, that:

i. Public datasets should be published in their raw state rather than in an 
analyzed form,

ii. Each dataset is accompanied by a well-documented metadata, and.

iii. Data is stored in multi formats – both human and machine- readable 
 formats, such as CSV, XML, PDF, RDF JSON etc. to enable the users to easily 
access published data. It is expected that documental data are stored in either 
PDF, doc(x) or Excel, and geographical data are stored in Keyhole Markup 
Language (KML) or their equivalent alternatives [28, 31].

As for OGD portals’ content and functionality requirements, these include the 
following:

• A number of Datasets.

• Links to External Websites.

• A number of data Categories such as data about education, weather, 
 budget …etc.

• Data Currency. Data should be current and up to date.
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• Availability of metadata. Datasets should come with requisite information that 
adequately describes the data.

• Data Search. A ‘search box’ feature should be available to allow users to easily 
locate specific information by entering a search term.

• Availability of working social media plugins. This feature enables data users to 
share their experiences and suggest new datasets through comments in social 
media websites such as Facebook, tweeter…etc.

• Data Visualization Functionality. This allows users to visualize the data. 
Visualization features come in various forms such as tables, graphs, maps 
etc. [28, 31].

There are a number of additional requirements that contribute to making portals 
achieve sustainability, meet user needs and have an added value impact. These 
requirements are the following:

• Dataset should be organized for use and not only for the sake of publication.

• Should learn from the techniques used by recent commercial data market, 
share knowledge to promote data use, and adapt methods that are common in 
the open source software community;

• Invest in best practices related to discoverability.

• Enhance reuse by publishing high quality metadata;

• Ensure interoperability by adopting standards;

• Engage with more users and re-users by co-locating tools;

• Enhance value by linking datasets;

• Being accessible by offering both options for big data, such as Application 
Programme Interfaces (API), and options for more manual processing, such 
as comma separated value files, thus ensuring a wide range of user needs 
are met;

• Co-locating documentation to make it easy for non-expert users to understand 
the data;

• Assess how well they are meeting users’ needs by being measurable [32].

A number of open source and commercial open data portals software exist. 
Some of the more widely used open source software are the following:

i. CKAN: This is an open source data portal designed to allow publishing, shar-
ing and managing datasets; it has a number of functionalities to the manag-
ers and end-users such as full-text search, reporting tools, and multi-lingual 
support. It also provides an Application Programming Interface (API) to 
access the data.
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ii. DKAN: compared to CKAN, this software has more data-oriented features 
including scrapping, data harvesting, visual data workflow, and advanced 
visualization. DKAN users are mainly government organizations and Non-
Governmental Organizations (NGOs).

iii. Socrata: It has a number of powerful data management tools for database 
management, data manipulation, reporting, visualization with advanced 
options and customized financial analytics insights. Socrata has two licenses; 
an open source license for the community edition and commercial one for 
the enterprise edition.

iv. Dataverse: It is built to share and manage large data-sets. It helps its 
users to collect, organize, and publish their data-sets in a collaborative 
platform. Dataverse is employed around the world by Non-Governmental 
Organizations (NGOs), Government organizations and research 
centers [8].

3.2 Open data best practice

The European Data Portal published a report in the year 2020 highlighting the 
best open data practices implemented by the three top performing countries of the 
year 2019 assessment - Cyprus, France and Ireland. The reported practices may be 
applicable to other international contexts. The practices were categorized into four 
aspects relating to open data, namely, Open Data Policy, Open Data Portal, Open 
Data Impact, and Open Data Quality. Table 2 shows the best practices associated 
with each one of these aspects.

Aspect Best practices

Open Data 
Policy

• Setting up of open data policy and legislation and strategy.

• Development of an implementation plan so as to have an actionable strategy and clear 
responsibilities.

• Setting up of an open data liaison officers network and maintaining of close contact 
with them

Open Data 
Portal

• Inclusion of features that go further than enabling users to find datasets.

• Focusing on interaction between data providers and data re-users through discussion 
forums, dataset-specific feedback and rating systems.

• Provision of example cases of open data re-use.

Open Data 
Impact

• Monitoring and analysis of the re-use of open data.

• Making sure of the availability of the right datasets at the right time,

• Interaction with data re-users for the purpose of understanding their needs through 
open data events.

Open Data 
Quality

• Provision of manuals and technical guidelines for the purpose of responding to 
frequently asked questions.

• Active training of data providres.

• Integration of all measures, guides and training possibilities in one platform on the 
portal

Table 2. 
Open data best practices [33].
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4. Benefits of open government data

Open government data has a number of economic and political implications and 
benefits, particularly on the democratic aspect. They include better transparency, 
citizens’ trust in the government and collaboration in governance, and economic 
development. These benefits of open government data utilization can be detailed in 
the following:

i. Political and social benefits. These include the following aspects: more 
transparency, democratic accountability; more participation and self-
empowerment of citizens; creation of trust in government; public 
engagement; equal access to data; new governmental services for citizens; 
improvement of citizen services, citizens’ satisfaction, and policy-making 
processes; allowing more visibility for the data provider; creation of new 
insights in the public sector; and introduction of new and innovative social 
services.

ii. Economic benefits. These include the following aspects: economic growth; 
stimulation of innovation; contribution towards the improvement of 
processes, products, and services; adding value to the economy by creating 
a new sector; and availability of information for investors and companies. 
When Open Data is used to produce new products or start new services, it 
can increase the demand for more data causing the release of more datasets 
and improvements in data quality [34].

iii. Operational and technical benefits. These include the following aspects: The 
ability of reusing data; optimization of administrative processes; improve-
ment of public policies; accessing external problem-solving capacity; fair 
decision-making by enabling comparison; easier discovery of and access 
to data; creating new data based on combining and integrating existing 
data; validation of data by external quality checks; and avoidance of data 
loss [6, 23].

For OGD to be beneficial, it should meet the following conditions:

i. Quality of data. This includes four components; timeliness, availability of 
metadata, accuracy and usefulness.

ii. Legislation/policy. A clear legal framework should be put in place in order 
to organize the relationship and avoid uncertainties regarding copyright, 
privacy, personal data and data openness.

iii. Skills. Technical skills and knowledge about data on the part of users is 
essential in order for them to be able to use open government data, such as 
knowledge about statistics or programming.

iv. Infrastructure. Infrastructure is required for the purpose of facilitating the 
exchange of data between government institutions and users. Examples of 
such infrastructure are software for data analytics and discovery, and web-
based platforms. The essential features of OGD infrastructure which have 
strong impact on its utilization are feedback mechanisms between supplier 
and users, and data processing capabilities,
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v. Privacy. OGD policies should consider privacy issues by eliminating private-
sensitive data and data related to national security issues. These policies 
should ensure compliance to confidentiality and privacy guidelines [35].

5. Open government data barriers, challenges, and risks

5.1 Barriers and challenges

Open government data faces a number of barriers and challenges that may 
impede its development and implementation. Some of these barriers are related to 
either the data providers or the data users, while other barriers can be attributed to 
both sides. Barriers that might face either side are outlined below:

• Prevalence of closed government culture and lack of open government 
data policy.

• Existence of privacy legislation that protects privacy violation leading to iden-
tification of persons, besides existence of conflicting laws about data access.

• Poor data quality. This includes lack of sufficient and accurate data and avail-
ability of obsolete and non-valid data.

• Difficulty in searching and browsing data due to lack of metadata or an index, 
complexity of available data formats and datasets, in addition to information 
overload and lack of open data user manuals.

• Lack of standardization of open data policy and lack of metadata standards 
and absence of standard software for processing open data [23, 24, 36].

There are some other barriers that are encountered by both open data publishers 
and users. These include the following:

• Lack of technical knowledge on metadata quality on the part of portal own-
ers. This may lead to the publication of inappropriate metadata which in turn 
causes re-users to find it difficult to find the data they need.

• There are political, organizational, legal, technical and financial barriers. 
These instances can be improved by taking into consideration the specific 
needs of the users of open data.

• Geospatial data has its own specific barriers resulting from the use of different 
standards in relation to other types of open data. Dealing with this type of data 
requires specific technical knowledge and expertise [37, 38].

Challenges at the institutional level include the avoiding culture of governments 
whereby governments are reluctant to open public data, the time consuming proce-
dure to access and reuse data, and the fact that governments do not take users’ ideas 
into consideration in government administration. On the other hand, challenges at the 
users’ level include lacking of advance search facilities, lacking of helpdesk facilities 
for the users, and lacking of expertise to analyze data on the part of the users [39].

There are some challenging factors which discourage institutions and govern-
mental bodies to join an open government data initiative. These factors include, but 
are not limited to the following:



31

Open Government Data: Development, Practice, and Challenges
DOI: http://dx.doi.org/10.5772/intechopen.100465

• Lack of awareness of open data.

• Lack of motivation and purpose to opening public data.

• Lack of open-mindedness about the application of open data and the focus on 
publishing of data regardless of its good quality or perceived value.

• Non allocation of budget for opening data because it is still a recent not fully 
understood concept.

• Absence of an institutional body that is dedicated solely to the task of opening 
data which results in lack of regular monitoring of the performance of the open 
data initiative [10].

5.2 Risks

Many risks confront and may consequently impede the proper implementation 
and utilization of open government data. They include the ones listed below:

• Difficulties in determining who owns the published data. This may be 
 accompanied by unclear responsibility and accountability about publishing 
the data.

• Unintentional violation of privacy and violation of legislation may take place.

• Published data can be biased, misinterpreted or misused.

• Open data may have negative consequences for the government.

• Poor information quality may lead to wrong decision making.

• Embargo period may cause published data to be out of date.

• Others may profit from open data rather than the intended citizens.

• Data with little or no value may be published resulting in a waste of 
resources [40].

To avoid and mitigate OGD challenges and risks, a number of practical solutions 
can be designed to enhance the accessibility and reusability of open government 
data on the legal, institutional and technical levels. These solutions include:

• Creation of data portals and metadata;

• Simplification of licensing issues.

• Education of data users and data providers on what is technically and legally 
possible so they can develop their plans within these boundaries.

• linking of the discussion on technical and legal requirements so that the former 
may not end up being difficult to implement in national jurisdictions and the 
latter may not be unrealistic or unadjusted to technical developments and 
practice [41].
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6. Future of OGD

Four key elements characterize future trends of open data, namely:

• Purposeful publication of the data, focusing on its impactful reuse.

• Strengthening of data collaboration and partnerships; expanding the circle of 
those involved in open data projects and enabling more direct collaboration 
between data holders and data users.

• Advancement of open data at the subnational level and emphasizing on build-
ing open data capacity and meeting open data demand at the subnational level, 
rather than only at the national level. This is achieved by publishing data held 
by the public sector and other institutions in cities, municipalities, states, and 
provinces.

• Prioritization of data responsibility and data rights; Potential bias in the 
analysis and use of certain open datasets or how open data initiatives might 
negatively impact the rights of citizens. Moreover, privacy issues should be 
taken into consideration by practitioners. These are key elements in any open 
data project [42].

A seminar held by Statisticians, civil society and private sector ahead of the 48th 
session of the UN Statistical Commission that took place in 2017 discussed new 
trends and emerging issues in open data in light of the 2030 Agenda for Sustainable 
Development. The outcome of this seminar included the following insights and 
recommendations for the purpose of making the world more open to open data:

• Providing free access and use of data by open data platforms for purposes of 
transparency, accountability and daily decision making;

• Ensuring that the principles of data rights and access are matched with strict 
ethical and security protocols;

• Facilitating and enabling the efforts to making data more open by advanced 
technologies and approaches to data architecture and management.

• Collaboration with civil society in issues related to open data, particularly 
in the areas of principles, readiness and evaluation of openness of data, and 
collaboration with academia and technology firms for building portable and 
interoperable common technology infrastructure as a public good [43].

7. Conclusion

This chapter explored the various aspects of open government data. The chapter 
opened by defining the concepts of openness, open data, and open government 
data (OGD). It then proceeded to explaining how OGD developed during the last 
few years and highlighted the most important cornerstones of this development. 
The chapter then explained the various requirements of OGD implementation and 
utilization. It highlighted the practice of OGD around the world. It also explained 
the role of portals in OGD implementation and utilization, outlining their vari-
ous technical and functional requirements, besides introducing a number of open 
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source portal software and applications. The chapter then elaborated on a number 
of benefits and advantages of open government data for the government and 
the citizens. Finally the chapter discussed the barriers, challenges and risks that 
are confronted by open government data initiatives. The chapter then closed by 
 highlighting some perceived future trends of open government data.
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Framework to Evaluate Level of 
Good Faith in Implementations  
of Public Dashboards
Monika M. Wahi and Natasha Dukach

Abstract

To hold governments accountable to open government data (GD) standards, 
public dashboards need to be evaluated in terms of how well they meet public 
needs. To assist with that effort, this chapter presents a framework and rubric by 
which public dashboards can be evaluated for their level of good faith implementa-
tion. It starts by reviewing challenges to governments sharing data in good faith 
despite increasing open government data (OGD) policies and laws being put in 
place globally. Next, it presents a use-case in which the authors explain how they 
examined a public dashboard in their local context that appeared to be following 
OGD, but not in good faith, and developed an alternative implementation that 
appeared to increase the level of good faith. The framework and rubric proposed 
were used to successfully compare and contrast the level of good faith of both 
implementations, as well as another public dashboard described in the scientific 
literature, and to generate recommendations to increase the level of good faith. In 
conclusion, the utility of this framework and rubric for evaluating and compar-
ing good faith in public implementations of dashboards was demonstrated, and 
researchers are encouraged to build upon this research to quantify the level of good 
faith in public dashboards as a way of increasing oversight of OGD compliance.

Keywords: public reporting of healthcare data, quality of healthcare, cross infection, 
public health informatics, data visualization

1. Introduction

There has been a global trend for populations to increasingly hold govern-
ments accountable to open government data (OGD) standards [1]. Because of 
this, governments have undertaken open data projects, such as providing public 
access to government data through publicly-accessible dashboards [2, 3]. However, 
government actors also may have an incentive to hide or obscure data, so there are 
barriers to accessing data for public dashboards [1]. This chapter focuses on the 
specific problem where governments attempt to demonstrate compliance with 
OGD standards through the presentation of a public dashboard, while at the same 
time, appearing to hide or obscure the data it is supposed to represent through poor 
dashboard design.

Our motivation to tackle this topic comes from our own disappointing experi-
ence trying to use a public dashboard implemented as part of OGD standards 
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established where we live, in Massachusetts in the United States (US). Currently, 
in general, no standard guidance or recommendations are in place as a process to 
follow for the development of OGD public dashboards, and no framework or rubric 
has been proposed to evaluate them. These challenges are barriers to assessing how 
well public dashboards meet public need, and holding governments accountable 
for this. The significance of our contribution is that we propose a framework and 
rubric on which to base the evaluation of how well these public dashboards meet 
public need. The implication is that the application of this framework and rubric 
can be further researched in terms of utility in evaluating public dashboards. From 
this starting point, globally, we can begin to develop scientific consensus on what 
attributes in evaluate to a good-faith public dashboard implementation, and what 
the public should rightfully expect from the implementation of an OGD public 
dashboard.

2. Guidance for the design of public dashboards

The COVID-19 pandemic brought to attention a longstanding need for well-
designed dashboards in public health and medicine [4]. It also brought to light 
that there are no uniform guiding principles behind developing publicly-facing 
dashboards intended to serve public interests. As a prime example, a recent review 
of United States (US) government public dashboards for COVID-19 found that 
“states engaged in dashboard practices that generally aligned with many of the goals 
set forth by the Centers for Disease Control and Prevention, Essential Public Health 
Services” (from abstract) [4]. However, the results of this review do not address 
whether the public was adequately served by any of these dashboards that were 
funded with the public’s money. Important questions not answered were: Did these 
dashboards meet the public’s information needs? Did they meet the information 
needs of public health practitioners? Or more importantly – whose information 
needs were these dashboards supposed to meet, and what were these needs?

2.1 Philosophies behind public dashboard design

At present, there is no overarching philosophy behind public dashboard design, 
for public health or other topics [2]. Although individual projects will publish 
use-cases where they discuss their design philosophy [2, 5, 6], there has not been an 
overall effort by the professional informatics societies or other academic groups to 
assemble principles behind the design for dashboards intended to serve the public. 
This may be because such an effort would be daunting, and would require a rela-
tively narrow scope. The scope should be aimed at addressing high-level require-
ments focused on ensuring that the public’s needs are met by whatever dashboard 
solution is developed, regardless of the topic.

This chapter will attempt to summarize the literature into a framework that pro-
vides a general, generic rubric by which to evaluate how well a dashboard design for 
the public ensures that the public’s needs are met through measuring their adher-
ence to high-level requirements. The framework will also put forth a method by 
which to compare alternative dashboard solutions aimed at meeting similar public 
needs as to how consistent the solution is with the public’s dashboard requirements.

The framework and rubric are intended to evaluate outcomes. Logically, a 
design process that adequately includes the public that the dashboard is intended 
to serve will inevitably produce a dashboard solution that meets these outcomes. 
Hence, there is no need to invest public funding in bloated efforts such as the Rapid 
Cycle Quality Improvement (RCQI) model, which is promoted by many health 
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departments and organizations, and is extremely paperwork intensive [7, 8]. Part 
of what causes the RCQI model to be so effort-intensive is that it measures process 
outcomes. By contrast, the evaluation framework for public dashboards recom-
mended in this chapter is streamlined, and focused on achieving a design solution, 
not a process solution.

Nevertheless, an optimal design solution will not be achieved without an ade-
quate design process. Therefore, it is important to consider how the public should 
be involved in the process of designing public dashboards – especially those that are 
publicly-funded, and therefore have obligations to respond to the public’s needs.

2.2 Dashboard design process

As stated previously, there is currently no agreed-upon best-practices design 
process for dashboards in general, and public dashboards specifically [2]. Each time 
a dashboard is developed, a different design process is used. But a generic, logical 
process can be summarized in Figure 1.

As shown in Figure 1, typically, before the dashboard is designed, some sort of 
design process is chosen, and this design process is followed to develop an “alpha 
prototype”. The alpha prototype represents a working mock-up that exists for the 
purposes of getting feedback and working out an initial design. Next, the alpha 
prototype undergoes a testing process to inform developers as to modifications 
that are necessary before widespread testing is done. Once those modifications are 
made, a beta prototype exists, and can be launched for field testing.

As described in Figure 1, depending upon the project, there can be different 
components included in the design process for the alpha prototype. First, there will 
be iterative design processes as part of designing the alpha prototype, as well as the 
development of design documentation and the actual creation of the prototype. 
The details behind each of these components will vary by project. Once the alpha 
prototype exists, the process to convert it to the beta prototype involves some sort 
of user testing, and some sort of evaluation for adherence to standards. Granted, 
an alpha prototype may be released into the field without having undergone the 
beta prototype process, but that means it has not been user-tested or evaluated for 
adhering to standards.

This logical process can apply to any dashboard development effort. As one 
example, researchers aimed to design a dashboard for clinicians [9]. They wrote 

Figure 1. 
Generic logical dashboard design process. This design process produces an alpha prototype for initial testing, 
and a beta prototype for widespread field testing.
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requirements and developed an alpha prototype, then worked with clinicians to 
gain feedback to guide the development of a beta prototype (which would presum-
ably be developed in the future and field-tested) [9]. This article focused mainly 
on the feedback process to improving the alpha prototype, but the focus of articles 
can be on any part of the dashboard design process. Another article focused on the 
development of a beta prototype aimed at both the public and leaders for real-time 
decision-making related to traffic flow [2]. While the beta prototype was developed 
and appeared ready for testing, the article did not report any results, so the current 
final stage of this project was not evident in the article [2].

Although, this logical design process should theoretically involve the intended 
users of the dashboard, and prototypes should undergo iterative testing, this is not 
always the case with public dashboards. Because public dashboards often involve 
government agencies and leaders at some level, whether as data sources or as 
intended audiences, these forces can have unintended impacts on the dashboard 
design and quality.

2.3 Governmental data suppression and misrepresentation

As a general trend, consumers are demanding more data transparency, and calls 
are being made for governments to make data available for public oversight [1]. 
Likewise, there is an increasing trend toward using dashboards for empowering the 
public [2, 3]. Not only do dashboards of public data provide a mechanism for public 
oversight of leaders, but they also reduce information asymmetry, which refers to 
the circumstance in which one party (the government) has more information than 
another party (the public), thus disempowering them [2, 10, 11].

However, governments are not always keen to share the data for various reasons. 
It has been argued that government agencies will be more likely to comply with 
open government data (OGD) practices if they see it as an opportunity to showcase 
their agency’s success [1]. However, if the agency believes the data will cast the 
agency in a negative light, the agency may be less likely to be inclined toward OGD 
practices. Ruijer and colleagues recommend that institutional incentives and pres-
sure be created for OGD, because governments have a natural interest in suppress-
ing data they think may be harmful to them in some way if analyzed [1].

However, data suppression is not the only method governments employ to 
prevent data use and interpretation. One limitation of legal requirements for OGD 
is that the agency may comply with the requirements in bad faith. During the 
COVID-19 outbreak in early 2020, a state epidemiologist in Florida said she was 
fired for refusing to manually falsify data behind a state dashboard [12]. Simply 
reviewing the limitations of big data can reveal ways to share big data in bad faith 
in a dashboard, such as visualizing too much data, visualizing incomprehensible or 
inappropriate data, and not visualizing needed data [13].

For this reason, in addition to holding governments to OGD standards, govern-
ment efforts need to be evaluated as to whether or not they meet OGD standards 
in good faith. The framework presented here guides as to how to evaluate good vs. 
bad faith implementations of a public dashboard.

2.4 Dashboard requirements

The evaluation framework presented has six principles on which to judge the 
level of good or bad faith in a public dashboard: 1) ease of access to the underlying 
data, 2) the transparency of the underlying data, 3) approach to data classification, 
4) utility of comparison functions, 5) utility of navigation functions, and 6) utility 
of metrics presented. These principles will be described below.
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2.4.1 Access to underlying data

A dashboard is essentially a front-end, with data behind it being visualized [14]. 
Hence, once a dashboard is published, members of the public may want to access 
the underlying data for various reasons, including oversight of the dashboard. But 
governments resistant to data-sharing may use the dashboard in bad faith as a fire-
wall between the public and the underlying data to prevent data access [1]. Hence, 
good faith OGD principles hold that public dashboards should not serve as barriers, 
but instead serve as facilitators to access the underlying data being visualized in the 
dashboard.

2.4.2 Transparency of underlying data

Although raw data are used for the dashboard, in the dashboarding process, 
they undergo many transformations to be properly visually displayed [9, 14]. The 
processing of the data can develop calculations that are then displayed in the dash-
board. Therefore, to be transparent, the dashboard must not only facilitate access 
to the underlying raw data, but also to the transformations the data underwent in 
being displayed. A simple way to accomplish this kind of transparency is to use 
open source tools and publish the code, along with documentation [14]. This allows 
citizen data scientists an opportunity to review and evaluate the decisions made in 
the dashboard display.

2.4.3 Data classification

How data are classified in a dashboard can greatly impact the utility of the dash-
board. As an example, developers of an emergency department (ED) dashboard 
that was in use for five years under beta testing found that after the ED experienced 
an outbreak of Middle East Respiratory Syndrome (MERS), major structural 
changes were needed to the dashboard [15]. Another paper about developing a visu-
alization of patient histories for clinicians described in detail how each entity being 
displayed on the dashboard would be classified [16]. Hence, inappropriate classifi-
cations or ones deliberately made in bad faith can negatively impact data interpreta-
tion to the point that the dashboard could be incomprehensible to its users.

2.4.4 Comparison functions

Dashboards are used to inform decision-making, and therefore, being able to 
make needed comparisons is an important factor in a dashboard’s usability [14, 17]. 
As an example, the public traffic dashboard described earlier presented visualiza-
tions of the ten most congested areas of the city, as well as textual feedback on the 
two most suitable routes between downtown and outlying areas, to provide optimal 
comparators to allow the public to make the most-informed route decision [2]. 
While ultimately, optimal design choices could be debated, it is easy to conceive 
of how agencies looking to maintain opacity could obscure data interpretation 
in a dashboard in bad faith by deliberately limiting the ability to make useful 
comparisons.

2.4.5 Navigation functions

Dashboards are typically at least somewhat interactive, providing the user the 
ability to navigate through the data display, which responds to actions by the user 
[14, 18, 19]. When operating in good faith, developers often conduct extensive 
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usability testing to ensure that the dashboard is intuitive to use in terms of navigat-
ing through the data display, and that any interactivity is useful [15]. But when 
implemented in bad faith, a dashboard could be designed to deliberately confuse 
the user as to how to navigate and interpret the data in the dashboard.

2.4.6 Metrics presented

One of the main purposes of dashboards is to present metrics that represent 
statistics or visualizations meant to summarize a particular state of the data [14, 15]. 
For example, in the traffic dashboard, the metrics presented are intended to com-
municate traffic congestion to the users, while the metrics presented in the clinical 
dashboard are intended for healthcare workers to use in clinical decision-making [2, 
16]. In a good-faith effort, developers may conduct extensive user-testing to ensure 
that the metrics presented are communicative to dashboard users, as is often done 
with dashboards developed to serve workers in healthcare [9, 20]. However, in a bad 
faith effort, the metrics presented could be deliberately confusing to the user, and 
serve merely to hide ugly truths in the underlying data.

3.  Use-case: dashboard for hospital-acquired infection rates at 
Massachusetts hospitals

In the US, the Commonwealth of Massachusetts (MA) Department of Public 
Health (DPH) posts annual healthcare-associated infection (HAI) reports about 
MA hospitals on their web page [21]. The purpose of the reports is public data trans-
parency by law [21]. Briefly, HAI, such as catheter-acquired urinary tract infection 
(CAUTI), central line-associated bloodstream infections (CLABSI), and surgical 
site infections (SSI), are serious issues because they are the fault of the hospital, and 
can lead to sepsis, which is a systemic infection that can end in death [22, 23]. Since 
catheterization happens in the intensive care unit (ICU) setting, typically hospitals 
track CAUTI and CLABSI as part of healthcare quality activities centered around 
ICUs [14]. By contrast, SSIs are tracked in association with specific operative 
procedures (e.g., colon surgery) [24].

In the US compared to other countries, rates of HAI are relatively high, likely 
because they are not required to be tracked at the federal level [14, 25]. Hospitals 
can opt into the federal voluntary tracking system called the National Health Safety 
Network (NHSN), but the NHSN does not have a publicly-facing dashboard, and 
the data are inaccurate, especially in undercounting severe events [14, 24, 26]. As 
HAI is a serious public health issue, there has been a call for greater data transpar-
ency, so the reports posted on the MA DPH web site represent MA’s attempt to 
comply with state-level mandates for OGD.

Although summary reports are available for download on the MA DPH web 
site, it is not possible to access hospital-level reports directly from the web site. To 
download hospital-level reports, the user must access a dashboard presented on the 
web page in a link (Figure 2).

As per Figure 2, once inside the dashboard, individual PDF-style reports can 
be found through navigation to the hospital in question, and the reports appear 
to present formatted output from a database. One way to navigate to the hospital 
record is to locate it on the map (“C” in Figure 2) and click on its icon, causing the 
panel “B” to display hospital-level metrics and a link to the hospital’s PDF report.

Each PDF report has a header displaying attribute data about the hospital 
(e.g., number of beds), followed by a series of ICU-, procedure-, and infection-
level output. This mirrors the structure seen in the dashboard tabs and reports 
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(Figure 2, “A” and “B”). For the ICUs at each hospital, the report displays a set of 
tables summarizing CAUTI and CLABSI rates, followed by time-series graphs. 
For a set of high-risk surgical procedures, SSI rates and graphs for the hospital are 
displayed. Medication-resistant staphylococcus aureus (MRSA) and C. Difficile 
infections are serious HAIs that can be acquired in any part of the hospital and are 
diagnosed using laboratory tests [27]. Rates and graphs of MRSA and C. Difficile 
infections are also displayed on the report.

The underlying data come from the NHSN. This is not stated on the dashboard. 
Instead, there is a summary report and presentation posted alongside the dashboard 
on the web site, and the analyses in these files are based on NHSN data [21]. It seems 
that the DPH is using this NHSN data using as a back-end to the dashboard, and the 
dashboard is an attempt to comply with OGD laws.

Because the authors are aware of the high rates of HAI in the US, and because 
we both live in MA and we both are women who are cognizant that sexism in US 
healthcare adds additional layers of risk to women [28], we identified that we were 
in a state of information asymmetry. Specifically, we had the information need to 
compare MA hospitals to choose the least risky or “lethal” one for elective surgery 
or childbearing (planned procedures), but we felt this need was not met by this 
OGD implementation.

In this section, we start by evaluating the existing MA DPH HAI dashboard 
against our good vs. bad faith framework. Next, we propose an alternative dash-
board solution that improves the good vs. bad faith features of the implementation.

3.1 Considering existing dashboard: design process and requirements

Figure 3 provides a logical entity-relationship diagram (ERD) for the data 
behind the dashboard.

As described earlier, the landing page (Figure 2) provides a map by which users 
can select a hospital, causing the metrics for the hospital to appear in a panel. The 
user chooses which measurement to view (e.g., CAUTI) through navigation using 
the tabs. This suggests the dashboard is aimed at individuals with a working knowl-
edge of MA geography who are intending on comparing and selecting hospitals 

Figure 2. 
MA HAI public dashboard landing page. Note: “A” labels a menu of tabs that can be used for navigation to 
view metrics on the various hospital-acquired infections (HAIs). In panel labeled “B”, tabs can be used to 
toggle between viewing state-level metrics and hospital-level metrics. Hospitals can be selected for display using 
a map labeled “C”.
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least likely to cause HAI for an elective procedure (e.g., childbearing), or to estab-
lish as their top choice of the local hospital should they ever need to be admitted. 
This interface makes it difficult to compare HAI at different hospitals, because 
metrics from more than one hospital cannot be viewed at the same time. Further, 
metrics about different HAIs at the same hospital are on different panels, so within-
hospital comparisons cannot be facilitated. There appears to be no overall metric to 
use by which to compare hospitals in terms of their HAI rates.

Figure 4 shows an example of the metrics reported by each hospital on the dash-
board reporting panel (“B” in Figure 2). The figure also shows one of the two tables 
and one of the two figures displayed on the CAUTI tab for the selected hospital. In 
all, two tables and two figures are displayed in portrait style in panel “B” (Figure 2), 
and Figure 4 shows the top table and figure displayed. In the table displayed (labeled 
“1” in Figure 4), the metrics presented are the number of infections, predicted 

Figure 3. 
Logical entity-relationship diagram for data behind dashboard. Note: The schema presented assumes four 
entities: The hospital entity (primary key [PK]: HospRowID), each intensive care unit (ICU) attached to a 
hospital which contains the frequency of infection and catheter days attributes to allow rate calculation (PK: 
ICURowID), each procedure type attached to a hospital (to support the analysis of surgical site infection [SSI], 
with PK: ProcRowID), and each other infection type at the hospital not tracked with ICUs (PK: LabID).

Figure 4. 
Dashboard metric display for each hospital. Note: To view hospital-acquired infection (HAI) rates at hospitals, 
a hospital is selected (Figure 2, panel “C”), then the user selects the tab for the HAI of interest. In Figure 4, 
a hospital has been identified, and a tab for catheter-associated urinary tract infection (CAUTI) has been 
selected (see circle). Two tables and two figures are presented in portrait format on the reporting panel for each 
hospital (Figure 2, panel “B”). Figure 4 shows the first table and figure presented (“1” and “2”); the table 
reflects stratified metrics for CAUTI at each ICU at the hospital, and the graph reflects a time series of these 
metrics stratified by hospital vs. state levels, and intensive care unit (ICU) vs. ward (“ward” is not defined in 
the dashboard). The metrics provided in “1” are a number of infections, predicted infections, standard infection 
ratios (SIRs), a confidence interval for the SIR, and an interpretation of the level. In “B”, the SIR is graphed.
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infections, standard infection ratios (SIRS), a confidence interval for the SIR, and an 
interpretation of the level. The figure (labeled “2” in Figure 4) displays a time-series 
graph of SIRs for the past five years. In the other table on the panel (not shown in 
Figure 4), ICU-level metrics are provided about catheter-days, predicted catheter-
days, Standard Utilization Ratios (SURs) and their confidence interval, and an 
interpretation, and an analogous time-series graph of five years of SURs is presented 
(also not shown in Figure 4).

SIRs and SURs are not metrics used typically by the public to understand rates 
of HAI in hospitals. Risk communication about rates to the public is typically done 
in the format of n per 10,000 or 100,000, depending upon the magnitude of the 
rate [29]. Further, stratifying rates by ICU is confusing, as prospective patients may 
not know what ICU in which they will be placed. Because the hospital environment 
confers the strongest risk factors for HAI (e.g., worker burnout), HAI rates will be 
intra-correlated within each hospital [30]. Therefore, it is confusing to present all 
these rates and stratify them by ICU. Figure 4 only displays 50% of the information 
available about CAUTI at one hospital. With each tab displaying similar metrics 
about SSI and other infections, the experimental unit being used is so small, it 
obfuscates any summary statistics or comparisons. Also, it is unclear how the 
“predicted” metrics presented were calculated.

Ultimately, the design process and requirements behind this dashboard are not 
known. There is no documentation as to how this dashboard was designed, and what 
it is supposed to do. It appears to be an alpha prototype that was launched without a 
stated a priori design process, and without any user testing or formal evaluation.

3.2 Alternative design: design process and requirements

We chose to redesign the dashboard into a new alpha prototype that met require-
ments that we, as members of the public, delineated. Consistent with the good faith 
principles proposed, our requirements included the following: 1) the dataset we use 
should be easily downloadable by anyone using the dashboard, 2) the documenta-
tion of how the dashboard was developed should be easy to access, 3) hospitals 
should present summary metrics rather than stratified ones, 4) different HAI 
metrics for the same hospital should be presented together, and 5) there needs to be 
a way to easily compare hospitals and choose the least risky hospital. To do this, we 
first obtained the data underlying the original dashboard. Next, we analyzed it to 
determine better metrics to present. We also selected open-source software to use 
to redeploy an alpha prototype of a new dashboard. Finally, we conducted informal 
user testing on this alpha prototype.

3.2.1 Obtaining the data from the original dashboard

Scraping was done in open-source RStudio and predominantly used packages 
pdftools, and pdftables [31, 32]. All the PDF reports from each hospital were down-
loaded and placed in one directory. As a first step, a loop was used with the pdftools 
package which crawled through each report extracting the data into memory. 
This was done in conjunction with the pdftables package, which is essentially an 
online application that applies structure to the unstructured tabular data placed in 
memory from pdftools. To use this online application, an application programming 
interface (API) key is issued from the PDF Tables web site, and is used in the RStudio 
programming to pass the data to the online application [33]. The code resulted in 
the data being processed into a series of unstructured *.xlsx files and downloaded 
locally. Then, in a final data cleaning step, data were transformed into the tables in 
the format specified in Figure 3.
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3.2.2 Determining metrics to present

We chose to focus our inquiry on the data from the hospital and ICU tables, as 
CAUTI and CLABSI are by far the most prevalent and deadly HAIs [23]. Therefore, we 
scoped our alpha prototype to only display data from the ICU and the hospital tables 
(although we make all the data we scraped available in the downloadable dataset). 
This limited us to basing the dashboard on hospital- and ICU-level metrics only.

Next, we intended to present CAUTI and CLABSI frequencies and rates, 
whereby the numerator would be the number of infections, and the denominator 
would be the “number of patients catheterized”. We felt that the dashboard’s use of 
catheter-days as the rate denominator was confusing to the public, and appeared 
to attenuate the prevalence of patients having experienced a CAUTI or CLABSI. 
Although, “number of patients catheterized” was not available in the data, “annual 
admissions” was. Since the proportion of patients admitted annually who are 
catheterized probably does not vary much from hospital to hospital, we chose to use 
the number of admissions as the denominator and a proxy measurement.

Third, we needed to develop a way of sorting hospitals as to their likelihood of 
causing an HAI to allow easy comparisons by public users, so we decided to develop 
an equation to predict the likelihood of an HAI at the hospital. We did this by 
developing a linear regression model with hospital-level attributes as independent 
variables (IVs), and CAUTI rate in 2019 as the dependent variable (DV). We chose 
CAUTI over CLABSI after observing the two rates were highly correlated, and 
CAUTI was more prevalent.

Table 1 describes the candidate IVs for the linear regression model. The table also 
includes the source of external data that were added to the hospital data. We studied 
our IVs, and found serious collinearity among several variables, so we used principal 
component analysis (PCA) to help us make informed choices about parsimony [37]. 
The data predominantly loaded on three factors (not shown). The first factor included 
all the size and utilization variables for the hospital; these were summed into a Factor 1 
score. The second-factor loadings included the proportion of those aged 65 and older 
and the non-urban flag (Table 1), so those were summed as Factor 2. Proportion non-
White was strongly inversely correlated with Factor 2, so it was kept for the model, and 
county population did not load, so it was removed from the analysis. Factor 3 loadings 
included teaching status, for-profit status, and Medicare Performance Score (MPS). 
Rather than create a score, we simply chose to include the variable from Factor 3 that 
led to the best model fit to represent the factor, which was MPS. Then we finalized our 
linear regression model, and developed a predicted CAUTI rate (ŷ) using our model 
that included the following IVs: MPS, Factor 1 score, Factor 2 score, and proportion of 
non-White residents in hospital county.

Next, we used the regression equation to calculate ŷ as a “lethality score” for each 
hospital. Of the 71 hospitals in the dataset, 21 were missing MPS and 8 were missing 
other data in the model. Therefore, only the 42 with complete data (IVs and DVs) 
were used to develop the regression model. As a result, the lethality score was non-
sensical for some hospitals; where the residual was large, the lethality score was 
replaced with the 2019 CAUTI rate. If CAUTI data were missing, it was assumed 
that the hospital had no CAUTI cases, and therefore was scored as 0.

Once the lethality score was calculated, we chose to sort the hospitals by score, 
and divide them into four categories: least probable (color-coded green), some-
what probable (color-coded yellow), more probable (color-coded red), and most 
probable (color-coded dark gray). Due to missing CAUTI information and many 
hospitals having zero CAUTI cases, our data were severely skewed left, so making 
quartiles of the lethality score to divide the hospitals into four categories was not 
meaningful. To compensate, we sorted the data by lethality score and placed the 
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first 23 hospitals (32%), which included all the hospitals with zero cases, in the least 
probable category. We placed the next 16 (23%) in somewhat probable, the next 
16 (23%) in more probable, and the final 16 (23%) are most probable. We chose to 
use this classification in data display on the dashboard to allow for easy comparison 
between hospitals of risk of a patient contracting HAI.

3.2.3 Choice of software and display

R is an open-source analytics software that allows for user-developed “pack-
ages” to be added a la carte to the main application [38]. RStudio was developed to 
be an integrated development environment (IDE) for R that allows for advanced 
visualization capabilities that support dashboard development [39]. In RStudio, 
web applications like dashboards can be placed on a host server and deployed on the 
internet such that as users interact with the web front-end, it can query and display 
data from the back-end hosted on the server.

The package Rshiny [40] was developed to support dashboarding in RStudio, 
and can work with other visualization packages depending upon the design goals of 

Variable Source Role Source

Teaching hospital status Original dashboard Exposure Scraped data from dashboard

Hospital profit status Original dashboard Confounder Scraped data from dashboard

Measurements of hospital 
size (number of beds)

Original dashboard Confounder Scraped data from dashboard

Measurements of hospital 
utilization (number of 
admissions, number of 
patient days)

Original dashboard Confounder Scraped data from dashboard

Medicare Performance 
Score

Medicare 
performance score 
dataset [34]

Confounder Medicare performance score 
dataset

Non-urban county Rural health 
information hub 
[35], United States 
census [36]

Confounder Scraped data from dashboard 
to determine county, then 
application of hospital rurality 
flag developed from public data 
based on county

Hospital county 
population size

United States 
census [36]

Confounder Census measurements

Hospital county 
population proportion 
below the poverty level

United States 
Census [36]

Confounder Census measurements

Hospital county 
population proportion 
below the poverty level

United States 
Census [36]

Confounder Census measurements

Hospital county 
population proportion of 
non-White residents

United States 
Census [36]

Confounder Census measurements

Numerators for rates – 
infection frequencies

Original dashboard Create 
outcome

Scraped data from dashboard

Infection rates Original dashboard Outcome Calculated as the numerator for 
rates divided by admissions

Table 1. 
Conceptual model specification.
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the dashboard. In our newly designed dashboard, the package leaflet was used for a 
base map on which we placed the hospital icons (like the original dashboard), and 
add-ons were made to display other items. These add-ons were adapted from other 
published codes [41]. JavaScript with wrapper DT (data table) was used to display 
stratified ICU rates, and CSS was used for formatting.

The dashboard we developed was deployed on a server (https://natasha-dukach.
shinyapps.io/healthcare-associated-infections-reports/) and code for the dash-
board was published (https://github.com/NatashaDukach/HAI-MA-2019). When 
accessing the link to the dashboard, the user initially sees a map with icons (in the 
form of dots) on it indicating hospitals. The icons are color-coded according to 
the lethality score described previously. Clicking on an icon will expand a bubble 
reporting information about the hospital (Figure 5).

As shown in Figure 5, like the original dashboard, this one has a map for navigation. 
Unlike the original, it only has two tabs: “ICU Rate Explorer” (the one shown in Figure 5), 
and “Data Collection”, which provides documentation and links to original data and code 
(see “A” in Figure 5). The hospital icons are placed on the map and coded according to our 
color scheme (see legend in Figure 5 by “B”). This allows for easy comparison between 
hospitals. When clicking on an icon for a hospital, a bubble appears that contains the fol-
lowing hospital metrics: Number of admissions, number of ICU beds, overall CAUTI rate, 
and overall CLABSI rate. There is also a link on the bubble where the user can click to open 
a new box that provides CAUTI and CLABSI rates stratified by ICU. Future development 
plans include adding other overall rates (e.g., for SSI), and adding in data from previous 
years to allow for the evaluation of trends.

3.2.4 User testing

Informally, members of two potential user bases were queried as to their reac-
tions to the differences between the two dashboards: members of the academic 
public health space, and members of the MA public. When the dashboard redesign 

Figure 5. 
Alternative dashboard solution. Note: In our new version, two tabs are created (see “A”). The figure shows the 
first tab titled “ICU Rate Explorer”. The second tab, titled “data collection”, has information about the design 
of the dashboard and links to the original code. Each of the hospitals is indicated on the map by a color-coded 
icon that can be clicked on to display a bubble. The legend by “B” displays our color-coding scheme. When 
clicking on a hospital icon, hospital-level metrics are shown in a bubble, and there is a link that leads to the 
display of intensive care unit (ICU)-level metrics (see “C”).
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was pitched as a project to public health academics, it was dismissed as an unim-
portant escapade for various reasons. Some reasons cited were lack of agreement on 
terminology and patient safety priorities, the challenges with undercount of HAIs 
in NHSN data, and differential reporting accuracy in teaching vs. non-teaching 
hospitals. Academics also acknowledged that the system for tracking, addressing, 
and preventing HAIs is hopelessly broken in the US, and therefore it seems a waste 
of time to prop up such a system when it produces inaccurate data.

A few members of the MA public who are familiar with technology also provided 
informal feedback about the utility of the dashboard from a patient standpoint. 
They reported that the alternative solution was more intuitive than the original, and 
did a better job of representing the highly limited data from the NHSN.

These differences in reactions underscore the challenge of OGD and ensuring 
that public dashboards are developed and deployed in good faith. Those from the 
public health field expressed that since the system is broken and the data are inac-
curate, they should be dismissed, while those in the public felt that since the data 
existed, it should be accessible, even if it was not completely accurate. It not only 
highlights the differing perspectives of those on either side of information asym-
metry, it glaringly illustrates how those who are being held accountable by the usage 
of the data see dashboarding differently than those who are using the data to do 
oversight and accountability.

4. Application

We wanted to compare the original HAI dashboard with the one we developed 
based on the good faith principles described earlier. We started by creating the 
framework presented in Table 2, which guides as to the good faith and bad faith 
characteristics of public dashboards.

Using this framework, we applied a rating system. We chose zero to represent 
“neither bad faith nor good faith”, −5 to represent “mostly bad faith” and + 5 to 
represent “mostly good faith”. Then, based on our experience and available infor-
mation, we rated the original MA HAI dashboard and our alternative dashboard 
solution to compare the ratings. To experiment with applying our framework 
to another public dashboard, we used the information published in the article 
described earlier to rate the traffic dashboard which was in Rio de Janeiro [2]. Our 
ratings appear in Table 3.

As shown in Table 3, using Table 2 as a rubric and our rating scale, we were 
able to rate each dashboard and assign a score. We were also able to define in the 
comments in the table the evidence on which we based our score. Table 3 demon-
strates that this framework can be used to compare two different alternatives of 
a public dashboard displaying the same data, as well as two completely different 
public dashboards. The total scores show that while our redesigned prototype of the 
HAI dashboard had a similar level of good faith implementation compared to the 
Rio traffic dashboard (scores 26 vs. 23, respectively), the original HAI dashboard 
had a very low level of good faith implementation compared to the other two 
(score − 20).

5. Discussion

As is consistent with the global trend, the state of MA implemented an OGD 
requirement to share HAI data with the public through posting a public dashboard 
on a web page. However, as residents of MA, the authors found that this dashboard 
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Dashboard function/
characteristic

Good faith Bad faith

Access to underlying 
data

• Easy to download analytic dataset 
on which dashboard rides in 
*.csv format (e.g., through report 
export function)

• Easy to access or download 
component datasets that went 
into the analytic dataset on which 
the dashboard rides

• Lack of downloading functions, or 
downloading functions that provide 
only reports in non-tabular and non-
data format

• Lack of transparency on how the 
analytic dataset was developed

• Lack of transparency about source 
datasets

Transparency of 
underlying data

• For each native variable used in 
the dashboard, its source dataset 
is specified, and a link is given if 
available.

• For each calculated variable used 
in the dashboard, clear documen-
tation is available.

• It is clear which data reflect real 
measurements, and which reflect 
simulations, imputations, or 
predictions

• Source datasets may be specified, 
but little information about the use 
of their variables in the dashboard is 
provided

• It is not made clear which dashboard 
variables are calculated, and how they 
are calculated is also not made clear

• It is not clear which data reflect 
real measurements, and which data 
have been simulated, imputed, or 
otherwise fabricated

Data classification Data are classified in ways that 
are intuitive to the consumer, and 
results are presented according to 
those classifications

• Data are classified in ways that either 
make the development work easier for 
the analyst, or serve to mask negative 
indicators

• Data are not grouped into classifica-
tions consumers use, making it impos-
sible to obtain summary statistics for 
these classification levels

Comparison 
functions

Dashboard allows for comparisons 
that provide useful consumer 
decision-support

Dashboard prevents comparisons that 
would provide consumer decision-
support, or makes them very difficult to 
make using the dashboard functions

Navigation functions • Navigation functions reflect how 
users conceive of accessing the 
entities in the dashboard

• Specifically, map navigation 
reflects how users conceive of 
their geographic locale when 
searching for information

• This allows consumers to 
intuitively ingest and assimilate 
information as they interact with 
the dashboard

• Navigation functions reflect how 
public officials want consumers to 
navigate the entities in the dashboard

• This forces consumers to think dif-
ferently about the topic, and disrupts 
their ability to ingest and assimilate 
information

• Map functions force the consumer to 
conceive of their geographic locale 
in an unintuitive way, making map 
navigation confusing

Metrics presented • Metrics are intuitive to consumers

• Metrics are presented in such 
a way that they are intuitive to 
ingest and assimilate

• Metrics that are presented to 
make comparisons between 
entities intuitive to support 
decision-making

• Metrics reflect jargon, and are 
unintuitive to consumers

• Metrics require consumers to read 
documentation to understand

• Metrics are presented in such a way as 
to be confusing, making them impos-
sible to be used for decision-support

Table 2. 
Proposed framework for evaluation of good faith and bad faith public dashboards.
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Dashboard 
function/
characteristic

MA Hosp Alt. 
MA 

Hosp

Comment: MA Hosp vs. 
Alt. MA Hosp

Rio Comment: MA Hosp vs. 
Rio

ACCESS TO 
UNDERLYING 
DATA

−5 5 The original solution had 
no access to underlying 

data (except by way 
of PDF-style reports). 

Alternative solution 
posts data publicly for 

download.

5 Rio dashboard uses open 
data from City Hall with 
user-generated content 
collected through Waze

Transparency of 
Underlying Data

−5 3 It was difficult to identify 
the source of the data in 

the original solution. The 
alternative solution uses 
the same data, which is 
from NHSN. Because 

NHSN itself is somewhat 
opaque, the final solution 

lacks transparency.

0 Unclear from the article, but 
it appears that it is possible 

to audit Rio dashboard 
design if a member of a 

certain role (e.g., public data 
scientist). Not all tools used 

were open source.

Data Classification 0 3 In informal user testing, 
public users found the data 
classifications much more 
intuitive in the alternative 
compared to the original 

solution. However, formal 
user testing was not 

conducted.

5 Much effort was made 
to classify data in Rio 

dashboard to make it useful 
for the public to make route 

decisions.

Comparison 
Functions

−5 5 In informal user 
testing, users found the 
comparison function in 
the alternative solution 

useful for decision-
making, and could 

not find a comparison 
function in the original 

solution.

5 Rio dashboard was designed 
to allow the public to make 

comparisons about potential 
traffic routes.

Navigation 
Functions

0 5 In informal user testing, 
users reported being able 
to easily navigate the data 

and dashboard in the 
alternative solution, but 

having extreme difficulty 
in navigating the original 

solution.

5 Rio dashboard for the public 
had a very simple, intuitive 
interface with images and 

only a few metrics critical to 
decision-making. This made 
it possible to easily navigate 

the dashboard display.

Metrics Presented −5 5 In informal testing, 
users indicated that they 
did not understand the 
metrics presented on 
the original solution 
but found the color-

coding of the alternative 
solution intuitive for 

decision-making.

3 The few metrics presented 
on the Rio dashboard 

were geared specifically to 
helping the public make 
route decisions based on 
traffic metrics. However, 
no formal user testing is 

presented.

Total −20 26 23

Note: MA Hosp = original hospital-acquired infection (HAI) dashboard from the Commonwealth of Massachusetts 
(MA), MA Hosp Alt. = alternative solution, Rio = Rio traffic dashboard [2], and NHSN = National Healthcare 
Safety Network.

Table 3. 
Application of rating system.
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did not serve our information needs, and essentially obscured the data it was sup-
posed to present. To address this challenge, we not only redesigned the dashboard 
into a new prototype, but we also tested our proposed framework for evaluating the 
level of good faith in public dashboards by applying it. Using our proposed frame-
work and rubric, we evaluated the original HAI dashboard, our redesigned proto-
type, and a public dashboard on another topic presented in the scientific literature 
on the level of good faith implementation. Through this exercise, we demonstrated 
that the proposed framework is reasonable to use when evaluating the level of good 
faith in a public dashboard.

The next step in the pursuit of holding governments accountable for meeting 
OGD standards in public dashboards is to improve upon this framework and rubric 
through rigorous research. As part of this research, entire groups of individuals 
could be asked to score dashboards on each of these characteristics, and the results 
could easily be summarized to allow an evidence-based comparison between dash-
boards. Results can be easily visualized in a dumbbell plot (using packages ggplot2, 
ggalt, and tidyverse [42–44]), which we have done with our individual scores, but 
could be done with summary scores (Figure 6).

As visualized in Figure 5 and summed in Table 3, our scoring system suggested 
that the alternative HAI dashboard we developed was done in a level of good faith 
(score = 26) similar to that of the Rio traffic dashboard (score = 23), and that the 
original HAI dashboard appears to not have been done in good faith (score = −20), 
and may serve as a governmental attempt to hide or obscure uncomfortable data. 
This exercise shows that the framework and rubric developed can be used to com-
pare the level of good faith in public dashboards, and to provide evidence-based 
recommendations on how governments can improve them so they meet both the 
spirit and the letter of OGD requirements.

6. Conclusion

In conclusion, in this chapter, we describe the challenge of holding governments 
accountable for developing public dashboards to meet OGD requirements in a way 
that also serves the public’s information needs. To address this challenge, we pro-
pose a framework of six principles of good faith OGD by which public dashboards 
could be evaluated to ensure data shared by the government under OGD policies 
and laws are done so in good faith. We also demonstrate applying this framework 

Figure 6. 
Example of visualization of framework score comparison. Note: MA Hosp = original hospital-acquired 
infection (HAI) dashboard from the Commonwealth of Massachusetts (MA), MA Hosp Alt. = alternative 
solution, and Rio = Rio traffic dashboard [2].
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Chapter 4

Intrusion Detection Based on Big
Data Fuzzy Analytics
Farah Jemili and Hajer Bouras

Abstract

In today’s world, Intrusion Detection System (IDS) is one of the significant tools
used to the improvement of network security, by detecting attacks or abnormal data
accesses. Most of existing IDS have many disadvantages such as high false alarm
rates and low detection rates. For the IDS, dealing with distributed and massive data
constitutes a challenge. Besides, dealing with imprecise data is another challenge.
This paper proposes an Intrusion Detection System based on big data fuzzy analyt-
ics; Fuzzy C-Means (FCM) method is used to cluster and classify the pre-processed
training dataset. The CTU-13 and the UNSW-NB15 are used as distributed and
massive datasets to prove the feasibility of the method. The proposed system shows
high performance in terms of accuracy, precision, detection rates, and false alarms.

Keywords: Intrusion detection, machine learning, Apache Spark, Big Data,
CTU-13, UNSW-NB15, Feature selection, FCM clustering

1. Introduction

Recently, in computer networks the numbers of intrusions have grown exten-
sively, and many new pirating tools and intrusive methods have appeared. To save
the security of computer systems, several solutions have been identified like intru-
sion detection systems (IDS) which it is the mean solution to deal with suspicious
activities in a network [1].

Using IDS tools, the presence of imperfect information greatly influences the
response data under non-suitable as a medium for decision-making. Uncertainty is
presented as imperfect data, the variability of the data that resides in the random
nature of the information due to the heterogeneity of data sources, vagueness and
incompleteness of data due to the lack of useful data [2]. Thus, fuzzy clustering as a
robust artificial intelligent method has been successfully employed to reduce the
amount of false alarm generated by the detection process and separate the overlap
between normal and abnormal behavior in computer networks [3].

Hence, we use two intrusion detection datasets CTU-13 and UNSW-NB15 which
contain varieties of intrusions, that we combine into one homogenous dataset and
then we apply our ML model based on the Fuzzy C-Mean (FCM) clustering
algorithm. We choose Microsoft Azure Blob Storage to load our datasets on.

This paper addresses the problem of generating application clusters from the
network intrusion detection datasets. The Fuzzy C-Mean (FCM) clustering algo-
rithms were chosen to be used in building an efficient network intrusion detection
model. The paper is structured as follows: Section 2 provides related work of IDS
using Big Data techniques, Section 3 introduces brief introduction about intrusion
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detection, Section 4 presents the used datasets, the proposed system and its com-
ponents, Section 5 illustrates the evaluation metrics and results of the tested system,
finally, Section 6 provides conclusions and further development of future work.

2. Related work

Several works of IDS using Big Data techniques exist. Jeong et al. [4] indicate
that Hadoop can solve intrusion detection and big data issues by focusing specifi-
cally on anomalous IDSs. The experience of Lee et al. [5] with Hadoop technologies
shows good feasibility as an intrusion detection instrument because they were able
to reach up to 14 Gbps for a DDOS detector. M. Essid and F. Jemili [6] have
combined and eliminated the redundancy of the alerts bases KDD99 and DARPA,
they used Hadoop for data fusion. Besides, R. Fekih and F. Jemili [7] used Spark to
merge and remove the redundancy of the three alerts bases KDD99, DARPA and
MAWILAB. The main objective was to improve detection rates and decrease false
negatives. Terzi et al. [8] created a new approach to unsupervised anomaly detec-
tion and used it with Apache Spark on Microsoft Azure (HDInsight21) to harness
scalable processing power. The new approach was tested on CTU-13, a botnet traffic
dataset, and achieved an accuracy rate of 96%. M.Hafsa and F.Jemili [9] created a
new approach to intrusion detection. They used Apache Spark on Microsoft Azure
(HDInsight21) to analyze and process data from the MAWILAB database. Their
new approach achieved an accuracy rate of 99%. Ren et al. [10] created a new
approach to unsupervised anomaly detection using the KDD’99 base to analyze and
process the data, they achieved a low detection rate. Rustam and Zahras [11]
compared two models, one supervised (the Support Vector Machine SVM model)
and the other unsupervised (Fuzzy C-Means FCM) to analyze, process, and detect
KDD’99 database intrusions. They found that SVM achieved an average accuracy
rate of 94.43%, while FCM achieved an average accuracy rate of 95.09%. In this
work, we propose an Apache Spark-based approach to detect intrusions. The goal of
our system is to provide an efficient intrusion detection system using Big Data tools
and fuzzy inference to treat uncertainties and provide better results.

3. Intrusion detection system (IDS)

Intrusion: An intrusion is any use of a computer system for purposes other than
those intended, usually due to the acquisition of privileges illegitimately. The
intruder is generally seen as a stranger to the computer system that has managed to
gain control of it, but statistics show that the most common abuses come from
internal people who already have access to the system [12].

Intrusion detection: Intrusion detection has always been a major concern in
scientific papers [13, 14]. By security auditing mechanisms, it consists in analyzing
the collected information in search of possible attacks.

Intrusion detection system (IDS): To detect and signal anomalous activities, an
intrusion detection system (IDS) is used. To detect and signal anomalous activities,
an intrusion detection system (IDS) is used. This system protects a system from
malicious activities coming from known or unknown sources, this process is done
automatically in order to protect confidentiality, integrity and availability of
systems. Cannady et al. [15] states that an IDS has two detection approaches: an
anomaly-based detection and signature-based detection. IDS are characterized by
their surveillance domain which can monitor a corporate network, multiple
machines or applications.
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4. Data and tools

4.1 Data sets

4.1.1 CTU-13 data set

CTU-13 consists in a group of thirteen scenarios that each run a specific botnet
performed in a real network environment. Each scenario includes a botnet pcap file,
a tagged NetFlow file, a README file with the capture timeline, and the malware
run file. The NetFlow (network flow) file is based on bidirectional flows that
provide information about the communication between a source (a client) and a
destination (a server). This dataset includes three types of traffic with a different
distribution: Normal, botnet (or Malware), and background:

• Normal traffic: comes from normal hosts that are previously verified and very
useful to check the actual performance of machine learning algorithms.

• Malware or botnet traffic: comes from malicious hosts or robots.

• Background traffic: is considered as unknown traffic that is needed to
saturate the algorithms in order to check their speed performance and test if
the algorithm merges with the other traffic [16].

The following Figure 1 presents the distribution of experimental data for
CTU-13 data set:

4.1.2 UNSW-NB15 data set

UNSW-NB 15 is a dataset that was created in an Australian Cyber Range Lab
using an IXIA PerfectStorm tool to extract a hybrid of realistic modern natural
activities and contemporary synthetic attack behaviors generated by network traf-
fic. This dataset contains 49 features are categorized into five groups and which are
explained in [17, 18].

The following Table 1 represents the attack types which are classified into nine
groups.

Figure 1.
Attack categories in CTU-13.
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4.2 Apache spark

Apache Spark, is powerful hybrid, scalable and fast distributed data
processing engine most active open source project in big data. It was developed at
UC Berkeley in 2009. It became one of the top projects in Apache in 2010 [19].
Spark provides APIs in Scala, Java, Python and R languages. To get a good hold
on huge data, it must be fast enough by processing massive data at once. Therefore,
it is necessary that Spark is available on several clusters rather than on a single
machine. The result of the treatment provided by Spark is not written to the disk
but kept in memory. This all-in-memory ability is a high-performance computing
technique for advanced analytics, making Spark 100 times faster than Hadoop
(Figure 2) [20].

Spark also has an ecosystem of libraries that can be used for Machine Learning,
interactive queries. Which can have important implications for productivity. The
project has been progressively enriched to provide a complete ecosystem today
which is shown in Figure 3.

4.3 Microsoft azure

Microsoft Azure, formally known as Windows Azure, is a cloud computing
platform for building, deploying and managing services and applications anywhere
with the help of a global network of managed data centers located in 54 regions
around the world [21]. Microsoft’s HDInsight is a managed Hadoop service in Azure
Cloud that uses the Hortonworks Data Platform (HDP). HDInsight clusters can be
customized easily by adding additional packages and can scale up in case of high
demand by allocating more processing power [22]. By the Azure Active Directory,
The data is protected and persists even after the cluster is deleted.

Types Description

Fuzzers The attacker attempts to cause a program or network suspended by feeding it the
randomly generated data.

Analysis It penetrates the web applications via ports (port scan), web scripts (HTML files),
and emails (spam).

Backdoor A technique in that a system security mechanism is bypassed to access a computer or
its data.

DoS An intrusion which attempts to make a network resource or a server unavailable to
users, generally by temporarily suspending the services of a host connected to the
Internet.

Exploit It takes advantage of a glitch, bug, or vulnerability to be caused by an unintentional
behavior on a network or a host.

Generic A technique establishes against every block-cipher using a hash function to collision
without configuration of the block-cipher.

Reconnaissance It gathers information about a computer network to evade its security controls.

Shellcode The attacker penetrates a slight piece of code starting from a shell to check the
compromised machine.

Worm The attacker replicates itself in order to advance on other computers. Frequently, it
uses a computer network to spread itself, relying on the security failures on the
target computer to access it.

Table 1.
UNSW-NB15 attack types.
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4.4 Fuzzy C-means clustering (FCM)

The FCM algorithm is one of the most widely used fuzzy clustering algorithms
[23] which attempts to partition a finite collection of elements into a collection of c
fuzzy clusters with respect to some given criterion. This algorithm is based on
minimization of the following objective function:

Jm ¼
XN
i¼1

XC
j¼1

umij xi � c j
�� ��2, 1≤m<∞ (1)

where:

• m: Any real number greater than 1.

• uij: The degree of membership of xi in the cluster j.

• xi: The ith of d-dimensional measured data.

• cj: The d-dimension center of the cluster.

• ||*||: Any norm expressing the similarity between any measured data and the
center. The algorithm FCM is composed of the following steps:

Step1: U0, Initialize U = [uij] matrix.
Step2: At k-step, calculate the centers vectors C (k) = [cj] with U(k) [24]

cj ¼
PN

i¼1xiu
m
ijPN

i¼1u
m
ij

(2)

Figure 2.
Speed comparison chart between spark Hadoop.

Figure 3.
Apache spark ecosystem.
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Step3: Update U (k), U(k + 1).

cj ¼ 1
PC

k¼1
xi�cjk k
xi�ckk k

� � 2
m�1

(3)

Step4: If || U(k + 1) -U(k) || < s then STOP, else return step 2.
Step5: The Fuzzy partitioning [25] is realized out through an iterative optimiza-

tion of the objective function in Eq. (1), with the cluster centers cj by using Eqs. (2)
and (3) and the update of membership uij.

Step6: This iteration will stop when:

max ij ukþ1
ij � ukij

���
���< ϵ (4)

Where:

• ε: Termination criterion between 0 and 1.

• k: The iteration steps.

A pseudo code of the algorithm FCM is presented as follows (Figure 4).

5. Proposed method

The idea of our distributed architecture comes down to a process adaptation of
in data fusion approach. This architecture allows us to facilitate data analysis with a
powerful Spark big data tool (see Figure 5).

5.1 Converting incoming file

Wewill be using Jupyter Notebook with Apache Spark and the Python API
(PySpark). In this stage, wewill read CSV files and converting them to Apache Parquet
format intoMicrosoft Azure Blob Storage. Apache Spark supports multiple operations
on data, it bids the ability to convert data to another format in just one line of code.
Developed by Twitter and Cloudera, Apache Parquet is an open-source columnar file
format optimized for query performance and minimizing I/O, offering very efficient

Figure 4.
Pseudo code of FCM algorithm-.
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compression and encoding schemes [26]. Figure 6 shows the efficiency of using the
Parket format. This format minimizes storage costs and data processing time.

The following Table 2 indicates the old and new size of each datasets after
converting to Apache Parquet, We notice that by converting CSV to Parquet the
storage costs are minimized.

5.2 Preparing data

5.2.1 Feature selection

The feature selection phase selects relevant attributes required for decision
making. A pre-processing phase converts the flow records in a specific format
which is acceptable to an anomaly detection algorithm [27].

Figure 5.
Diagram of proposed approach.
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with the CTU-13 dataset,We did not utilize the feature selection algorithm for this
dataset, we instead selected columns that were pertinent and delete unnecessary
features(empty columns). After the removing, we get with a total of 13 columns.

Using UNSW-NB15 dataset, we processed the data selection problem. We apply
a combination fusion of Random Forest Algorithm with Decision Tree Classifier. V.
Kanimozhi [28] decides that the combined fusion of these two algorithms provides
98.3% has listed the best four features are as sbytes, sttl, sload, ct_dst_src_ltm and
the Figure 7 labels the graphical representation of Feature Importances and the top
four features.

The goal of eliminating no-useful attributes is bring about a better performance
by the system with a better accuracy.

5.2.2 Eliminate the redundancies

This eliminate redundancies task involves removing duplicates (removing all the
repeated records) which helps with attack detection as it makes the system less
biased by the existence of more frequent records.This tactic makes computation
faster as it must deal with less data [29].

5.2.3 Join the datasets

Before the merge of the bases, some common columns have different names
from one database to another (for example “Label” in CTU-13 named “attack_cat”
in UNSW-NB15), in this state, we will rename these attributes then we will merge
our bases. Since, Apache Spark offers the ability to join our databases in just one line
of code. The following Listing shows the query used:

5.2.4 Extracting and scanning string data

Using the Apache Spark Machine Learning library, we create a Machine Learn-
ing pipeline. A pipeline is a sequence of stages where each stage is either an Esti-
mator or a Transformer.

Figure 6.
Apache parquet advantages.

DataSets Average Size (CSV) Average Size (Parquet) speedup

CTU-13 2600.96MO 555MO x4.69

UNSW-NB15 559MO 202MO x2.77

Table 2.
Average file size before and after converting.
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In our final base, some attributes are of types string (Like: Label, sport, proto,
...), in this step we will convert all attributes of type string to attribute of type
integer by using the transformer “StringIndexer” which encodes a string column of
labels to a column of label indices. These indices are ordered by label frequencies,
the most frequent label gets index 0.

StringIndexer classifies attacks automatically in class, it assigns the same index
for attacks of the same category.

5.3 FCM application

In our experimental work and as we said above we will use Microsoft Azure as a
cloud environment to upload and analyze the dataset with FCM algorithm. We use
the training dataset to form and evaluate our model. The test dataset is then used to
make predictions. We choose to train our Model with FCM algorithm. The first
stage of the FCM algorithm is to initialize the input variable, the input vector
includes the dataset features, the number of cluster is 2 (1 = intrusion and 0 = nor-
mal), and the center of cluster is calculated by taking the means of all feature in the
final dataset.The use of fuzzy C-means clustering algorithm to classify data will
generate a number of clusters, each cluster contains part of the data records [30].
The characteristics are different between normal and intrusion data records, so they
should be in different clusters as shown in the following Figure 8 which presents
the data records clustering.

5.4 Performance metrics

Apache Spark Machine Learning provides a suite of metrics to evaluate the
performance of Machine Learn- ing models [31]. To measure the performance in
our work the metrics used are as present in below Table 3 (Where TP = True
Positives, TN = True Negatives, FP = False Positives and FN = False Negatives).

After apply the FCM to our final dataset(After merging our intrusion detection
datasets) the result is shown in the following Table 4.

Figure 7.
Feature importance of UNSW-NB15 dataset.
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As shown in Table 4 the total input data is 845 721 records, 243 899 records as
normal and 601 822 records as intrusion. After applying FCM algorithm, the result
is 231 704 record for normal and 589 785 records for intrusion. Then we calculated
the normal and intrusion classification rate by the following equation:

Classification rate ¼ Number of classified patterns
Total number of patterns

∗ 100 (5)

The simulation results show that the classification rate is 96.4% by the FCM
algorithm which means that the false positive rate(returns the rate of instances
which are falsely classified) is 0.02%.

Figure 8.
The data records clustering.

Measure Description Formula

Accuracy Accuracy measures performance across all labels Accuracy = TP + TN/
TP + FP + FN + TN

Precision The ratio of correctly predicted positive observations
to the total predicted positive observations.

Precision = TP/TP + FP

Recall The ratio of correctly predicted positive observations
to the all observations in actual class

Recall = TP/TP + FN

F-measure The weighted average of Precision and Recall F1 = 2*(Recall * Precision) /
(Recall + Precision)

Table 3.
Evaluation metrics.
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6. Discussion

It is possible to obtain a very precise system (accuracy of 99%) but not very
efficient with a recall of 10%. In our work, with an accuracy of 97.2% and a recall of
96.4%, we can say that our system is efficient. The use of the fuzzy algorithm in this
experiment gave a good result. The advantage of our system is the fuzzy represen-
tation that is increasingly used to deal with missing and inaccurate data problems
which is the disadvantage of most classification algorithms.

7. Conclusions and future work

In this paper, we achieved a successful distributed IDS. Using the FCM algo-
rithm allows to effectively train and analyze our model after merging datasets.
Proposing a distributed system and showing the power of Spark to combine and
handle large and heterogeneous structures of training datasets present the main
merits in our work.

In future work, we will perform our dataset analysis with another Big Data
framework expected to reach faster results. In addition, we will develop our
approach with other classifiers to get better results.
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Input data Output data Classification rate
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Evaluation metrics.
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Chapter 5

Artificial Intelligence and IoT: 
Past, Present and Future
Kannadhasan Suriyan and Nagarajan Ramalingam

Abstract

Artificial intelligence (AI) approaches have recently made major impacts in the 
healthcare field, igniting a heated discussion over whether AI physicians would 
eventually replace human doctors. Human doctors are unlikely to be replaced by 
machines anytime soon, but AI may assist physicians make better clinical deci-
sions or even replace human judgment in certain areas of healthcare (e.g., radiol-
ogy). The increased availability of healthcare data and the rapid development of 
big data analysis tools have made recent productive applications of AI in health-
care possible. When driven by appropriate clinical queries, powerful AI systems 
may find clinically valuable information hidden in enormous volumes of data, 
which can help clinical decision making. The internet of things (IoT) is a network 
of many interconnected things that may communicate with one another across a 
computer network. We may get information from this global network by connect-
ing sensors to it. Thanks to the computer network, we can obtain this information 
from anywhere on the planet. The internet of things (IoT) enables physical objects 
to connect to the internet and create systems using various technologies such as 
near-field communication (NFC) and wireless sensor networks (WSN).

Keywords: WSN, artificial intelligence, deep learning, IoT and health sector

1. Introduction

Wireless sensor networks (WSNs) have been shown in a range of applications 
during the past several years. A WSN is a collection of wireless devices that are 
typically small, battery-powered, and self-contained (also known as nodes). 
These devices include on-board computers, communication, and sensing capa-
bilities, enabling them to monitor and transfer data on physical or environmental 
factors like temperature, sound, and pressure through a unidirectional or bidirec-
tional network. The nodes are made up of a low-power CPU with limited pro-
cessing, a memory device with limited storage capacity, a radio transceiver with 
low-power internal/external antenna, a low-data rate and limited range, sensors 
(scalar, cameras, microphones), and a power supply (batteries and solar cells). In 
most cases, each device is powered by a battery. Examining each of these gadgets 
individually may seem to be pointless.

WSNs play an important role in military applications. The increasing deploy-
ment of WSNs drives sensor network research. WSNs, on the other hand, maybe 
used for environmental monitoring, habitat monitoring, classroom/home monitor-
ing, structural monitoring, and health monitoring, among other things. Based on its 
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characteristics, each application has its own design concept and execution to meet 
its own demands. The qualities of WSN, together with technology improvements, 
give the greatest benefits to healthcare. A sensor network designed to identify 
human health indicators is known as a body sensor network (BSN). Because BSN 
nodes are directly attached to the human body, considerable vigilance is required. 
For many days, several healthcare applications need the BSN to collect patient data 
indefinitely without user intervention. Such applications must take into consider-
ation the energy constraints of sensor networks [1–15].

The challenges of WBS networks healthcare is a need for everyone’s quality of 
life in today’s environment. The population of developed countries is growing at a 
pace that is proportional to the government’s budget. Healthcare systems will face 
challenges as a result of this. One of the most difficult challenges is making health-
care more accessible to elderly people who live alone. In general, health monitoring 
is done on a check-in basis, with the patient remembering their symptoms; the 
doctor performs tests and develops a diagnosis, then monitors the patient’s progress 
throughout therapy. Wireless sensor network applications in healthcare provide in-
home assistance, smart nursing homes, clinical trials, and research advancement. 
Let’s take a look at some of the challenges and basic features of BSNs before we get 
into the medical uses of this technology. In healthcare applications, low power, lim-
ited computing, security and interference, material restrictions, resilience, continu-
ous operation, and regulatory requirements with elderly people are all issues.

Modern modelling approaches such as fuzzy logic (FL) and artificial neural 
networks (ANN) are frequently employed in hydrological modelling for a number 
of applications. The main benefit of these techniques is that they are not con-
strained by restrictive assumptions such as linearity, normality, or homoscedasticity 
and that they provide promising and acceptable alternatives to classical stochastic 
hydrological modelling in time series analysis, such as the auto regressive mov-
ing average exogenous (ARMAX) model (autoregressive moving average with 
exogenous inputs). When applied to hydrological systems, however, traditional 
stochastic models have many drawbacks, the most notable of which are short-time 
dependence and the normality assumption, as previously mentioned. Hydrological 
processes are well recognised for defying these assumptions. ANNs have been 
recognised as a tool for modelling difficult nonlinear systems and are widely used 
for hydrological prediction. Their applications range from forecasting hourly and 
daily river stages to further FL modelling applications in: rainfall-runoff groundwa-
ter; and time series modelling [6–10]. Fuzzy neural networks (FNN) are a unique 
approach for river flow prediction that blends FL and ANNs.

Because they can estimate any continuous function to any degree of accuracy, 
the Mamdani and tidal sequence (TS) systems are referred to as universal approxi-
mators. The smaller the error tolerance, the more fuzzy rules are necessary. In 
practise, fuzzy models can always yield nonlinear modelling solutions when the 
required number of fuzzy sets and rules are provided. In comparison to the TS 
approximator, the Mamdani approximator has the benefit of being able to use both 
numerical and verbal data produced from human knowledge and experience.

When nontrapezoidal/nontriangular input fuzzy sets are used, TS fuzzy systems 
may be more cost-effective than Mamdani fuzzy systems in terms of input fuzzy 
sets and fuzzy rules. They discovered that TS and Mamdani fuzzy systems have 
comparable minimal system configurations when trapezoidal or triangular input 
fuzzy sets are used. The performance of Mamdani (linguistic) and TS (clustering-
based) fuzzy models was examined in the spatial interpolation of mechanical 
features of rocks. In terms of prediction performance, the clustering-based TS fuzzy 
modelling technique beats the Mamdani model, according to their results. The 
main purpose of this study is to develop a hybrid model for streamflow forecasting 
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that incorporates both a genetic algorithm and fuzzy logic. Genetic algorithms and 
neural networks (NNs) were used to train the Mamdani and Takagi-Sugeno fuzzy 
logic modelling systems, respectively. According to the comparison, the Mamdani 
approach beats standard methods in terms of avoiding restrictive assumptions, 
insight into the modelling structure, and modelling accuracy.

Health is always a major concern as the human race improves in terms of 
technology. The current coronavirus outbreak, which has hurt China’s economy 
to some extent, exemplifies how healthcare has become more vital. In areas 
where the pandemic has spread, it is always preferable to monitor these people 
using remote health monitoring equipment. As a consequence, the current solu-
tion is a health monitoring system based on the IoT. Remote patient monitoring 
provides for patient monitoring outside of typical clinical settings (for example, 
at home), increasing accessibility to human services offices while cutting 
expenses. This project’s primary purpose is to design and build a smart patient-
health monitoring system that uses sensors to monitor patient health and the 
internet to alert loved ones if there are any issues. The purpose of developing 
monitoring systems is to reduce healthcare costs by reducing the number of 
needed inspections. In an IOT-based framework, different consumers may be 
able to see sensitive aspects of the patient’s blooming. Because the information 
should be double-checked by visiting a website or URL, this is the case. In GSM-
based patient observation, the rising parameters are communicated utilising 
GSM through SMS techniques.

In most rural areas, the medical facility would not be within walking distance of 
the residents. As a consequence, the majority of people must attend doctor’s visits, 
stay in hospitals, and undergo diagnostic testing procedures. Each of our bodies 
uses temperature and pulse recognition to determine our overall health. The sensors 
are linked to a microcontroller that monitors the state and, as a result, is inter-
faced to an liquid crystal display (LCD) as well as a remote connection that may 
send alarms. If the framework detects any unusual changes in heart rate or body 
temperature, it warns the client through IoT and also shows subtle features of the 
patient’s pulse and temperature on the web in real-time. An IoT-based tolerant well-
ness monitoring framework efficiently leverages the web to monitor quiet wellbeing 
metrics and save time in this manner. There is a significant ability to disregard any 
form of minor health concern, as shown by changes in important components such 
as body temperature, pulse rate, and so on in the early stages.

When a person’s health condition has developed to the point that his or her life 
is in peril, they seek medical assistance, perhaps wasting money. This is crucial to 
consider, especially if an epidemic spreads to a place where doctors are unavailable. 
Giving patients a smart sensor that can be monitored from afar to avoid the spread 
of sickness would be a realistic solution that might save many lives. Sensors monitor 
physiological signs, which are transformed into electrical impulses when a patient 
enters the healing centre. The basic electrical flag is then updated to an advanced 
flag (computerised data), which is then stored in RFID. To transfer computerised 
data to a local server, the Zigbee Protocol is employed. For this framework, Zigbee 
is a good choice. In this location, there are the most cell hubs. It’s better for gadgets 
that are smaller and use less energy. A nearby server sends information to the 
therapeutic server through WLAN.

When the data is transmitted to the therapeutic server, it checks to see whether 
the patient already has a medical record, then adds the new information to that 
record and sends it to the specialist. If the patient has not had any prior treatment 
records, the server creates a new ID and stores the data in its database. The IoT is 
becoming more widely recognised as a feasible solution for distant value tracking, 
notably in the field of health monitoring. It permits the secure cloud storage of 
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individual health parameter data, the decrease of hospital visits for routine checks, 
and, most critically, the remote monitoring and diagnosis of sickness by any doctor. 
In this research, an IoT-based health monitoring system was developed. Body 
temperature, pulse rate, and room humidity and temperature were all measured by 
sensors and shown on an LCD. The sensor data is then wirelessly sent to a medical 
server. These data are then delivered to a smartphone with an IoT platform that 
belongs to an authorised person. Based on the findings, the doctor diagnoses the 
condition and the patient’s current state of health.

The advantages of AI have been extensively researched in the medical literature. 
Using complicated algorithms, AI can ‘learn’ characteristics from a large quantity 
of healthcare data and then apply the results to clinical practise. It might potentially 
include learning and self-correcting capabilities to improve accuracy as input 
changes. AI systems that give up-to-date medical information from journals, text-
books, and clinical practises may support physicians in providing proper patient 
care. In addition, an AI system might help to reduce diagnostic and therapeutic 
errors, which are inevitable in human clinical practise. Furthermore, an AI system 
extracts important data from a large patient population to assist in the generation of 
real-time health risk warnings and prediction findings [11–15].

In this chapter, we look at the current level of AI in healthcare and predict its 
future. First, we will go over four crucial factors from a medical researcher’s per-
spective: (1) Justifications for AI use in healthcare, and (2) The sorts of data that 
AI systems have examined AI devices may be classified into two classes, according 
to the previous description. The first category includes machine learning (ML) 
approaches that analyse structured data such as imaging, genomics, and EP data. 
ML algorithms are used in medical applications to cluster people’ traits or forecast 
the probability of sickness consequences. The second category includes natural 
language processing (NLP) tools, which extract information from unstructured 
data such as clinical notes and medical journals to supplement and enrich organised 
medical data. Texts are converted into machine-readable structured data, which 
may then be analysed using ML algorithms.

2. Artificial intelligence in health sector

Lung- and heart-related ailments are at the top of the list of health-related 
problems/complications. Wireless technology, which is a relatively new concept, 
may be used to track one’s health. Wireless health monitoring systems make use 
of wearable sensors, portable remote health systems, wireless communications, 
and expert systems, among other technologies. Life is valuable, even a single life 
is valuable, but people are dying due to the lack of health facilities, sickness  
awareness, and sufficient access to healthcare systems. In all conditions, the 
IoT assists in the identification of diseases and the treatment of patients. In IoT 
healthcare systems, there are wireless systems in which different applications and 
sensors are linked to patients, information is gathered, and the information is 
communicated to a doctor or specialist through an expert system. Medical devices 
for the Internet of Things (MD-IoT) are connected to the Internet and use sensors, 
actuators, and other communication devices to monitor patient health. The expert 
system uses these devices to transfer patient data and information to a secure 
cloud-based platform, where it is stored and analysed.

Telemedicine is the practise of caring for a clinician and a patient while they 
are not physically present with each other. ‘The delivery of healthcare services 
at a distance’ is how telemedicine is defined. Telemedicine provides a variety of 
benefits, but it also has many disadvantages. Providers, payers, and politicians 
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all recognise the difficulty of navigating some grey zones. While the sector will 
rapidly develop over the next decade, it will also provide practical and technologi-
cal challenges. IoT is the most trustworthy and cost-effective alternative in certain 
circumstances, and the connection between different devices and interactive 
communication systems also need further formal examination. By communicat-
ing information to healthcare teams such as doctors, nurses, and specialists, IoT 
(Internet of Things) and mobile technologies make it easier to monitor a patient’s 
health. Professionals would benefit from using the store and forward method to 
save and collect patient data that could be accessed at any time.

A smart healthcare system is a piece of technology that enables patients to be 
treated while also improving their overall quality of life. The smart health concept 
incorporates the e-health concept, which emphasises a number of technologies 
such as electronic record management, smart home services, and intelligent and 
medically connected items. Sensors, smart devices, and expert systems all help 
to create a smart healthcare system. Healthcare facilities are a big concern in 
today’s globe, especially in developing countries where rural areas lack access to 
high-quality hospitals and medical experts. Artificial intelligence has benefited 
health in the same way it has benefited other aspects of life. The IoT is expanding 
its capabilities in many areas, including smart cities and smart healthcare. The 
IoT is now being used in healthcare for remote monitoring and real-time health 
systems. Controlling and preventing catastrophic events, such as the one that 
happened in 2020 when the coronavirus disease (COVID-19) ravaged the world, 
maybe done via IoT technologies without imposing severe restrictions on people 
and enterprises. COVID-19, unlike SARS in 2003, causes respiratory symptoms 
and seems to be more contagious. One way to restrict viral transmission until 
a vaccine is developed is to keep a close eye on physical (or social) distance. 
Improved surveillance, healthcare, and transportation networks will make it 
less probable for contagious diseases to spread. An IoT system combined with 
artificial intelligence (AI) may give the following advantages when considering 
a pandemic: (1) utilising surveillance and image recognition technologies to 
enhance public security, (2) using drones for supply, transportation, or disinfec-
tion, and (3) leveraging AI-powered apps and platforms to monitor and limit 
people’s access to public places.

In healthcare, an IoT system is often made up of a number of sensors that are 
all connected to a computer and allow real-time monitoring of the environment or 
patients. AI-assisted sensors might be employed in the case of a pandemic to help 
predict whether or not people are sick based on symptoms like body temperature, 
coughing patterns, and blood oxygen levels. The ability to monitor people’s loca-
tions is another useful function. During an outbreak of severe disease, tracking the 
distance between people may provide vital information. Using technologies like 
Bluetooth, we can get a good estimate of how much distance people maintain when 
walking in public places. This information might be used to target people who are 
not physically separated by a specified distance, such as 2 m, to stop the virus from 
spreading further. To prevent the abuse of personal information, security and data 
management must be addressed throughout the development of such platforms. 
Following a pandemic, governments may try to use these platforms and data for 
long-term monitoring to control and monitor people’s behaviour.

One of the problems with traditional medical diagnosis is its inaccuracy and 
imprecision, which has resulted in the deaths of thousands of people. The develop-
ment of various algorithms, models, and technologies to ensure accuracy and preci-
sion has considerably reduced the number of people who die every day in hospitals, 
and fuzzy logic, a branch of artificial intelligence, is one of these technologies. 
Medical diagnostic processes are carried out with the use of computer-assisted 
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technologies, which are growing more common by the day. These systems are 
based on AI and are designed to diagnose as well as recommend treatments based 
on symptoms. Many decision support systems (DSSs) have been developed in the 
medical field, such as Aaphelp, Internist I, Mycin, Emycin, Casnet/Glaucoma, Pip, 
Dxplain, Quick Medical Reference, Isabel, Refiner Series System, and PMA, to 
assist medical practitioners in their decisions for diagnosis and treatment of various 
diseases.

The medical diagnostic System (MDS) is used to diagnose various ailments in an 
expert system like this. Fuzzy logic was chosen as the AI tool in the recommended 
system since it is one of the most efficient qualitative computational approaches. 
Fuzzy logic has been proved to be one of the most effective techniques to offer 
clarity to the medical field. Medical applications include CADIAG, MILORD, 
DOCTORMOON, TxDENT, MedFrame/CADIAG-IV, FuzzyTempToxopert, and 
MDSS, to name a few.

3. Artificial intelligence in open data

Control systems, household appliances, decision-making systems, and the medi-
cal and automotive industries all use fuzzy logic-based automated systems. Some of 
the concepts used in fuzzy logic include fuzzification, defuzzification, membership 
function, rules, domains, linguistic variables, and so on. While Boolean algebra’s 
set values are confined to 0 and 1 or False and True, fuzzy logic proposes that there 
are extra values between 0 and 1 or False and True, referred to as in-between values. 
To put it another way, on its set of 0 and 1, Boolean logic employs entirely inclusive 
and exclusive rules, while fuzzy logic employs wholly inclusive, exclusive, and ‘in 
between values’ rules. Both expert systems and fuzzy logic control systems are 
designed to tackle difficult and intricate jobs, but a fuzzy logic control system has 
the benefit of being able to cope with ambiguity. Language standards are employed 
to enhance decision-making in the face of uncertainty, emulating a human opera-
tor. This decision-making power saves time and reduces or eliminates the need for 
the human element in control models, which was previously required. A closer 
look into this cluster reveals that similar themes include the use of intelligent data 
analysis and related domains to anticipate outbreaks, simulate disease transmis-
sion, and screen for the virus on a broad scale. Epidemiology is the term used to 
describe all of this. Modelling and forecasting the spread of COVID-19 using AI 
and ML methods may help governments, health organizations, corporations, and 
people manage the pandemic. In this regard, NNs have also played a significant 
role. To forecast situations, multi-layer feed-forward NNs and convolution neural 
networks (CNNs) were utilized. Other well-known algorithms for predicting time 
series data, such as ARIMA (auto-regressive integrated moving average model) and 
support vector machine (SVM), have been studied. Several of these models have 
been used to estimate daily infections during various sorts of lockdowns, assisting 
government decision-making. Public policies have been effectively planned using 
ML approaches.

In the creation of vaccines, AI and intelligent data analysis have also proven 
critical. ML and AI are particularly useful for repetitive activities that need large-
scale data processing, making them ideal for drug-development. Deep learning 
has shown to be a very useful technique for predicting the qualities and uses of 
pharmaceutical compounds that might trigger a body’s immune response to an 
illness. Because this analytical method often needs long periods of testing and a 
considerable expense, automating this contact would be quite beneficial. Scientists 
have developed algorithms that anticipate which immunogenic regions should be 
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included in a vaccine, allowing the immune system to learn and prepare for specific 
antigens. Antigens already found in pathogens that may be related to antigens for a 
new infection may also be recognised by AI, speeding up the process even further.

AI is assisting in the development of vaccines by simplifying the comprehension 
of viral protein structures and assisting clinical professionals in sifting through 
hundreds of relevant study findings at a faster rate than would be achievable 
otherwise. The ability to understand the structure of a virus may aid in the creation 
of effective vaccination.

AI and soft computing (SC) play a crucial role in healthcare medical diagnostics. 
Doctors nowadays are unable to advance without the help of technological advance-
ment. This digital advancement will be incomplete if AI and SC are not included. 
AI is a technique for constructing intelligent machines. The SC is a collection of 
computer algorithms for seeing and learning real-world information, which allows 
computers to create AI. As a consequence, the computer can perform as well as a 
person if the philosophy of human labour can be expressed using AI and SC tech-
nologies. In the healthcare sector, this technological development is being used for 
long-term medical diagnosis. AI is defined by Alan Turing, the discipline’s inven-
tor, as ‘the science and engineering of building machines, especially sophisticated 
computer programmes.’ Artificial intelligence systems are computer programmes 
that can mimic human cognitive processes.

In the early phases of AI, philosophy, potential, demonstrations, dreams, and 
imagination all played a part. In response to a variety of conflicting needs, pos-
sibilities, and interests, the field of IA developed. In a range of fields, including 
healthcare, AI combined with analytics (AIA) is becoming increasingly commonly 
employed. Medicine was one of the most successful applications of analytics, and 
it is now a prospective AI application sector. As early as the mid-twentieth century, 
clinical applications were designed and provided to physicians to assist them 
in their practise. Among the applications are clinical decision support systems, 
automated surgery, patient monitoring and assistance, healthcare administration, 
and others. The current methodologies are mostly focused on knowledge discovery 
via data and ML, ontologies and semantics, and reasoning, as we will see in the next 
sections. We will look at how AI has advanced in healthcare over the last 5 years in 
this piece.

Data mining, ontologies, semantic reasoning, and ontology-extended clinical 
recommendations, clinical decision support systems, smart homes, and medical 
big data will be the focus of the examination. The multiple artificial intelligence 
features of our study were not chosen at random. Indeed, we have noticed that they 
have developed a strong interest in medicine in recent years. Data mining methods 
are used in learning and prediction, as well as picture and speech processing, and 
anything involving emotion and sentiment. Because of their ability to reason, as 
well as its usage as a way of learning, sharing, reuse, and integration, ontologies 
have gained momentum in medicine. Clinical decision support systems that assist 
improve the quality of treatment in clinical practise draw on both disciplines. They 
are also used in smart homes to help those with cognitive impairments with daily 
tasks. Big data in medicine is becoming increasingly common, and its application in 
analytics is unavoidable.

Electricity engineers formerly concentrated their efforts on the production 
and transmission levels, with the distribution system receiving less attention. 
Engineers have only recently been provided with the tools necessary to cope with 
the computational burden of distribution systems to undertake realistic modelling 
and simulation. The majority of primary distribution systems are built up in a radial 
configuration, with one end providing each load point. The radial type system 
is the simplest and most often used for effective coordination of their protective 
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systems. Fuzzy set theory has been developed and used in a range of engineering 
and non-engineering domains where the evaluation of actions and observations is 
‘fuzzy’ in the sense that no clear boundaries exist. The fuzzy set theory provides for 
the inaccurate representation of evaluations and observations, which may then be 
utilised to describe and solve issues.

The use of fuzzy set theory to distribution system analysis may aid professional 
judgement and prior knowledge in distribution system planning, design, and opera-
tions. Future computer technology will be considerably more advanced than our 
greatest imaginations, and far more advanced than anything we can envision right 
now. The IoT is one of the most cutting-edge technologies, with IoT-enabled things 
all around us. With the help of RFID (radio frequency identification) and sensors, it 
will create its own world in which everything will be managed and transmitted over 
the Internet. The devices will create their own environment. The enormous amount 
of data created will be recorded, analysed, and presented in a timely, seamless, and 
understandable way. Cloud computing will provide us with virtual infrastructure 
for visualisation platforms and utility computing, enabling us to integrate device 
monitoring, storage, client delivery, analytics tools, and visualisation in one place. 
Cloud computing, which will provide an end-to-end solution, will allow users 
and businesses to access applications on-demand from anywhere. One of the 
most important IoT applications is in the field of healthcare. We designed a health 
monitoring device using current low-cost sensors to monitor and maintain human 
health parameters such as heart rate, temperature, and air quality. The approach of 
fuzzy logic was used. In 1965, Lotfi Zadeh presented the concept of fuzzy logic for 
the first time.

Fuzzy logic is a kind of multivalued logic with truth values ranging from 0 to 1. 
Fuzzy logic deals with the concept of partial truth, in which the truth value varies 
from completely false to completely true. The fuzzy logic technique includes fuzzi-
fication, inference, and defuzzification. The sensors capture crisp input data, which 
is then converted via membership functions into a fuzzy input set, linguistic words, 
and linguistic variables. The rules are used to make inferences. The system will work 
on the same principles as the IF-THEN system. The membership function is used to 
convert the fuzzy output to crisp output.

Vital signs are the four most important markers that reveal the condition of the 
body’s vital functions. These measurements are used to assess a person’s general 
physical well-being, detect probable diseases, and monitor healing progress. The 
fuzzy inference system is a computer framework that makes choices based on fuzzy 
set theory, fuzzy if-then logic, and fuzzy reasoning. Over the last decade, fuzzy 
set theory has advanced in many directions, with applications in taxonomy, topol-
ogy, linguistics, automata theory, logic, control theory, game theory, information 
theory, psychology, pattern recognition, medicine, law, decision analysis, system 
theory, and information retrieval, to name a few. A fuzzy inference requires three 
parts: a membership function generation circuit that calculates the goodness of 
fit between an input value and the membership function of an antecedent part, a 
minimum value operation circuit that finds an inference result for each rule, and 
a maximum value operation circuit that integrates a plurality of inference results. 
When these components are combined into a system, the system can do inference. 
Each externally supplied input value, this membership function generating circuit 
creates one membership function value. The decision-making logic of the fuzzy 
inference machine is crucial, and it may be the system’s most adaptive component. 
The fuzzification interface corresponds to our sensory organs (e.g., eye, ear), the 
de-fuzzification interface to our action organs (e.g., arms, feet, etc.), the fuzzy 
rule base to our memory, and the fuzzy inference machine to our thought process 
when a fuzzy system is compared to a human controller. It is called a fuzzy expert 
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system when an expert system uses fuzzy data to reason. It is important to know 
what makes up a fuzzy expert system. The fuzzy expert system consists of a fuzzy 
knowledge base (based on fuzzy rules), an interference engine, a working memory 
subsystem, an explanation subsystem, natural language interference, and knowl-
edge acquisition.

4. Conclusion

The number of individuals visiting hospitals has grown in recent decades as a 
result of population expansion and changing lifestyles throughout the world. As 
a result, the medicare healthcare system is overburdened. On the other hand, for 
the old, crippled, underprivileged, or those who live far away, visiting the hospital 
is quite tough. As a consequence, their health may worsen to the point where 
they die. The Internet has now become a necessary component of our daily life. 
Education, finance, business, industry, entertainment, social networking, retail, 
and e-commerce are just a few of the uses of the internet. The IoT is the web’s next 
big thing (IoT). As a consequence, remote healthcare solutions were created to meet 
the medicare health system’s above-mentioned difficult challenges. The patient’s 
vital signs are monitored by electronic sensors and communicated to the hospital 
server through the Internet, allowing the doctor to examine, diagnose, and pre-
scribe the required medicine to treat the patient without the patient needing to visit 
the hospital.

© 2022 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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