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This Special Issue contains selected papers from works presented at the 9th EASN
International Conference on Innovation in Aviation & Space, which was successfully held in
Athens, Greece, between the 3rd and 6th of September 2019. The event included 9 keynote
lectures and more than 360 technical presentations distributed in approximately 70 sessions.
Furthermore, 40 HORIZON2020 projects disseminated their latest research results, as well
as the future trends on the respective technological field. In total, more than 450 participants
joined the 9th EASN International Conference.

In the present Special Issue, eight engaging articles are contained, with more than 1800
views each until now, related to aviation and space research. Slavik et al. [1] performed
a multi-objective optimization in order to select a fixed propeller for a short take-off and
landing (STOL) category aircraft. The aim was to achieve the highest possible performance
with fixed propeller, i.e., high maximal horizontal and cruise speed, short take-off and
high rate of climb; Pareto sets were implemented in order to select the optimal propeller.
As a result, a high-performance power system with a low price (fixed pitch propeller)
for STOL category aircraft could be designed. Plagianakos et al. [2] studied the effect
of hot–wet storage aging on the mechanical response of a carbon fiber polyether ether
ketone (PEEK)-matrix woven composite. A wide range of static loads and selected cyclic
load tests on the interlaminar fatigue strength were performed, with the results providing
a useful basis towards preliminary design with PEEK-based woven thermoplastic com-
posites during service in aerospace applications. Capovilla et al. [3] designed a CFRP
structural/battery array configuration in order to integrate the electrical power system
with a spacecraft bus primary structure. The results indicated that, by implementing
the designed configuration, more volume and mass was made available for the payload,
compared with traditional, functionally separated structures employing aluminum al-
loys. The study of Khustochka et al. [4] proposed a novel method for a stable estimation
of the engine performance parameters using a priori information about the engine, its
mathematical model and expected performance, in view of fuzzy sets, and also about the
measuring system and measuring procedure. A comparison of the proposed approach
with traditional methods underlined its main advantage regarding its high stability of
estimation in the parametric uncertainty conditions, while the proposed method can be
implemented for matching thermodynamic models to experimental data, gas path analysis,
as well as adapting dynamic models to the needs of the engine control system. In the work
of Piscitelli et al. [5], a superhydrophobic coating for metallic substrates with a simplified
and non-expensive method was developed, which could be employed as a usual paint able
to prevent/reduce the formation of ice, especially on small aircraft. The surface properties
and the wettability of the developed coating were investigated, with the authors conclud-
ing that the specific coating can be potentially employed as a passive anti-icing system for
aeronautical applications. Kellerman et al. [6] investigated the potential of using existing

Aerospace 2021, 8, 110. https://doi.org/10.3390/aerospace8040110 https://www.mdpi.com/journal/aerospace1
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aircraft surfaces as heat sinks for the waste heat of a (hybrid-) electric drive train. The re-
sults pointed out that surface heat exchangers can provide cooling power in the same order
of magnitude as the waste heat expected from (hybrid-) electric drive trains for all sizes
of considered aircraft. Dvirnyk et al. [7] assessed the serviceability limit of the blades of
the axial compressor of a helicopter engine operating in a dusty environment, and showed
that the gradual loss of the stall margin over time determines the serviceability limits of
compressor blades. The serviceability limits defined by the authors could enable helicopter
users to significantly reduce operating costs by extending the remaining useful life (RUL)
of the engines operated in a desert environment. Finally, in the study of Biser et al. [8],
the possibilities of coupled, analytical models for sizing electric propulsion systems were
demonstrated by considering the example of a propulsion system developed in the frame
of a relevant EU-funded project. The approach proposed by the authors was found to favor
model accuracy and low computational effort. Potential technical solutions to decrease the
influence of the DC power transmission system were also given.

The editors of this Special Issue would like to thank the authors for their high-quality
contributions and for making this Special Issue manageable. Additionally, the editors
would like to thank Ms. Linghua Ding and the Aerospace editorial team.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Selection process of the propeller for short take-off and landing (STOL) category aircraft
is described. The aim is to achieve the highest possible performance with fixed propeller,
i.e., high maximal horizontal and cruise speed, short take-off and high rate of climb. These requirements
are contradictory and so Pareto sets were used in order to find the optimal propeller. The method
is applied to a family of geometrically similar propellers that are suitable for 73.5 kW (100 hp)
piston engine designed for ultralight category aircraft with maximal take-off weight of 472.5 kg.
The propellers have from two to eight blades, blade angle settings from 15◦ to 40◦ and diameter
from 1.1 m to 2.65 m. Pareto frontier is designed for each pair of flight conditions, and the optimal
propeller is selected according to these results. For comparison, the optimal propeller selection
from the propeller family by means of a standard single-optimal process based on the speed power
coefficient cs is also used. Use of Pareto sets leads to considerable performance increase for the set of
contradictory requirements. Therefore, high performance for a low price for the given aircraft can be
achieved. The described method can be used for propeller optimization in similar cases.

Keywords: STOL aircraft; propeller; Pareto sets; propeller optimization

1. Introduction

Optimal propeller performance has been investigated from the beginning of aviation. The first
scientific work on propeller aerodynamic optimization was performed by Betz and Prandtl [1]. A more
precise method was described by Goldstein [2]. The theory of Betz and Prandtl was used by Larrabee
for the aerodynamic design of the propellers with low loading [3]. This method is quite popular until
today due to its simplicity and good results. It was later developed, e.g., by Adkins and Liebeck [4] or
Hepperle [5]. All these methods can be used for the aerodynamic design of optimal propeller for given
flight condition.

This paper is focused on the choice of optimal propeller from given family, i.e., group of propellers
having identical blade shape and various diameter and number of blades for various flight conditions,
i.e., requirements for the propeller are usually contradictory. Standard method for the solution of this
problem by means of power speed coefficient cs is described in [6–8]. This procedure is relatively
simple and determines optimal diameter and blade angle for the group of propellers having the same
blade shape and number of blades. This works only for a single operating point.

Therefore, if propeller performance should be maximal in several flight conditions, some multiple
objective optimization method should be used. This brings difficulties in identifying the propeller
with the best performance and thus the optimal solution. It is possible to use Pareto-optimal sets for
this task. Its application is quite frequent. It can be used for the multi-objective optimization of ship
propellers [9,10], optimization of UAS powerplant [11] or propeller optimization with manufacturing
constraints [12]. Other possibilities are, e.g., gradient-based methods [13], genetic algorithms [14] or
calculus of variations [15].

Aerospace 2020, 7, 21; doi:10.3390/aerospace7030021 www.mdpi.com/journal/aerospace
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Multi-objective propeller optimization described in [9–15] is focused on the propeller design.
This paper brings a new point of view. It combines the approach from [6–8] with multi-disciplinary
optimization using Pareto-optimal sets. The optimal propeller is selected from the family of propellers,
i.e., propellers having the same blade shape but different diameter and number of blades. The main
advantage of this problem definition is the prevention of possible structural problems. Increase in the
number of blades together with lower blade cord leads to higher efficiency, but it leads also to lower
bending stiffness and strength (e.g., for the blade chord decreased to 50% of its baseline value, bending
stiffness decreases to 12.5% and bending strength to 25% of its baseline values). To avoid this, optimal
propeller is selected from the set similar to the approach in [7,8].

2. Problem Formulation

The task is to choose the optimal fixed-pitch propeller for a given aircraft and engine. The objectives
are to maximize both cruise and maximal horizontal flight speed and at the same time minimize the
take-off distance of the aircraft. These results are contradictory, so some sort of trade-off must be
accepted. The method itself can be used for any propeller driven aircraft. Further, it is presented in the
example of the light short take-off and landing (STOL) category aircraft. Development of this aircraft
also was main motivation for the research in this branch. The aircraft was originally equipped with
constant-speed propeller. The usage of the fixed-pitch propeller was motivated by the decrease in both
system complexity and cost.

3. Methods

3.1. Pareto Sets of Flight Performance for Selection of Optimal Propellers

Multi-objective optimization by means of Pareto sets is based on search for boundary values of
objective functions dependent on the same variable X of these functions. Values of objective functions
are evaluated for every value of the independent variable X and plotted in the graph (see Figure 1).
An element of Pareto set represents mutual relation of all considered objective functions for one given
value of the independent variable X.

Figure 1. Scheme of Pareto set (redrawn according to [16]).

In the case of multi-objective optimization with two objective functions, Pareto sets have the form
of plane graphs. One axis represents values of the first objective function and the second one values of
the second objective function, as shown in Figure 1. Corresponding pairs of both functions (for the
same variable values X) create Pareto set as the area of the graph. The set area limits are bound to a
defined condition range of an independent variable for each function. The bound of Pareto sets makes
outer limits of achievable values of the objective functions.

Peak points of the bound (Points 1, 2, 3, and 4 in Figure 1) depict extremes (minimum, maximum)
of one and the other objective functions. Parts of the boundary between extremes match optimal
values of variable X, because if the extremes of both these functions are simultaneously required

4
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(e.g., maximum 1 for u2(X) and maximum 2 for u1(X)), the extreme is achievable only for the first
or second function. The change on Pareto boundary when dropping under the extreme of the first
function approximates in the optimal way the solution to the extreme of the second function (for
each variable X, between 1 and 2, both functions reach their maximum values). All variables X on
Pareto boundary between these two extremes (Pareto-optimal front) are optimal (the most appropriate)
because it is not possible to decide which combination of both objective functions is better. None of
these solutions is worse or better—the solutions are mutually non-dominant.

In the case that the extreme of one function is also the extreme of the second function (for one
value of the variable X, both extremes are reached) then Pareto-optimal front passes at one point
(e.g., extremes 1 and 2 are identified) and the multi-objective optimization is one optimal solution only.

The goal of optimization is to find a non-dominant solution that requires the functions to be in
contradiction (conflict). A change of variable X for one function towards its required extreme value
delays the second function from its required minimum/maximum. A more detailed description of
multi-objective optimization by means of Pareto sets can be found in literature [16] or [17].

In the optimization selection of propellers from the family of propeller, the discrete points represent
individual propellers. The propeller geometry comprises both continuously geometric parameters
(mainly distribution of the chord length, twist and thickness of the airfoils used along the blade,
the propeller diameter) and discrete parameter—the number of blades. The propeller aerodynamic
characteristics represent the dependence of the thrust and power coefficients on the advance ratio
(cT(λ), cP(λ)) that together with an engine power curve enables to set the available isolated thrust curve
of the power unit.

Pareto sets are composed from final number of points (equal to the number of propellers in the
family of propeller) of appropriate pairs of the contradictory flight conditions objective functions:
[maximum horizontal flight speed–take-off distance], [maximum horizontal flight speed–maximum
rate of climb], [take-off distance–maximum rate of climb]. The pair of [maximum horizontal flight
speed (continuous engine regime)–maximum horizontal flight speed (cruise regime)] is also included.

The optimization selection of the propeller by means of Pareto-optimal sets consists of the
following sequential actions:

1. Assessment of free flight aerodynamic characteristics of the airplane (lift curve cL(α), lift-drag polar
cL(cD) without the propeller influence on the airplane drag in the relevant flight configuration of
the flight performance.

2. Determination of propeller aerodynamic characteristics—thrust and power coefficients cT(λ),
cP(λ).

3. Calculation of the isolated thrust curve Tis(V) corresponding to the flight condition with the given
engine regime, Tis(V) correction to the true T(V) and effective thrust Tef(V).

4. Calculation of all flight performance with the free airplane aerodynamic characteristics corrected
for the respective ground effect of each flight condition.

5. Set up of the contradictory pairs of the flight conditions and creation of Pareto set graphs.
6. Evaluation of optimal Pareto fronts on Pareto sets graphs as the optimization selection.

3.2. Aerodynamic Characteristics of the Aeroplane

A model study of a small two-seat sport airplane with a requirement for a short take-off and
landing (STOL) was chosen. The airplane is designed as the high-wing arrangement in which 13 m2

trapezoidal wing of the aspect ratio equals to 7.2. The wing is equipped with a combined high-lift
device on the leading and trailing edge—a slotted leading edge (slat) and Fowler flap. The whole wing
leading edge is equipped with slat; Fowler flap is installed on 60% of the wing trailing edge. Wing
airfoil was developed from GA(W)-1 in order to increase lift coefficient. The airplane is drawn up with
the standard side-by-side seat arrangement and a fixed taildragger landing gear with fairing.

5
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Lift and drag aerodynamic characteristics were determined according to the methodology
described in Appendix B for the following flight lift device configuration:

1. Take-off lift configuration—slat + Fowler flap 15◦.
2. Cruise configuration—retracted lift devices.

The primary characteristics are determined without the propeller influence on the aerodynamic
drag of the airplane and without the ground effect (see Figure 2). The characteristics correspond to
moment-balanced states in the typical flight configuration. The primary lift and drag characteristics of
take-off and landing configurations are corrected for the ground effect depending on the actual height
above the ground. An additional airplane aerodynamic drag due to the propeller stream is included in
the true propeller thrust.

 
Figure 2. Polar graph of the aircraft for cruise (i.e., flaps retracted) and take-off configuration
(i.e., flaps 15◦).

3.3. Powerplant

The ROTAX 912 Aircraft Engine has been selected. The engine, primarily designed for this
category of airplane, has take-off power of 73.5 kW and is equipped with a propeller speed reduction
unit with gear ratio i = 2.43. The take-off regime corresponds to a maximum power at maximum
permissible revolution per minute (RPM) for a short-term use, maximum 5 minutes (i.e., 5800 RPM at
engine shaft); the continuous regime is 90% of the take-off power at reduced engine RPM (i.e., 5500 RPM
at engine shaft) without any time limit; and the cruise regime (economic engine operation) means 75%
of the continuous regime.

3.4. Propellers

3.4.1. Propeller Family

The propeller family is created as a group of geometrically similar propellers. Propeller blade
geometry is derived from a three-blade propeller suitable for a 73.5 kW (100 hp) piston engine.
The three-blade propeller was extended to other numbers of blades: two-blade, four-blade, five-blade,
six-blade and eight-blade propeller with eleven pitch blade angles from 15◦ to 40◦ at 75% of radial
distance. Geometric characteristics of the propeller are presented in Figure 3 (blade-chord distribution),
Figure 4 (blade twist distribution) and Figure 5 (relative airfoil thickness). Clark Y airfoil is used.
Range of propeller diameter of the total propeller family was from 1.1 m to 2.65 m, but each number of
blades for a given pitch blade angle is only a part of this range. An extremely overloaded propeller
that reaches the permissible engine RPM practically at the beginning of the take-off limits the smallest
diameter. The maximum diameter represents a very lightly loaded propeller, and thus, the take-off is
unacceptably extended, and the climbing rate is reduced.

6
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Figure 3. Propeller blade chord distribution.

Figure 4. Propeller blade geometric twist distribution.

Figure 5. Propeller blade relative thickness distribution.

7
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3.4.2. Aerodynamic Characteristics of Propellers

Aerodynamic characteristics of propellers needed to determine thrust curves are dependencies of
the thrust and power coefficients on the advance ratio, i.e., cT(λ) and cP(λ). The vortex blade theory of
an isolated propeller is used. Free helix vortex surfaces with a constant pitch leaving the boundary
vortex of each blade generate a field of the induced velocities that adjust the magnitude and direction
of free flow along the propeller blade. The aerodynamic forces acting along the blade can be considered
as two-dimensional airfoil characteristics with the incoming free flow corrected to the induced angle
of attack. The calculations of the propeller aerodynamic characteristics were performed using the
numerical model [18,19]. Input geometric data involve, except diameter D and number of blades
N, also the distribution of the chord length, twist and thickness of the airfoils used along the blade.
The calculation was done for every blade pitch setting and number of blades. More detailed description
of the method can be found in Appendix A.

3.5. Thrust Curves of the Propeller

The thrust curve of the power unit has the meaning of the thrust available in dependence on flight
speed. First, the thrust curves of the isolated propellers were calculated, and then, these isolated thrusts
were corrected for influence of the installation. The corrected thrust represents the true thrust. Because
the additional drag of the airplane (both friction and pressure part) due to the increased speed of the
propeller stream is thus dependent on the propeller thrust, it is preferable for the calculations of the
flight performance to introduce so-called effective thrust. The effective thrust is the true thrust reduced
by the additional propeller drag. The drag curve of the airplane without the additional propeller drag
thus remains the same for all alternatives of the propeller propulsion units. The friction component
depending on the thrust and wetted area influenced by the propeller flow was evaluated according to
literature [20].

3.6. Flight Performance for Pareto Sets

Aircraft performance is computed by methods described in [6] and [21]. More detailed explanation
can be found in Appendix B. Computation is performed for 0 meters international standard atmosphere
(ISA), i.e., air pressure 101,325 Pa, air density 1.225 kg·m−3 and air temperature 288.15 K (15 ◦C).
Pareto sets require the pairing of such requirements, which are contradictory. The respective pairs of
flight conditions required to achieve their extreme values (minimum, maximum) act on each other so
that increasing one flight condition towards the extreme decreases the second flight condition from its
desired extreme.

In general, it can be expected that the propellers with good take-off performance are not good for
reaching maximum flight speeds and vice versa. Therefore, for pairs of the flight conditions for Pareto
set, the following are used:

1. Maximum horizontal flight speed (continuous engine regime)–Take-off distance (take-off engine
regime).

2. Maximum horizontal flight speed (cruise engine regime)–Take-off distance (take-off engine
regime).

3. Maximum horizontal flight speed (continuous engine regime)–Maximum rate of climb (take-off
engine regime).

4. Maximum horizontal flight speed (cruise engine regime)–Maximum rate of climb (take-off engine
regime).

5. Take-off distance (take-off engine regime)–Maximum rate of climb (take-off engine regime).
6. Maximum horizontal flight speed (continuous engine regime)–maximum horizontal flight speed

(cruise regime).
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4. Results

Pareto sets of six-selected flight condition pairs discussed in the Section 3.6 are plotted in
Figures 6–11. Every point in the graph represents aircraft performance for one propeller defined by its
number of blades, diameter and blade angle setting. Flight performance is computed according to
the methodology described in Section 3. Marker types depend on the number of blades. For clarity,
only limited areas near Pareto-optimal fronts from the all propeller family combinations are depicted.
The broken lines connect points from Pareto-optimal fronts. Selection by means of speed power
coefficient cs is used for comparison (see cs opt points in Figures 6–11). Performance with original
constant-speed propeller is also shown for comparison. Results are further discussed in Section 5.
Tables 1–6 contain coordinates of the points on the Pareto fronts for corresponding Pareto graphs. Pareto
fronts are formed only by two-blade propellers; propeller diameter and blade angle are mentioned for
every point. Performance with selected optimal propeller is also plotted in Figures 6–11).

Table 1. Points on the Pareto front for maximum horizontal speed (continuous engine regime) and
take-off distance (see Figure 6).

ϕ0.75 [◦] D [m] Maximum Level Speed [km/h] Take-Off Length [m]

22.5 1.95 214.54 125.25
20 2.05 212.22 122.61
20 2.0 204.68 119.63

17.5 2.15 204.37 119.03
17.5 2.1 197.7 115.99
15 2.25 192.88 115.05

17.5 2.05 190.97 114.55
15 2.2 187.06 112.34
15 2.15 181.18 111.1
15 2.1 175.25 110.63

 

Figure 6. Pareto frontier for maximum horizontal speed (continuous engine regime) and
take-off distance.
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Figure 7. Pareto frontier for maximum horizontal flight speed (cruise engine regime)–take-off distance.

Figure 8. Pareto frontier for maximum horizontal flight speed (continuous engine regime) and
maximum rate of climb (take-off engine regime).
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Figure 9. Pareto front for maximum horizontal flight speed, (cruise engine regime) and maximum rate
of climb (take-off engine regime).

 
Figure 10. Pareto frontier for take-off distance (take-off engine regime) and maximum rate of climb
(take-off engine regime).
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Figure 11. Pareto frontier for maximum horizontal flight speed (continuous engine regime) and
maximum horizontal flight speed (cruise regime).

Table 2. Points on the Pareto front for maximum horizontal speed (continuous engine regime) and
take-off length (see Figure 7).

ϕ0.75 [◦] D [m] Maximum Level Speed [km/h] Take-Off Length [m]

20 1.95 194.4 118.59
17.5 2.1 191.53 115.99
17.5 2.05 190.97 114.55
15 2.2 187.06 112.34
15 2.15 181.18 111.11
15 2.1 175.25 110.63

Table 3. Points on the Pareto front for maximum horizontal speed (continuous engine regime) and
maximum rate of climb (take-off engine regime) (see Figure 8).

ϕ0.75 [◦] D [m] Maximum Level Speed [km/h] Maximum Rate of Climb [m/s]

22.5 1.95 214.54 6.823
20.0 2.05 212.22 6.973
22.5 1.9 207.97 7.122
20 2.0 204.68 7.315

17.5 2.1 197.70 7.531
17.5 2.05 190.97 7.723
15 2.2 187.06 7.735

17.5 2.0 184.18 7.876
15 2.15 181.18 7.926
15 2.1 175.25 8.049
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Table 4. Points on the Pareto front for maximum horizontal speed (cruise engine regime) and maximum
rate of climb (see Figure 9).

ϕ0.75 [◦] D [m] Maximum Level Speed [km/h] Maximum Rate of Climb [m]

20 1.95 192.04 7.505
17.5 2.1 191.53 7.531
17.5 2.05 190.97 7.723
15 2.2 187.06 7.735

17.5 2.0 184.18 7.876
15 2.15 181.18 7.926
15 2.1 175.25 8.049

Table 5. Point on the Pareto front for take-off distance (take-off engine regime) and maximum rate of
climb (take-off engine regime) (see Figure 10).

ϕ0.75 [◦] D [m] Take-Off Length [m] Maximum Rate of Climb [m/s]

15 2.1 110.63 8.049

Table 6. Points on the Pareto front for maximum horizontal flight speed (continuous engine regime)
and maximum horizontal flight speed (cruise regime) (see Figure 11).

ϕ0.75 [◦] D [m]
Maximum Level Speed (Continuous

Engine Regime) [km/h]
Maximum Level Speed
(Cruise Regime) [km/h]

22.5 1.95 214.54 185.95
20 2.05 212.22 188.17

22.5 1.9 207.97 189.18
20 2.0 204.68 190.69

22.5 1.85 199.47 191.01
17.5 2.1 197.7 191.53
20 1.95 197.07 192.04

Figure 6 shows Pareto set for the Maximum level speed (continuous engine regime) vs. take-off
length. Pareto front is located in the lower right-hand corner (short take-off and maximum speed).
Pareto front is created uniquely by two-blade propellers. Two-blade propeller optimized by the means
of the power speed coefficient cs is on the Pareto-optimal set. Figure 7 shows similar situation for
the cruise speed. In this case, Pareto-optimal set contains also uniquely two-blade propellers, but the
solution obtained by the means of the speed power coefficient is no more on the Pareto-optimal set.

Figures 8 and 9 present Pareto-optimal front for the cases maximum level speed (continuous
engine regime) vs. rate of climb and cruise speed vs. rate of climb. Both parameters should be maximal,
i.e., optimal solutions are in the top right-hand part of the graph. Like before, optimal solution obtained
by means of speed power coefficient is part of optimal set only for the case of the maximal continuous
engine power.

Figure 10 presents Pareto frontier for the combination of take-off length vs. rate of climb. Optimal
set is created only by single point in this case. Figure 11 presents Pareto frontier for the combination of
maximum level speed (continuous regime) vs. cruise speed. Both parameters should be maximal, so
the optimal set is located in the top right-hand part of the graph. As in previous cases, optimal set is
represented only by two-blade propellers. Optimal solution obtained by means of the power speed
coefficient is the part of this set.

5. Selection of Optimal Propeller

Optimal propeller is selected from the group of near to the Pareto fronts in the Figures 6–9
and Figure 11. The choice itself depends on the weight factors given to the different parameters,
i.e., trade-off is always necessary. Take-off length was selected as the most important parameter due
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to the STOL category aircraft. Weight factors can be of course modified and tuned according to the
designer requirements. The selected optimal propeller has two blades, diameter D = 2.05 m and pitch
blade angle φ0.75 = 20◦. This point is part of the Pareto fronts in Figures 6, 8 and 11. It is also close to
the Pareto front in other cases. Aircraft performance with the optimal propeller is described in Table 7.

Table 7. Aircraft performance with chosen optimal propeller (diameter D = 2.05 m and pitch blade
angle φ0.75 = 20◦).

Maximum Level Speed (Continuous
Engine Regime) [km/h]

Maximum Level Speed
(Cruise Regime) [km/h]

Take-Off Length [m]
Maximum Rate of

Climb [m/s]

212.22 188.17 122.61 6.973

6. Conclusions

Multi-objective optimization using Pareto sets of flight performance of 472.5 kg small STOL sport
airplane powered by 73.5 kW (100 hp) engine to select a fixed propeller from a family of geometrical
similar propellers is presented. The propeller family included propellers from two-blade to eight-blade
with pitch blade angles from 15◦ to 40◦ and diameters range from 1.1 m to 2.65 m.

The optimization criteria required maximum level speed, maximum rate of climb and minimal
take-off. The optimal Pareto fronts were investigated for four pairs of opposing flight conditions:

1. Maximum horizontal flight speed–Take-off distance.
2. Maximum horizontal flight speed–Maximum rate of climb.
3. Take-off distance–Maximum rate of climb.
4. Maximum horizontal flight speed–maximum horizontal flight speed (cruise regime).

Length of take-off path and maximum rate of climb relate to the take-off engine power regime;
maximum horizontal flight speed was considered for both continuous and cruise power regime. Only
four pairs of parameters are used for the optimization due to the fact that the last two pairs (take-off
distance vs. rate of climb and cruise speed vs. maximal horizontal speed) in fact do not affect the
choice of the optimal propeller.

Pareto-optimal study leads to the following conclusions:

1. Only two-blade propellers belong to all Pareto-optimal fronts.
2. One cut-off point of Pareto-optimal fronts for maximum horizontal speed corresponds to D = 1.95

m, pitch blade angle φ0.75 = 22.5◦ for the continuous engine regime and to D = 2 m, φ0.75 = 20◦
for cruise regime.

3. The opposite cut-off points of Pareto-optimal front for both maximum rate of climb and minimal
take-off distance corresponds one propeller: D = 2.1 m, pitch blade angle φ0.75 = 15◦.

4. The constant speed propeller achieves better performance than the best performance of the fixed
pitch and ground adjustable propellers for all four optimization criteria.

Acceptable aircraft performance is reached for the propellers with two blades, diameter in the
range from D = 1.95 to 2.2 m with a corresponding decrease of blade angle from φ0.75 = 22.5◦ to 12.5◦.
Optimal propeller is then selected from this group.

To compare Pareto multi-objective optimization with standard selection propeller from a family
of geometrically similar propellers by means of the speed power coefficient, the design was performed
for design speed from the middle of Pareto-optimal front of maximal horizontal speed for continuous
engine regime. The single-mode optimization selection for two-blade propeller confirms Pareto
optimization selection: diameter D = 2.05 m and pitch blade angle φ0.75 = 20◦. The speed power
coefficient methods are limited by single-regime design defined by given flight speed and engine
regime, and the design is not clearly connected to flight performance. Two-blade propeller of this
family considered as a constant speed propeller with diameter obtained by the speed power coefficient
presents an increase in flight performance for the fixed pitch propeller.
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Nomenclature

D Propeller diameter, Drag
H Altitude
L Lift
N Number of propeller blades
P Engine power
Pmax Maximum engine power
Q Tangential force
S Wing area
SP Propeller disc area
Swet Aircraft area wetted by the propeller flow
T True propeller thrust
Teff Effective propeller thrust, Teff = (T − ΔD)
Tis Isolated propeller thrust
Treq Required thrust
U0 Rotational flow speed on the propeller (freestream)
V Flight speed
V0 Axial flow speed on the propeller (freestream)
VHmax Maximum horizontal flight speed–continuous engine regime
VHC Maximum horizontal flight speed–cruise engine regime
Vmin Stalling speed
V1 Safe lift-off speed
V1P Flow velocity through the propeller disc (actuator disc)
V2 Safe take-off climb speed (Safe speed of transition)
W Total flow speed on the propeller
ΔD Airplane drag induced by the propeller, ΔD = ΔDfr + ΔDpr

ΔDfr Friction component of airplane-propeller drag
ΔDpr Pressure component of airplane-propeller drag
R Propeller radius
c Blade chord
cP Power coefficient of the isolated propeller, cP = P/(ρ ns

3 D5)
cT Thrust coefficient of the isolated propeller, cT = Tis/(ρ ns

2 D4)
cs Speed power coefficient of the isolated propeller, cs = [ρ V5/(P ns

2)]1/5

cD Drag coefficient
cDmin Minimum drag coefficient
cL Lift coefficient
cLmax Maximum lift coefficient
cL
α Lift-curve slope

f Rolling friction coefficient
harc Height of the transition arc
hW Distance of the wing under the ground
i Gear ratio of the engine speed reducer
m Aircraft weight
n, nmax Engine speed, Maximum engine speed
ns Propeller speed per second
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ny Lift load factor
r Radial coordinate
u Induced tangential speed on the propeller
v Induced axial speed on the propeller
vy Rate of climb
η Propeller efficiency, η = cT λ/cP
λ Propeller advance ratio, λ = V/(ns D)
λW Wing aspect ratio
ρ Air density
ϕ0.75 Propeller pitch blade angle at 75% of the radial distance
Ω Propeller angular velocity
Abbreviations

ISA International Standard Atmosphere
STOL Short Take-off and Landing

Appendix A. Computation of Propeller Characteristics

Method for the computation of propeller characteristics is based on the combination of blade element theory
and vortex theory. Dimensionless variables are used for the computation of isolated propeller performance.
Standard formulations are used (see [19]). Flight velocity is expressed by advance ratio λ

λ =
V

nsD
. (A1)

Thrust is expressed by thrust coefficient cT

cT =
T

�ns2D4
. (A2)

Power coefficient cP is defined in a following way

cP =
N

�ns3D5 . (A3)

Radial coordinate r is replaced by

r =
r
R

, (A4)

Dimensionless velocities are defined in a following way

U =
U

ΩR
, (A5)

and dimensionless circulation Γ is used in following form

Γ =
Γ

4πΩR2 . (A6)

Thrust and power coefficients can be determined from [19]

cT = π3
∫ 1

r0

Γ
(
U1 − cD

cL
V1

)
dr, (A7)

cP = π4
∫ 1

r0

Γ
(
V1 +

cD
cL

U1

)
rdr. (A8)

Velocities on the propeller blade is shown in the Figure A1. U1 and V1 are defined by

U1 = U0 + u, (A9)

V1 = V0 + v, (A10)
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where u and v represent induced velocities (during normal propeller operation, u is negative, and v is positive).
Vortex theory is used for the determination of induced velocities. System of horseshoe vortices is used
(see Figure A2). Induced velocities are computed by the way described by Okulov [22].

 
Figure A1. Flowfield and forces on the propeller blade.

Figure A2. Illustration of the vortex system on the propeller blade.

Lift coefficient cL is coupled with circulation by

Γ =
1
2

cLNcW1. (A11)

Airfoil section lift and drag coefficients are computed by means of the mathematical model described in [23].
Iterative procedure in MATLAB environment is used for the solution of the system of equations. The procedure
was tested on the case of the three-blade propeller 5868-R6 described in [8]. Comparison of the computed results
with experimental data is presented in Figures A3 and A4.

Figure A3. Comparison of computed values of thrust coefficient cT (solid lines) with experimental
results from [8] (discrete points) for the three-blade propeller 5868-R6.
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Figure A4. Comparison of computed values of power coefficient cP (solid lines) with experimental
results from [8] (discrete points) for the three-blade propeller 5868-R6.

Appendix B. Computation of Flight Performance

Appendix B.1. Thrust Curve of the Propeller Power Unit

The thrust curve of the power unit has the meaning of the available thrust in dependence on flight speed.
First, the thrust curves of the isolated propellers are calculated, and then, the isolated thrust is corrected for
influence of the installation. The corrected thrust represents the true thrust.

Because the additional drag of the airplane (both friction and pressure part) due to the increased speed of the
propeller stream depends on the propeller thrust, it is preferable for the calculations of the flight performance to
introduce so-called effective thrust. The effective thrust is the true thrust reduced by the additional propeller drag.
The drag curve of the airplane without the additional propeller drag thus remains the same for all alternatives of
the propeller propulsion units.

Appendix B.1.1. Thrust of Isolated Fixed-Pitch and Ground-Adjustable Propellers

Determination of the thrust curve of an isolated propeller requires, as the first step, the solution of the
equilibrium propeller–engine rotational speed:

P(n) = ρ(H)n3
s D5cP(λ). (A12)

The solution determinates the root of the power equation expressed by the engine power curve P(n) on one
side and the propeller power described by the power coefficient cP(λ) for a given flight speed V on the other
side. The equilibrium speed is solved for a number of speeds from the full range of the flight speed. The pair of
the flight speed and the equilibrium rotational speed determinates the advance ratio λ and by help of the thrust
coefficient cT(λ) the isolated thrust can be evaluated:

Tis = ρ(H)n2
s D4cT(λ). (A13)

The power engine curve P(n) pertains to one of the three engine regimes: Take-off, Continuous and Cruise.
In the case that the equilibrium rotational speed with an increasing flight speed reaches the maximum allowed

value nmax, it is assumed that the pilot will maintain this limit rotational speed by the throttle. The equilibrium
rotational speed in such overload regime is thus the maximum speed nmax.

Appendix B.1.2. Thrust of Isolated Constant-Speed Propellers

As the constant-speed propeller keeps the rotational speed constant independently of the flight speed, then,
the regulated rotational speed is actually the equilibrium speed. It is therefore possible to calculate the thrust
directly by means of the thrust coefficient curve cT(λ) determined for the constant-speed propeller working in the
required power regime.
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Appendix B.1.3. Thrust Curve with Influence of Height

For calculating of thrust curves at different heights, the engine power of the piston engine at zero altitude
can be converted to the given height H by a multiple factor kN according to [24]

kN(H) = (1 + 0.132)
ρ(H)

ρ0
− 0.132 . (A14)

The air density ρ at height H [m] corresponds to the standard dependence according to ISA:

ρ(H) = ρ0

(
1− H

44308

)4.256
, (A15)

where
ρ0 = 1.225 kg/m3 , (A16)

and the constant 44,308 m represents the ratio of two individual constants: the constant temperature decreases
with high 0.0065 K/m and temperature of 288 K for H = 0 m.

The influence of the height on aerodynamic characteristics of propellers can be neglected.

Appendix B.1.4. True Thrust of Installed Propellers

The ratio of the true propeller thrust T and the thrust of isolated propeller Ti is estimated as the ratio of the
actuator disc thrust of the propeller with a mean flow speed through the disc and thrust of the isolated actuator
disc. The mean flow speed corresponds to the deceleration downstream due to a body behind the propeller.
The mean value of the decelerated flow through the disc is determined from the equality of the flow momentum
by the actuator disc with a constant and variable velocity.

The graphical dependence published in [19] is used to describe the change of the speed in the plane of the
propeller disc caused by an engine nacelle. The graph shows the relative velocity drop (ΔV1P/V1P) in the plane of
the propeller disc in the area of the central part of the propeller. The central part is defined by the cross-section of
the engine nacelle Sn. The velocity drop ratio depends on the cross-sectional area Sn and propeller disc area SP
and a compensatory analytical form of the graph has the form:

ΔV1P
V1P

= 0.2
Sn

SP
− 0.08

√
Sn

SP
+ 0.028 . (A17)

The ratio of the thrusts is determined from the momentum of the induced velocity of the ideal actuator
disc in the steady-state distance behind the disc and momentum of the ideal actuator disc with the mean speed.
The ratio determinates the final correction factor to convert the isolated thrust to the true thrust:

kis =

(
1− Sn

SP

(
ΔV1P
V1P

))2V1P
(
1− Sn

SP

(
ΔV1P
V1P

))
−V

2V1P −V
. (A18)

The flow velocity V1P through the propeller disc can be expressed depending on the thrust at flight speed V
according to the theory of the ideal actuator disc:

V1P =
V
2

⎛⎜⎜⎜⎜⎜⎝1 +

√
1 +

Tis
1
2ρ(H)SPV2

⎞⎟⎟⎟⎟⎟⎠ . (A19)

In the case of the single-engine airplane, the nacelle cross-section Sn is replied by the cross-section area of the
engine part of the fuselage.

Appendix B.1.5. Effective Thrust

The effective thrust means the true propeller thrust reduced by the additional airplane drag generated by the
propeller stream consisting of a friction and pressure component:

Te f f = T −
(
ΔD f r − ΔDpr

)
. (A20)

The friction component ΔDfr is depended on the thrust and a wetted area of an airplane influenced by the
propeller flow. Its mean value is presented in References [20,24]:

ΔD f r = 0.004 T
Swet

SP
. (A21)
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The pressure component ΔDpr is taken from Reference [19] for the engine nacelle case:

ΔDpr =
ΔV1P
V1P

T. (A22)

The conversion factor of the true trust to the effective thrust can thus be expressed in the form:

ke f f = 1− 0.004
(

Swet

SP

)
− 0.2

Sn

SP
− 0.08

√
Sn

SP
+ 0.028 . (A23)

Appendix B.2. Curves of Available and Required Thrust and Power

Appendix B.2.1. Available Thrust Curve

The available thrust represents the effective thrust Teff; see (A20). The available thrust curve is the dependence
of the effective thrust on the flight speed V.

Appendix B.2.2. Required Thrust Curve

The required thrust is equal to the thrust that corresponds to the aerodynamic drag force without additional
drag caused by propeller in a balanced horizontal flight at a steady flight speed V.

Calculation procedure for determining the required thrust:

Step 1: To determine the needed lift coefficient from the balance of lift and weight for the chosen flight speed V:

cL =
mg

1
2ρ(H)V2cLS

. (A24)

Step 2: To state the corresponding drag coefficient from the aerodynamic polar of the respective flight configuration
(without additional aerodynamic drag caused by propeller flow) for the corresponding lift coefficient. Drag
coefficient cD is determined from aerodynamic polar (Figure 2).
Step 3: The required thrust is equal to the aerodynamic drag:

Treq =
1
2
ρ(H)V2cDS. (A25)

Steps 1–3 shall be repeated from Vmin (minimum horizontal flight speed at the given configuration–stalling
speed) to the maximum flight speed VHC (or VHmax) corresponding to the intersection of the required thrust curve
Treq(V) with the available thrust curve Teff (V) for a given altitude. An example of the curve of available and
required thrust of a small sport aircraft at a cruise regime is depicted in Figure A5.

 

×

Figure A5. Curves of available and required thrust for a small sport aircraft m = 473 kg at a cruise
configuration with three-blade propeller: D = 1.75 m, ϕ0.75 = 22◦, maximum cruise-regime power
47.9 kW.
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Stalling speed:

Vmin =

√
mg

1
2ρ(H)V2cLmaxS

. (A26)

Maximum flight speed: see (A31).

Appendix B.2.3. Required Thrust Curve with Influence of Height

1. Ground influence
Due to the ground proximity, aerodynamic drag decreases and lift increases. A simple correction according

to Reference [21] is introduced for induced part of the drag and the lift-curve slope:

cDground = cDmin + (1− σ)(cD − cDmin) , (A27)

where the correction factor σ is dependent on the height hW of the wing above the ground, the aspect ratio of the
wing λW and its area S:

σ(hW ,λW , S) = e
[−4.22( hW√

λW S
)]

0.768

, (A28)

cLground =
cLπλW[
(1− σ)cαL

] . (A29)

2. Out of ground influence
Changes of aerodynamic forces are considered only by changing of the air density with height. The effect of

Reynolds number changes on aerodynamic coefficients is neglected.

Appendix B.2.4. Available Power Curve

Pe f f (V) = Te f f (V) V. (A29)

Appendix B.2.5. Required Power Curve

Preq(V) = Treq(V) V. (A30)

Appendix B.3. Maximum Horizontal Speed, Maximum Rate of Climb

Standard calculation models based on the curves of the required and available thrust and power are used to
determine the maximum horizontal speed and maximum rate of climb; see, for example, Reference [20].

Maximum flight speed:
Treq(V) = Te f f (V) → V = VHC. (A31)

Flight speed of maximum rate of climb Vvymax:

(Pe f f (V) − Preq(V) ) = max → V = Vvymax . (A32)

Maximum rate of climb:

vymax =
Pe f f

(
Vvymax

)
− Preq

(
Vvymax

)
mg

. (A33)

Appendix B.4. Take-Off Distance

The take-off distance is understood to be the horizontal distance of the classic take-off procedure consisting
of the ground round phase and three airborne phases: the ground flight, transition and climb out. The standard
dynamic models of the take-off, discussed in, e.g., References [20,25], are adopted for the individual phases.
The normal take-off considers the airplane with the take-off configuration of the lift device.

Appendix B.4.1. Take-Off Ground Run

The take–off ground run determines the distance to achieve the safe lift-off speed V1.
Length of the ground run:

L1 =

∫ V1

0

V
Rground run(V)

dV , (A34)

21



Aerospace 2020, 7, 21

where safe lift-off speed V1 is within the range (110–115)% of the stall speed with the ground effect. Stalling speed
with the ground run effect corresponds to the relationship (A26):

Vmin_ground run =

√
mg

1
2ρ(H)V2cLmax_ground run S

, (A35)

for : cLmaxground run =
cLmaxπλW[(

1− σ
(
hWground run ,λW , S

))
cαL

] . (A36)

Rground run represents an accelerating force during the ground run:

Rground run(V) = Te f f (V) −mg f −
(
cDground run − cLground run f

)1
2
ρ(H)V2S , (A37)

with such a take-off angle of attack that satisfies the optimal condition:

dcLground run

dcDground run

=
1
f

. (A38)

Tangent to the lift-drag at the ground run point is equal to the inverse value of the rolling friction coefficient 1/f.

Appendix B.4.2. Take-Off Ground Flight

The take–off ground flight corresponds to the acceleration phase of the ground level flight from the safe
lift-off speed V1 up to the safe take-off climb speed V2.

Length of the ground flight:

L2 =

∫ V2

V1

V
Rground f light(V)

dV, (A39)

where safe take-off climb speed V2 is required at least 120% of the stall speed in the ground flight regime.
Stalling speed with the ground flight effect corresponds to the relationship (A26):

Vmin_ground f light =

√
mg

1
2ρ(H)V2cLmaxground f light S

, (A40)

for : cLmaxground f light =
cLmaxπλW[(

1− σ
(
hWground f light ,λW , S

))
cαL

] . (A41)

Rground flight represents an accelerating force during the ground flight:

Rground f light(V) = Te f f (V) − cDground f light (V)
1
2
ρ(H)V2S. (A42)

The aerodynamic coefficients correspond to the point on the lift-drag polar of the ground-run configuration
(corrected to the ground effect) at which the lift coefficient is equal:

cLground f light (V) =
mg

1
2ρ(H)V2 S

. (A43)

Both of these coefficients thus depend on the ground flight speed V.

Appendix B.4.3. Take-Off Transition

The take–off transition phase means a curved flight from the safe take-off climb speed to the transition
straight climb. The transition is taken as a flight close to a vertical circular arc with a constant speed equal to the
safe take-off climb speed V2.

Horizontal length of transition arc:
L3 = r sin(θ) , (A44)
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where the radius of transition arc r deepens on the load factor ny caused by the curvilinear flight:

r =
V2

2[
g
(
ny − cos(θ)

)] . (A45)

The maximum achievable value of the load factor at the constant speed V2 is

nymax =

(
V2

Vmin_ground f light

)2

. (A46)

This maximum value corresponds to the cLmax ground flight and leads to the shortest length of the take–off
transition phase, but it is on the edge of the sharp flow separation. A smaller value ny should be considered,
e.g., 80% nymax.

The output angle from the transition arc is given by the difference of the available and required thrust at the
transition speed:

θ = arcsin

⎡⎢⎢⎢⎢⎣Te f f (V2) − Treq(V2)

mg

⎤⎥⎥⎥⎥⎦ , (A47)

where the required thrust equals:

Treq(V2) = cDground f light (V2)
1
2
ρ(H)V2

2S. (A48)

As the ground effect during the transition flight is gradually decreasing, an approximate procedure based on
a mean value height hW of the wing above the ground is applied. The mean value can be estimated, e.g., as a mean
value between the height of arc harc calculated with the ground effect of the take-off ground flight and without the
ground effect (free flight).

hWtransition =
1
2

[
harc

(
σ
(
hWground f light

)
+ harcσ(hW →∞)

)]
, (A49)

where the arc height is equal:
harc = r

[
1− cos

(
Te f f (V2) − Treq(V2)

)]
. (A50)

Appendix B.4.4. Climb Out

The climb out is the phase of the steady climbing flight at the speed of the transition phase from the transition
arc until the obstacle height hobs (usually 15.25 m = 50 ft)) is reached:

L4 =
hobs −

(
hWground f light + harc

)
tg(θ)

, (A51)

where the arc height harc and take-off output angle θ are determined for hW_transition.

Appendix B.4.5. Total Take-Off Distance

Total take-off distance is equal to the sum:

Ltake−o f f = L1 + L2 + L3 + L4. (A52)

References

1. Betz, A. Schraubenpropeller mit geringstem Energieverlust. Göttinger Nachrichten 1919, 1919, 193–213.
2. Goldstein, S. On the Vortex Theory of Screw Propellers. Proc. R. Soc. Lond. (A) 1929, 123, 440.
3. Larrabee, E.E. Practical Design of Minimum Induced Loss Propellers. SAE Trans. 1979, 88, 2053–2062.
4. Adkins, C.N.; Liebeck, R.H. Design of Optimum Propellers. J. Propul. Power 1994, 10, 676–682. [CrossRef]
5. Hepperle, M. Inverse Aerodynamic Design Procedure for Propellers Having a Prescribed Chord-Length

Distribution. J. Aircr. 2012, 47, 1867–1872. [CrossRef]
6. McCormick, B.W. Aerodynamics, Aeronautics, and Flight Mechanics, 2nd ed.; John Wiley & Sons: Hoboken, NJ,

USA, 1995.

23



Aerospace 2020, 7, 21

7. Hartman, E.P.; Biermann, D. The Aerodynamic Characteristics of Full-scale Propellers Having 2, 3, and 4 Blades
of ClarkY and R.A.F. 6 Airfoil Sections; NACA Technical Report No. 640; Langley Memorial Aeronautical
Laboratory: Hampton, VA, USA, 1938.

8. Hartman, E.P.; Biermann, D. The Aerodynamic Characteristics of Six Full-scale Propellers Having Different Airfoil
Sections; NACA Technical Report No. 650; Langley Memorial Aeronautical Laboratory: Hampton, VA,
USA, 1939.

9. Törnros, S.; Klerebrant, O.; Korkmaz, E.; Huuva, T. Propeller optimization for a single screw ship using BEM
supported by cavitating CFD. In Proceedings of the Sixth International Symposium on Marine Propulsors
SMP’19, Rome, Italy, 26–30 May 2019.

10. Mirjalili, S.; Lewis, A.; Mirjalili, S.A.M. Multi-objective Optimisation of Marine Propellers. Procedia Comput.
Sci. 2015, 51, 2247–2256. [CrossRef]

11. MacPeill, R.; Verstraete, D.; Gong, A. Optimisation of Propellers for UAV Powertrains. In Proceedings of the
53rd AIAA/SAE/ASEE Joint Propulsion Conference, Atlanta, GA, USA, 10–12 July 2017.

12. Schatz, M.E.; Hermanutz, A.; Baier, H.J. Multi-criteria optimization of an aircraft propeller considering
manufacturing. Struct. Multidisc. Optim. 2017, 55, 899–911. [CrossRef]

13. Dorfling, J.; Rokhsaz, K. Constrained and Unconstrained Propeller Blade Optimization. J. Aircr. 2015, 52,
1175–1188. [CrossRef]

14. Xie, G. Optimal Preliminary Propeller Design Based on Multi-Objective Optimization Approach. Procedia
Eng. 2011, 16, 278–283. [CrossRef]

15. Ingraham, D.; Gray, J.; Lopes, L.V. Gradient-Based Propeller Optimization with Acoustic Constraints.
In Proceedings of the AIAA Scitech 2019 Forum, San Diego, CA, USA, 7–11 January 2019.

16. Deb, K. Multi-Objective Optimization Using Evolutionary Algorithms, 1st ed.; Wiley: Hoboken, NJ, USA, 2001.
17. Tan, K.C.; Khor, E.F.; Lee, T.H. Multiobjective Evolutionary Algorithms and Applications, 1st ed.; Springer:

Berlin/Heidelberg, Germany, 2005.
18. Klesa, J. Optimal Circulation Distribution on Propeller with the Influence of Viscosity. In Proceedings of the

32nd AIAA Applied Aerodynamics Conference, Atlanta, GA, USA, 16–20 June 2014.
19. Alexandrov, V.L. Vozdushnye Vinty, 1st ed.; Oborongiz: Moscow, USSR, 1951.
20. Ruijgrok, J.J. Elements of Airplane Performance, 1st ed.; Delft University Press: Delft, The Netherlands, 1990.
21. Lowry, J.T. Performance of Light Aircraft, 1st ed.; AIAA: Renton, VA, USA, 1999.
22. Okulov, V.L. On the Stability of Multiple Helical Vortices. J. Fluid Mech. 2004, 521, 319–342. [CrossRef]
23. Korkam, K.D.; Camba, J., III; Morris, P.M. Aerodynamic Data Banks for Clark-Y, NACA 4-Digit and NACA

16-Series Airfoil Families; NASA-CR-176883; Lewis Research Center, NASA: Cleveland, OH, USA, 1986.
24. Torenbeek, E. Synthesis of Subsonic Airplane Design, 1st ed.; Delf University Press: Delft, The Netherlands,

1982.
25. Ojha, S.K. Flight Performance of Aircraft, 1st ed.; AIAA: Reston, VA, USA, 1995.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

24



aerospace

Article

Effect of Hot-Wet Storage Aging on Mechanical
Response of a Woven Thermoplastic Composite

Theofanis S. Plagianakos 1,†,*, Kirsa Muñoz 2,†, Diego Saenz-Castillo 3,†, Maria Mora Mendias 3,†,
Miguel Jiménez 2,† and Vasileios Prentzias 1,†

1 Hellenic Aerospace Industry S.A., GR 32009 Schimatari, Greece; prentzias.vasilios@haicorp.com
2 Element Materials Technology Seville, C/Wilbur y Orville Wright 1, Aerópolis,

41300 San José de la Rinconada, Seville, Spain; kirsa.munoz@element.com (K.M.);
miguel.jimenez@element.com (M.J.)

3 FIDAMC, Foundation for the Research, Development and Application of Composite Materials,
Avda Rita Levi Montalcini 29, Tecnogetafe, 28906 Getafe, Madrid, Spain; Diego.Saenz@fidamc.es (D.S.-C.);
maria.mora.mendias@fidamc.es (M.M.M.)

* Correspondence: plagianakos.theofanis@haicorp.com; Tel.: +30-226-205-2247
† These authors contributed equally to this work.

Received: 27 November 2019; Accepted: 20 February 2020; Published: 24 February 2020

Abstract: The effect of hot-wet storage aging on the mechanical response of a carbon fiber polyether
ether ketone (PEEK)-matrix woven composite has been studied. A wide range of static loads and
selected cyclic load tests on the interlaminar fatigue strength were performed. Static tests were
conducted in batch mode, including on- and off-axis tension, compression, flexure, interlaminar shear
strength (ILSS) and fracture tests in Modes I, II and I/II. Respective mechanical properties have been
determined, indicating a degrading effect of aging on strength-related properties. The measured
response in general, as well as the variance quantified by batch-mode test execution, indicated the
appropriateness of the applied standards on the material under consideration, especially in the case
of fracture tests. The material properties presented in the current work may provide a useful basis
towards preliminary design with PEEK-based woven thermoplastic composites during service in
aerospace applications.

Keywords: carbon fibre thermoplastic composite; PEEK matrix; woven; aging; mechanical testing;
static and fatigue

1. Introduction

Continuous-fiber reinforced thermoplastic composites are gaining attention in the aerospace
industry for exhibiting advantages compared to thermoset composites, such as design and
manufacturing flexibility, including multiple post-forming processes, and capability of being processed
by a large range of traditional machining methods, fast cycle time and recyclability. As far as their
mechanical performance is concerned, their enhanced impact resistance is a very attractive feature for
selecting them in demanding lightweight applications. Moreover, in woven ply configurations they
yield less anisotropic mechanical properties, which could be desirable in the context of conceptual
design. In this context, the experimental determination of their mechanical properties over a wide
range of static and fatigue mechanical tests, as well as quantification of the effect of aging on these
properties, are extremely important for design and in-service monitoring purposes.

The main advantages of thermoplastic composites in comparison with thermoset composites
have been very well described in the scientific literature to date. Excellent mechanical properties,
good behaviour against impact, no need of cold storage owing to their long shelf-life and no chemical
reaction during consolidation, which opens the possibility of short-time processing are among their
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most appealing features [1–4]. There is a significant amount of literature focusing on mechanical
characterization of continuous-fiber thermoplastic composites. Chu et al. [5] characterized 3-D
braided Graphite/polyether ether ketone (PEEK) composites by static tensile tests and experimentally
determined time-dependent mechanical properties at various temperatures by performing relaxation
experiments and dynamic mechanical analysis (DMA) tests. Hufenbach et al. [6] studied the
strain-rate dependency of the mechanical properties of three thermoplastic composite materials,
including impact energy absorption, at different temperatures, and additionally studied the effect
of fiber–matrix interphase modification on transverse tensile strength. Liu et al. [7] developed
a damage model accounting for fiber failure and matrix cracking and validated it with an open-hole
compression test on woven PEEK specimens. Kuo et al. [8] performed 4-point bending tests on
thermoplastic composites and studied the effect of molding temperature on flexure properties and
failure modes. Boccardi et al. [9] used infrared tomography to study the effect of frequency on the
temperature of cantilever glass- and jute-based woven thermoplastic composite specimens subjected
to cyclic bending. Sorentino et al. [10] fabricated and characterized polyethylene naphthalate (PEN)
thermoplastic composites at 100 ◦C by 3-point bending, DMA and impact tests. As far as shear
loading characterization is concerned, Hufenbach et al. [11] performed Iosipescu tests on woven
thermoplastic composites and used high-speed camera and digital image correlation for studying the
deformation and failure in order to develop material modeling strategies in commercial finite element
software. Zenasni and coworkers [12,13] experimentally studied the effect of fiber material and weave
pattern on the fracture response of polyetherimide (PEI)-matrix-based woven thermoplastic composite
specimens in Mode I and Mode II.

The effect of aging on static and dynamic response of engineering thermoplastics has been studied
since the early 1990s. As a general conclusion, PEEK polymers (and, therefore, PEEK-reinforced
composites) are not the thermoplastic polymers which may absorb the highest level of water. It has
been reported by Buchman and Isayev [14] that PEEK composites may absorb approximately 0.2% of
humidity, in comparison with other thermoplastic polymers, which may absorb above 1%. This is mainly
caused by the semi-crystalline structure of PEEK, in comparison with other thermoplastic polymers
which have a larger amorphous part. Béland [15] concluded that semicrystalline thermoplastics/carbon
composites may absorb also around 0.2% of humidity while carbon/amorphous thermoplastic may
absorb beyond 0.8%. The effect of thermal aging on carbon-fibre reinforced PEEK has been studied by
Buggy and Carew [16], who performed static and fatigue flexure tests. Aging has been applied by two
different methods: by storage for up to 76 weeks at high temperatures and by thermal cycling from
room temperature (RT) to 250◦C. They indicated a low sensitivity of the laminate flexural modulus and
strength to ageing at 120 ◦C. Kim et al. [17] developed an analytical model for predicting the flexural
properties degradation at high temperatures (540–640 ◦C) and performed 4-point bending tests for
validation purposes. In the context of an implant application study, Schambron et al. [18] experimentally
determined the effect of environmental ageing on static and cyclic flexure response of carbon-fibre/PEEK
coupons and reported superior fatigue resistance compared to stainless steel. An experimental comparison
of the bearing strength of woven-ply-reinforced thermoplastic or thermoset laminates at 120 ◦C after
hygrothermal aging has been performed by Vieille et al. [19].

Thus, it can be concluded that the effect of aging on the mechanical response of woven thermoplastic
composites has yet not been quantified over a wide range of mechanical tests. The present work aims to
close this void by presenting an extensive test campaign performed to assess the mechanical properties
of a high-performance woven carbon-fiber reinforced thermoplastic material in non-aged and aged
conditions. Material characterization has been achieved by conducting mechanical tests according
to (static tests) or based on (fatigue tests) ASTM and ISO standards, such as tension, compression,
in-plane and interlaminar shear, flexure, Mode I, II and I/II fracture. Properties derived from static
tests are reported in batch mode, to provide a measure of the test-type non-linearity and testing
procedure repeatability. Moreover, the effect of aging is assessed by measuring mechanical properties
after specimen environmental conditioning in hot-wet storage. Finally, albeit the main objective of
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the current work is to provide experimental data, in order to check the applicability of linear elastic
fracture mechanics based on effective material properties, interlaminar fracture test cases in Mode I
and II have been modelled in a commercial finite element software and the predictions were compared
with measured values. The main conclusion of the present work is that aging leads to significant
degradation of the strength in engineering woven thermoplastic composites, while stiffness-related
properties seem to be rather insensitive to aging.

2. Materials and Methods

2.1. Specimen Manufacturing

Thermoplastic composite coupons for mechanical properties’ characterization were cut from a set
of carbon fiber/PEEK plates manufactured by FIDAMC (Getafe, Spain). The engineering polymer
selected for this study consisted of Tenax®TPCL PEEK-4-40-HTA40 3K supplied by Toho-Tenax (Tokyo,
Japan). The material was carbon-fiber-reinforced PEEK (CF/PEEK) fabric 5HS (5 harness satin), 0.31 mm
nominal thickness per ply, 40% of resin weight fraction and a fiber areal weight (FAW) of 285 gsm.
The stacking sequence of the thermoplastic laminates varied depending on the mechanical testing and
defined by the standards, explained in detail in the next sub-sections. It should be noted that, due to
the fact that the used CF/PEEK fabric was a 5HS (non-symmetrical), the 0◦ direction of each ply was
defined as the warp direction of the roll material, as suggested by the material supplier.

On the basis of previous experience with other candidate manufacturing methods [20], the selected
manufacturing process for the consolidation of the laminates was compression molding by hot-platen
press. The utilized equipment is located at the FIDAMC facilities (Getafe, Spain). Each laminate
was first-hand laid-up with the help of a manual welder and then located in a metallic frame which
acted as material retainer. Two polyimide sheets with a release agent were placed at both sides of the
laminate, acting as release films. Two metallic caul plates were also used in order to obtain a proper
flat-surface finish. The consolidation cycle consisted of a heating ramp at approximately 2 ◦C/min up
to a consolidation dwell of 30 min at 400 ± 10 ◦C with an applied pressure of 1 MPa.

2.2. Hot-Wet Storage Aging

During its service life, an aircraft is exposed to high temperatures and high levels of humidity.
The properties of composite materials may be affected as a consequence of moisture absorption and
high temperatures. A faithful replication of the environmental exposure during aircraft operation
would require a cyclic conditioning procedure between hot/humid and cold/dry conditions, as dictated
by relevant standards (MIL-STD-810 or other). In the proposed work, we have followed an accelerated
conditioning procedure on the basis of common practice [21], which would form a small part of
an extended experimental aging campaign towards material airworthiness certification.

In order to evaluate the degradation of mechanical properties, an environmentally conditioned
testing scenario was considered according to ASTM D5229/D5229M. The selected method is
a recommended pre-test conditioning method, consistent with the recommendations of the Composite
Materials Handbook-17 [22]. Specifically, the procedure that has been followed in these test series
is a conditioning procedure, BHEP, which covers non-ambient moisture conditioning of material
coupons from the same batch as the ones tested, widely known as traveler specimens, in a humidity
chamber (-H-) at a prescribed constant, conditioning the environment to equilibrium (-E-), periodic
(-P-) coupon weighing being required. Two different types of test series were covered. On the one
hand, room temperature (RT) tests were conducted on specimens without any previous conditioning.
Room Temperature conditions are controlled to meet standard laboratory atmosphere conditions,
which according to ASTM D5229/D5229M, are 23 ± 2 ◦C and 50% ± 10% relative humidity. On the
other hand, parallel test series were performed on specimens that have been previously conditioned.
These are known as Hot Wet (HW) tests.
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The conditioning parameters are usually fixed according to the conditions to which aircraft
structure may be subjected during its service life. This commonly means an equilibrium moisture
weight in an 85% relative humidity environment and a temperature of 70 ◦C. Nevertheless, in order
to achieve a lower completion time for the testing campaign, accelerated conditioning was carried
out. In order to achieve a faster aging process, conditioning was performed at a higher temperature
(80 ± 3 ◦C), under the same relative humidity (85% ± 5%). It was checked that glass transition
temperatures for the assessed material, as provided by the manufacturer, were significantly higher
than the accelerated conditioning temperature. By proceeding this way, a decrease in conditioning
periods was achieved, speeding the rate of testing.

2.3. Experimental Methods

All mechanical tests presented in this work have been performed according to (static tests) or
based on (fatigue tests) relevant ASTM or ISO standards. Each standard has been reported in the title
of relevant the subsection of the following section. Static tests have been performed in a five specimen
batch mode to provide a statistically valid representation of a material sample response under static
loads. For the sake of cost savings in the case of such an extended test campaign, three specimens
per test type have been tested in fatigue, each one at a load level representing a fatigue cycle regime:
low cycle-(1.0 × 104 cycles), medium cycle-(1.0 × 105 cycles) and high cycle-fatigue (1.0 × 106 cycles).
Each test was assumed to have concluded with a failure if either the specimen failed due to rupture
or if a load-displacement slope decrease of at least 10% was detected compared to the slope at the
100th loading cycle. A stress ratio of R = σmin/σmax = 0.1 has been considered, which is typical for the
characterization of carbon-fiber reinforced plastics (CFRP) under dynamic loading [23,24]. Regarding
testing frequency, high frequencies may produce an increase in the specimen temperature, which leads
to mechanical properties degradation [25]. To avoid this, a frequency of 5 Hz was applied in all fatigue
tests and the temperature of the specimens was monitored by means of a thermocouple placed on each.
The laboratories involved in the campaign considered a range of specimen temperatures from RT up to
35 ◦C to be acceptable. For the selected frequency of testing, no specimen temperature reached 35 ◦C at
any of the tests performed, and thus no effect of frequency on the results was assumed. According to
the testing strategy, the fatigue endurance limit was set to 1.0 × 106 cycles.

All tests of the non-aged composite system (RT) have been conducted in Hellenic Aerospace
Industry (HAI) facilities on an INSTRON 8801 (Norwood, MA, USA) hydraulic testing machine at
room temperature (T = 25 ± 1 ◦C, 45% ± 5% humidity), equipped by an INSTRON load cell with
a range up to 100 kN. In the case of fracture tests, a 5 kN Omega load cell has been used. In the
case of double-cantilever beam (DCB) and mixed-mode bending (MMB) tests, a Philips SPC2050NC
digital camera and Debut v4.08 by NCH software (Greenwood Village, CO, USA—non-commercial
use edition) have been used to record crack propagation, whereas, in end-notch flexure (ENF) tests,
crack propagation has been visually monitored. The camera-to-specimen distance was ca. 130 mm and
focus has automatically been applied at a 640 × 80 pixel resolution and a rate of 30 frames per second.

HW tests have been performed on different Universal Testing Machines in Element facilities.
Static tension (0◦, ±45◦, 90◦) and compression (0◦, 90◦) tests were performed on a Zwick Z100 BS1,
(Kennesaw, GA, USA) equipped with a Zwick load cell up to 100 kN. Static flexure, interlaminar
shear strength (ILSS) and interlaminar fracture toughness tests were performed on a Zwick Retroline
(INSTRON 5866) Universal Testing Machine, equipped with an INSTRON load cell having a range
up to 10 kN. All static HW tests have been conducted under controlled temperature (70 ◦C) using
thermocouples inside a temperature chamber (Thermcraft). Regarding fatigue, HW tests, tension (0◦,
±45◦ laminates) and ILSS tests were performed on a Universal Dynamic Testing Machine INSTRON
8872, equipped with an INSTRON load cell up to 25 kN. For fatigue tension (90◦ laminate), a Universal
Dynamic Testing Machine INSTRON 8801, equipped with an INSTRON load cell up to 100 kN,
was used. In all fracture tests crack propagation has been visually monitored.

28



Aerospace 2020, 7, 18

HW fatigue tests were performed at RT right after being environmentally conditioned. That choice
was based on the assumption that there is an irreversible degradation of the material due to specimen
conditioning. As reported in the literature [26], long-term environmental conditioning leads to
irreversible changes that cause permanent property alterations within the matrix, the fiber surfaces
and the fiber/matrix interface. Therefore, by testing unaged and aged specimens under fatigue
loading at RT conditions, it is possible to evaluate the effect of permanent degradation caused by
hygrothermal conditioning.

2.4. Finite Element Models

The numerical simulations for pure fracture Modes I and II have been performed using MSC
MARC finite element (FE) software [27]. In both cases, cohesive elements have been integrated into
the models in order to evaluate the prediction of delamination propagation with experimental results.
The composite thermoplastic material is modelled using property values at ply level extracted from
mechanical tests. The constitutive relation of the cohesive elements is based on Linear Elastic Fracture
Mechanics (LEFM) and an exponential damage law is used [28]. The cohesive properties of the interface
have been derived by experimentally determined values for normal traction (strength—Section 3.3.1),
interlaminar shear traction (strength—Section 3.5.1) and critical energy release rates in Mode I
(Section 3.5.3) and Mode II (Section 3.5.4). From these values, normal traction and fracture toughness
in Mode I have been adapted according to the strategy formulated in [29] in order to yield a critical
opening displacement allowing for solution convergence. As discussed in Sections 3.5.3 and 3.5.4,
the modeling approach adopted herein, which has been successfully applied in unidirectional thermoset
materials [28], failed to accurately estimate the maximum load in both fracture modes of the woven
thermoplastic material.

In order to simplify the analysis of both DCB and ENF tests, 2D models have been created using
plane strain full-integration elements (Type 11) for the bulk material and cohesive elements (Type 186)
for the interface. There are four elements through the thickness for the DCB model and five elements
for the ENF model because of the difference in specimen thickness. An element length of 0.75 mm has
been selected for composite and interface in order to achieve an acceptable convergence rate.

3. Results and Discussion

The test campaign for material characterization in terms of mechanical properties includes static
and fatigue tests. Static tests have been performed for the determination of basic mechanical properties
to feed the structural design phase of thermoplastic parts, as well as for quantification of the degradation
of these properties due to aging during service. Fatigue tests provide an overview of fatigue endurance
of the material via measured S–N curves and validate the trend observed in the static tests concerning
the effect of aging. Specifically, static tests include tension, compression, in-plane shear, flexure,
interlaminar shear, and interlaminar fracture toughness in Mode I, II and I/II. Fatigue tests include
interlaminar shear strength. The specimen nominal dimensions in fatigue were identical to the ones
used in the corresponding static case. Wherever available, the measured data are compared with
values provided by the manufacturer [30].

3.1. Specimen Dimensions and Lamination

The specimen dimensions have been selected in order to comply with the relevant standard.
The lamination has been determined on the basis of relevant standards, while available experimental
capabilities have also been taken into account, in order to remain within the measurable load range of
available equipment. In Table 1, the geometry and lamination of the specimens are presented. The test
type description is provided as T-0 (tension warp), T-90 (tension weft), C-0 (compression warp), C-90
(compression weft), FLEX (flexure), T-45 (tension ±45), ILSS (interlaminar shear strength), ILFT I
(interlaminar fracture toughness Mode I), ILFT II (interlaminar fracture toughness Mode II), ILFT I/II
(interlaminar fracture toughness Mixed-Mode).
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Table 1. Specimens dimensions and lamination ($ denotes odd number of plies, as: FLEX—13 plies,
ILSS—19 plies).

Specimen Data T-0 T-90 C-0 C-90 FLEX T-45 ILSS ILFT I ILFT II ILFT I/II

Lamination [(0/90)]3 [(0/90)]6 [(0/90)]3S [(0/90)]3S [(0/90)7]$ [(45/-45)8]S [(0/90)10]$ [(0/90)]5S [(0/90)]7S [(0/90)]7S
Length (mm) 250 175 79.4 79.4 154 250 40 125 160 155
Width (mm) 15 25 12.7 12.7 13 25 12 20 25 25

Thickness (mm) 0.9 1.9 1.9 1.9 4 4.8 6 3 4.2 4.2

3.2. Specimen Aging

For each test type, the respective moisture absorption curve, measured from corresponding
traveler specimens (in-plane dimensions 25 × 25 mm), is reported. Figure 1 provides an overview of
the conditioning process. On the basis of these curves, the moisture content uptake rate and water
content at saturation during conditioning have been extracted in Table 2. For the determination of the
slope, a measurement at saturation and the initial measurement have been used.

Figure 1. Conditioning curves for test types considered; the exposure time is expressed in square root
of days.

Table 2. Moisture uptake parameters extracted from conditioning curves.

Moisture T-0 T-90 C-0 C-90 FLEX T-45 ILSS ILFT I ILFT II ILFT I/II

Uptake Rate
(%/days0.5)

0.013 0.013 0.014 0.009 0.011 0.021 0.026 0.018 0.021 0.017

Maximum (%) 0.116 0.166 0.164 0.134 0.209 0.197 0.209 0.212 0.196 0.214

In order to comment on the trends observed in the conditioning process, the thickness of the
relevant traveler specimen should be taken into account, since in-plane dimensions have been identical
for all traveler specimens. It may be concluded that thicker traveler specimens, such as those considered
for in-plane and interlaminar shear tests (including fracture toughness) yield generally higher moisture
uptake rates and maximum values. This trend is attributed to the fact that moisture penetrates more
easily across the sides of the specimens along thickness, which are uncoated compared to the upper
and lower faces. Moreover, it is highly related to the effect of aging on the response in each test, as will
be explained in the following sections.
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Concerning comparison with data reported in the open literature, the maximum value of moisture
uptake obtained for T-0 is very close to data reported by other researchers [31] (0.13%) and within the
range set by previous studies on the moisture absorption of engineering thermoplastics [14,15].

3.3. Determination of Fiber-Dominated Properties

3.3.1. Static Tension of Woven Laminate Warp Direction (ASTM D3039)

The head velocity was 2 mm/min, as dictated by the standard. Strains were measured by strain
gages: biaxial rosettes have been attached on each specimen, whereas an additional longitudinal strain
gage has been attached on the opposite side of one specimen to ensure that bending remained below
10% throughout the test. Data for stress vs. longitudinal strain for RT and HW specimens are presented
in Figure 2. It should be noted that the maximum load may differ from the value shown, as strain
gages occasionally got detached at a lower load level. Moreover, in the legend of Figure 2 the custom
naming convention pattern followed in all subsequent data figures is provided.

Figure 2. Static tension of warp-directional laminate: stress vs strain data and characteristic failure
mode at RT. The description of tests follows a custom naming convention: S—static, T—tension,
0—warp direction, RT—room temperature test, HW—hot wet test, last digit—specimen number.

Elaboration of the above static tension test data yields the mechanical properties shown in Table 3.
Properties are provided in terms of mean value (MV) and coefficient of variance (CV). CV is directly
related to the standard deviation (STDEV) as: CV=STDEV/MV, and thus STDEV could be alternatively
used for reporting the deviation intervals in the experimentally determined values.

The strain range between 1000 and 3000 με has been used for extraction of the tensile elastic
modulus. The respective values provided in the manufacturer datasheet according to ISO 527-4 Type 3
are also listed for comparison.

Table 3. Effect of hot-wet storage aging on mechanical properties derived from static tension tests on
warp-directional laminates.

Property
RT HW

Mean Value CV (%) Manufacturer Datasheet Mean Value CV (%)

Tensile Strength (MPa) 889 13 955 701 2
Tensile Modulus (Gpa) 62.7 4 60 63.8 9

Poisson ratio 0.078 29 - 0.025 6
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It may be observed that the elastic modulus is insensitive to aging (2% difference), whereas strength
is strongly affected in a negative sense (21% reduction). This trend agrees well with results obtained by
Solvay for PEEK thermoplastic polymer prepregs [32], and may be at least partially explained by the
fact that the modulus is evaluated in the linear strain range (1000–3000 μm/m), while strength involves
larger strains. It is reasonable to assume that in such a high demanding situation in terms of strain,
the load-bearing capacity of the material appears to be sensitive to aging. As far as the Poisson ratio is
concerned, it also seems to be affected, however, its measure is small and thus not expected to be of
major importance as a design variable.

A typical failure mode is also illustrated in Figure 2. Lateral failure modes at multiple areas and
various locations (LMV according to ASTM D3039) have been primarily observed. This trend has been
expected, since the woven pattern of the fabric in the laminate prevents the occurrence of exploding
modes. Similar failure patterns have been observed in RT and HW specimens, indicating that failure
mode is rather insensitive to aging. Most failure patterns (8 out of 10) included failure near the tabs,
indicating the redistribution of stresses along the specimen near/at failure load. The subsequent failure
mode is related, partially at least, to inertia forces following the first failure, to a 3-D stress state
involving local stress fields near the tabs, and to free-edge effects. The present approach focuses on the
determination of the effect of hot-wet storage aging on the global mechanical properties of the woven
thermoplastic material, while a detailed study of the failure mechanisms involved [11] would require
special equipment, which has not been available in the context of this work.

3.3.2. Static Tension of Woven Laminate Weft Direction (ASTM D3039)

The selection of a different lamination compared to the warp-directional specimens, as listed in
Table 1, is explained by the fact that the tests shown in this work are part of a larger test campaign where
unidirectional laminates of various material systems are mechanically evaluated. Wherever possible,
identical specimen dimensions for all material systems have been selected with the purpose of
maximizing comparability for the same mechanical property evaluation. In this context, the tests on
the weft-directional specimens have been similar to the warp-directional ones in terms of head velocity
and strain gauge placement.

Stress vs. longitudinal strain data for RT and HW specimens are presented in Figure 3.

Figure 3. Static tension for weft-directional laminate: stress–strain data and characteristic failure mode.
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Elaboration of the above static tension test data yields the mechanical properties shown
in Table 4. The same analysis was applied as in the case of the warp-directional static tension
tests. The respective values provided in the manufacturer datasheet according to ISO 527-4 type 3 are
also listed for comparison.

Table 4. Effect of hot-wet storage aging on mechanical properties derived from static tension tests on
weft-directional laminates.

Property
RT HW

Mean Value CV (%) Manufacturer Datasheet Mean Value CV (%)

Tensile Strength (MPa) 973 6 909 907 8
Tensile Modulus (GPa) 56 2 60 61 2

Poisson ratio 0.039 16 - 0.039 -

Concerning the effect of aging, a similar trend is observed, as in the case of the warp-directional
specimens. The elastic modulus appears to be slightly (9%) increased due to aging, while strength is
slightly (7%) reduced. Such a trend for the modulus has been expected, as both laminations are similar,
whereas the reduction in strength is less than expected.

A typical failure mode of an RT specimen is also illustrated in Figure 3. Lateral failure modes
have been observed in all specimens, being less distributed along the specimen compared to the case
of warp-directional laminates. Most specimens (7/10) failed in the vicinity of the tabs. These failures
are attributed to pre-stress, due to excessive pressure on the tabs at the grips of the machine in order to
avoid slippage during loading.

3.3.3. Static Compression of Woven Laminate Warp Direction (ASTM D695)

Two batches in total, each consisting of 5 RT and 4 HW specimens, were tested. The head velocity
was 1.3 mm/min. Strains were measured by two unidirectional strain gages, each attached on the
narrow part of each side of the dogbone specimen to ensure that bending remained below 10% up
to buckling.

A typical load vs. longitudinal strain measurement is presented in Figure 4. A typical failure
mode is also shown. All specimens failed under intralaminar shear.

Figure 4. Compression test for warp-directional laminate: typical measured load vs longitudinal strain
data and typical failure mode (SG: strain gauge).

Elaboration of the above static compression test data in the strain range between 1000 and 3000 με

yields the elastic modulus shown in Table 5. The respective values provided in the manufacturer
datasheet according to EN 2850 are also listed for comparison.
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Table 5. Effect of hot-wet storage aging on compressive properties of warp-directional laminates.

Property

RT HW

Mean Value
(ASTM D695)

CV
(%)

Manufacturer Datasheet
(EN 2850)

Mean Value
(ASTM D695)

CV
(%)

Compressive Modulus (GPa) 55.0 3 59.2 60.3 2
Compressive Strength (MPa) 536 7 725 514 4

It may be observed that compressive modulus and strength exhibit low sensitivity (less than
10%) to aging. This trend agrees with the results reported in [32] for a similar material. The values
measured for the modulus are close to those provided by the manufacturer, as they do not depend
on the specimen geometry accounted for in the two standards. On the contrary, the higher thickness
in most of the specimens due to the consideration of tabs in EN 2850 leads to higher strength values
compared to the ones measured in the current study.

3.3.4. Static Compression of Woven Laminate Weft Direction (ASTM D695)

Two batches in total, each consisting of 5 RT and 4 HW specimens, were tested. The head velocity
was the same as in the warp-directional case and strains were also measured accordingly. A typical
load vs. longitudinal strain data curve is presented in Figure 5 along with a typical failure mode.
All specimens failed under intralaminar shear.

Figure 5. Compression test for weft-directional laminate: typical measured load vs. longitudinal strain
data and typical failure mode.

Elaboration of the above static compression test data in the strain range between 1000 and 3000 με

yields the elastic modulus shown in Table 6.

Table 6. Effect of hot-wet storage aging on compressive properties of [90] laminates.

Property

RT HW

Mean Value
(ASTM D695)

CV
(%)

Manufacturer Datasheet
(EN 2850)

Mean Value
(ASTM D695)

CV
(%)

Compressive Modulus (GPa) 54.4 2 57.9 58.2 1
Compressive Strength (MPa) 541 4 712 504 9

As expected, the trends observed in the weft-directional lamination are similar to those reported
in the warp-directional one (Table 5). Compressive modulus and strength exhibit low sensitivity (less
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than 10%) to hot-wet aging. The moduli measured are close to the value provided by the manufacturer,
whereas there is a significant deviation in strength due to the application of different standards
encompassing different specimen geometries.

3.3.5. Static Flexure (ASTM D7264)

Four-point bending tests have been performed in order to determine static flexural properties.
Support span was 128 mm in order to comply with the span to thickness ratio suggested by the ASTM
standard. The deflection was measured using an extensometer in a configuration similar to an LVDT.
The head velocity was 1.5 mm/min.

The load vs. mid-span deflection for RT and HW specimens is presented in Figure 6, along with
a characteristic failure mode.

Figure 6. Static flexure: load-deflection data and typical failure mode.

Elaboration of the above test data yields the mechanical properties shown in Table 7. Respective
values provided for a thinner lamination in the manufacturer datasheet according to EN 2562-A are
also listed for comparison.

Table 7. Effect of hot-wet storage aging on the mechanical properties derived from static flexure tests.

Property
RT HW

Mean Value CV (%) Manufacturer Datasheet Mean Value CV (%)

Flexural Strength (MPa) 974 4 1225 877 7
Flexural Modulus (GPa) 60.1 2 66.2 66.7 1

Failure strain (μm/m) 17337 4 - 13894 6

The elastic modulus appears to be slightly increased due to aging (10% increase), as in the case of
tensile tests. On the other hand, aging leads to a drop of 16% in flexural strength and 20% in failure
strain. Experimental studies reported in the literature [16] showed that thermal aging at 120 ◦C did not
affect flexural modulus and strength. Therefore, the results presented herein indicate that it is the wet
storage that mainly leads to strength degradation in a PEEK-matrix based composite configuration.

As far as failure modes of the specimens are concerned, all specimens failed under tension at
the bottom surface, either at (5/10, failure description TAB according to ASTM D7264) or between
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loading noses (5/10, failure description TBB). According to the standard, these failure modes indicate
valid flexural strength. This point is further supported by the acceptable variance in experimentally
determined values for strength.

3.4. Determination of In-Plane Matrix-Dominated Properties

Static Tension of ±45 Woven Laminate (ASTM D3518)

In order to measure in-plane shear properties of the woven composite material, static tension
tests on ±45 laminates have been performed. The head velocity was 2 mm/min, whereas strains were
measured in the same manner as the other tensile tests presented above.

The stress vs. shear strain data for RT and HW specimens are presented in Figure 7, respectively.
Each strain gage failed at approximately 15,000 με. The achieved range allowed for the evaluation of
the 0.2% offset (yield) strength. Nevertheless, the load continued to rise after the failure of the strain
gages and eventually reached a plateau at about 23 kN. Thus, the ultimate strength has been evaluated
from the maximum load. At that stage, the plastic deformation of the specimens was visible with the
naked eye, albeit no rupture of the specimen has occurred. That trend indicates a ductile response of
the material, similar to that of metals, excluding failure in terms of breakage.

Figure 7. Effect of aging on stress–strain curves of in-plane shear strength (IPSS) test.

Elaboration of the above static tension test data yields the mechanical properties shown in Table 8.
Respective values provided in the manufacturer datasheet (measured by using a proprietary testing
method) are also listed for comparison.

Table 8. Effect of hot-wet storage aging on the mechanical properties derived from static tension tests
on [±45] laminates.

Property
RT HW

Mean Value CV (%) Manufacturer Datasheet Mean Value CV (%)

Offset Strength (MPa) 42.1 3 - 37.7 0.3
Shear Modulus (GPa) 4.32 4 5.03 4.46 2

Maximum Shear Stress (MPa) 98.4 3 - 82.9 7

As was also observed in the behavior of the tensile modulus in the previous tensile cases, the shear
modulus, which is evaluated in a range of 2000 to 6000 μm/m, appears to be insignificantly affected
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by aging (3% increase). On the other hand, the tangential modulus beyond linear regime, as well as
offset strength and maximum stress, are significantly lower in the case of the aged material (10% and
16%, respectively). Thus, the experimental results indicate that aging is more effective in larger strains
occuring in the non-linear part of the response, which is prominent in that type of test. Considering
that the maximum moisture absorption of in-plane shear specimens is slightly higher than in the tensile
specimens, although not much higher, a reasonable phenomenological explanation of this trend is
attributed to the thickness to width ratio of the specimens. In the in-plane shear case, the thickness
to width ratio is approximately three times higher than in the tensile cases, and thus there is a wider
distribution of moisture along the laminate plane, as moisture penetrates across the sides along
thickness, which are not protected by a coating layer. As the strains increase, this trend gets more
effective on the response and is enhanced by edge effects, which grow dominant. The experimental
verification of that phenomenological explanation would be interesting, however, no appropriate
equipment was available in the context of the present work to study the micromechanics involved
during loading.

3.5. Determination of Out of Plane Matrix-Dominated Properties

3.5.1. Static Interlaminar Shear Strength Tests (ILSS) (ASTM D2344)

In the case of ILSS tests the support span was 24 mm, thus yielding a thickness aspect ratio of 4.
The deflection was measured using the head displacement of the testing machine. The head velocity
was 1 mm/min.

The load vs. mid-span deflection for RT and HW specimens is presented in Figure 8. A typical
failure mode is also shown.

Figure 8. Effect of aging on load-deflection curves measured in ILSS test.

Elaboration of the above test data yields the mechanical properties shown in Table 9. For this test
type, no data are included in the manufacturer datasheet.

Table 9. Effect of hot-wet storage aging on the mechanical properties derived from static ILSS tests.

Property
RT HW

Mean Value CV (%) Mean Value CV (%)

Maximum Load (N) 7453 1 5581 3
Short-beam Strength (MPa) 84.1 1 63.6 3
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The interlaminar shear strength appears to be the most sensitive to aging among the
properties studied so far, as a reduction of 25% has been experimentally determined. Moreover,
the load-displacement slope is also significantly affected within both the linear and non-linear part
of the response. This trend has been expected, since the ILSS test is a matrix-dominated test type.
In addition, taking into account the dominance of the free-edge effects in such a low thickness aspect
ratio (length/thickness) specimens, the ILSS experimental data led credibility to the phenomenological
explanation provided in Section 3.4 concerning the effect of thickness to width ratio on the response.
The thickness to width ratio of the ILSS specimens is 2.5 and 30 times higher than that of IPSS and
tensile specimens, respectively, and thus they are more prone to a wider distribution of moisture in
the specimen.

As far as the failure mode is concerned, the specimens failed under inelastic deformation and
interlaminar shear. Each of these failure modes are considered acceptable in the standard, however,
in the current case the failure appeared to include both modes as a result of the ductility of the matrix
compared to thermoset composites.

3.5.2. Fatigue Interlaminar Shear Strength (ILSS) Tests

The effect of aging on interlaminar shear fatigue strength is presented in Figure 9. Aging has
a clear degrading effect on the fatigue strength of the thermoplastic material, which is obvious in low-,
medium- and high-cycle regimes. This trend is in-line with the experimental results of corresponding
static tests and supports the argumentation based on the effectiveness of the thickness to width ratio on
the enhanced sensitivity of ILSS specimens to hot-wet storage aging. It should be noted that all failures
in fatigue have been attributed to a reduction in slope in the load-displacement loop beyond 10%.
It should be also indicated that, as these tests are limited in quantity, statistical means cannot be drawn.

 
Figure 9. Effect of aging on fatigue interlaminar shear strength. Arrows to the right indicate that no
failure has occurred.

3.5.3. Static Interlaminar Fracture Toughness Tests Mode I (ISO 15024)

According to the standard, an initial delamination of 60 mm has been built in by the intervention
of a release film at the middle of the stacking sequence in the fabrication process. A head velocity of
1 mm/min has been applied. An initial loading has been considered for creating a crack propagation of
3–5 mm to eliminate fiber bridging effects, followed by a reloading stage for further crack propagation.
In Figure 10a, measured load vs. opening displacement data for RT and HW specimens at the reloading
stage are presented. A predicted instance of crack propagation is shown in Figure 10b. An interesting
observation during the test was the “stick-slip” response during crack propagation, which resulted
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in the usability of few data points for the evaluation of fracture toughness. While in the case of
unidirectional (UD) thermoset materials, a stable propagation has been measured [28], it being common
practice and, as such, considered in the related standards, in the case of the woven thermoplastic
material propagation occurred in maximum of four steps. As shown in Figure 10c, both the upper
and lower face have been excessively deformed at each propagation step. Thus, strain energy was
stored in the face up to a sudden release. At that point, the crack propagated to an arbitrary distance,
indicating a highly non-linear response and leading to a relatively large variance in fracture toughness.
This stick-slip response has not been observed in similar tests on PEI matrix-based woven thermoplastics
reported in the open literature [13], whereas the values obtained for fracture toughness are in a similar
range. Thus, the stick–slip response could be attributed to the type of matrix, adhesion between fibers
and matrix and weave type.

 
(a) 

 
(b) 

 
(c) 

Figure 10. Mode I fracture test: (a) measured and predicted load vs. opening displacement data;
(b) instance of crack propagation prediction; (c) typical deformed shape during test.

The FE model, which is based on LEFM, succeeds at predicting the slope of the load-displacement
curves, whereas deviation is observed for maximum load. The deviation observed indicates that
detailed unit-cell models and the application of appropriate failure criteria for woven thermoplastic
materials should be applied in order to improve this prediction.

Elaboration of the measured data on the basis of Corrected Beam Theory (accounting for
large-displacement correction) yields the interlaminar fracture toughness values presented as mean
values in Table 10. For this test type no data are included in the manufacturer datasheet.
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Table 10. Effect of hot-wet storage aging on interlaminar fracture toughness in Mode I.

Property
RT HW

Mean Value CV (%) Mean Value CV (%)

ILFT Mode I (J/m2) 2490 12 3304 19

The aged specimens exhibited higher fracture toughness than the RT ones, which is not compatible
with the trends observed in all other matrix-dominated test types, including the subsequent Mode II
fracture tests. It could be partially related to plasticization effects at the crack front and the deformation
mechanism of the faces. However, since the propagation evolves in limited steps, the contribution of
each mechanism (strain stored in the faces within a geometrically non-linear state and purely fracture
energy) can hardly be identified. For instance, the HW specimens may endure a larger deformation of
the faces due to being more ductile as a result of conditioning process, which leads to the determination
of higher GIc values.

3.5.4. Static Interlaminar Fracture Toughness Tests Mode II (ASTM D7905)

According to the standard, an initial delamination of 45 mm has been considered by applying
a 0.012 mm release film at the middle of the lamination. A head velocity of 0.5 mm/min was applied.
A non-precrack (NPC) and a subsequent precrack (PC) loading stage have been applied, each consisting
of two tests for compliance calibration and an additional one for crack propagation. In Figure 11,
measured load vs. transverse displacement data for RT and HW specimens in the crack propagation test
of the reloading stage are presented, whereas measured and predicted instances of crack propagation
are also shown. In contrast to the observations made in the DCB test, the woven thermoplastic material
exhibits a stable response, similar to the one observed in the case of thermoset UD materials [28].
The FE model succeeds in accurately predicting the slope of the measured curve, whilst it fails to
adequately estimate the measured maximum load for crack propagation. This shortcoming of the
numerical model is largely attributed to the lack of implementation of appropriate failure criteria for
woven thermoplastic materials encompassing interlaminar shear effects.

(a) 

Figure 11. Cont.
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(b) 

 
(c) 

Figure 11. Mode II fracture test: (a) measured and predicted load vs. transverse displacement data;
(b) typical deformed shape during test; (c) instance of crack propagation prediction.

Elaboration of the measured data yields the interlaminar fracture toughness values for RT and
HW conditions, respectively, presented in Table 11. For this test type, no data are included in the
manufacturer datasheet.

Table 11. Effect of hot-wet storage aging on interlaminar fracture toughness in Mode II.

Property
RT HW

Mean Value CV (%) Mean Value CV (%)

ILFT Mode II(J/m2) 5900 8 4344 7

The aged specimens exhibited lower fracture toughness than the RT ones. Since interlaminar
fracture toughness is a matrix-dominated mechanical property, that trend is in agreement with the
behavior observed in other matrix-dominated tests, such as the IPSS and ILSS tests presented above.
Nevertheless, the thickness to width ratio of the specimens involved is in the range of the IPSS ones,
which is an additional argument for justifying the higher sensitivity to aging compared to tensile and
flexure tests.

3.5.5. Static Interlaminar Fracture Toughness Tests Mode I/II (ASTM D6671)

A mode mixture of R = GII/(GI + GII) = 0.2 has been selected for the RT specimens and
a corresponding lever length of c = 93 mm. An initial delamination of 45 mm has been considered
by applying a 0.012 mm release film at the middle of the lamination. A head velocity of 0.5 mm/min
was applied. In Figure 12, measured load vs. opening displacement data for RT specimens are
presented, along with instances of measured crack propagation. The “stick-slip” response during
crack propagation has been also observed in this case, leading to relatively few data points and large
variances. In the case of HW tests, the specimen failed at the root of the upper face at a maximum
opening displacement between 3 and 10 mm. Thus, various mode mixtures (R = 0.25, 0.3 and 0.5) have
been considered, albeit without success in eliminating that trend.

41



Aerospace 2020, 7, 18

 
(a) 

 
(b) 

 
(c) 

Figure 12. Mode II fracture test: (a) measured and predicted load vs opening displacement data RT
specimens; (b) typical deformed shape during RT test; (c) failure mode at root of upper face during
HW test.

Elaboration of the measured data yields the interlaminar fracture toughness values presented in
Table 12. For this test type no data are included in the manufacturer datasheet.

Table 12. Effect of hot-wet storage aging on interlaminar fracture toughness in Mode I/II.

Property
RT

(R = 0.2, 5 sp)
HW

(R = 0.2, 1 sp)
HW

(R = 0.25, 2 sp)
HW

(R = 0.3, 2 sp)

Mean Value CV (%) Value CV (%) Mean Value CV (%) Mean Value CV (%)

ILFT Mode
I/II(J/m2) 3050 31 521 - 814 6 796 14

The large variance observed indicates the highly non-linear nature of this test on woven
thermoplastic PEEK materials. The aged specimens exhibited significantly lower fracture toughness
than the RT ones. However, premature failure of the upper face, as well as the fact that the crack
evolves in limited steps, did not allow for a proper estimation of fracture toughness in the case of the
HW specimens. The latter two points might indicate that the standard should be further elaborated in
order to prescribe a stable and uniform crack growth in woven thermoplastic laminates, especially
under hot-wet aged conditions.
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4. Conclusions

On the basis of the presented study, the following major conclusions may be drawn:

• In all test types, the hot-wet storage aging process led to moisture absorption comparable to values
reported in the literature [31];

• Aging was found to significantly affect static properties related to the strength of the thermoplastic
woven material in all tests considered, whereas stiffness properties were weakly sensitive to aging.
This trend is in line with results reported in the literature for similar types of material [32];

• Matrix-dominated properties, such as interlaminar shear strength and mode II fracture toughness
were found to be the most degraded due to aging. A reasonable justification for that, supported
by the trends observed in the test campaign, is attributed to the high thickness to width ratio of
specimens involved in corresponding tests. This ratio affects the distribution of moisture along
the plane of the specimen and becomes dominant beyond the linear elastic part of the response;

• In the case of the DCB and MMB tests, a stick-slip response has been observed, which prevented
stable crack propagation and led to relatively large variance in fracture toughness compared to
UD thermoset laminates. In these cases, the contribution of each deformation mechanism (strain
stored in the faces within a geometrically non-linear state and purely fracture energy) can hardly
be identified;

• In the case of the MMB tests on HW specimens, premature failure occurred at the root of the crack
upper face, indicating the limited applicability of the standard in such cases;

• Aging was found to have a clearly degrading effect on interlaminar shear fatigue strength.
A justification for that trend is the same as in the corresponding static tests;

• Validation of the FE models developed, which were based on effective material properties to be
used for initial design purposes, indicated the need to consider failure criteria specifically targeted
to thermoplastic woven composite materials in order to accurately capture both load–displacement
slope and maximum load in the case of fracture toughness test simulation.
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Abstract: CubeSats usually adopt aluminum alloys for primary structures, and a number of studies
exist on Carbon Fiber Reinforced Plastic (CFRP) primary structures. The internal volume of
a spacecraft is usually occupied by battery arrays, reducing the volume available to the payload.
In this paper, a CFRP structural/battery array configuration has been designed in order to integrate
the electrical power system with the spacecraft bus primary structure. The configuration has
been designed according to the modular design philosophy introduced in the AraMiS project.
The structure fits on an external face of a 1U CubeSat. Its external side houses two solar cells and
the opposite side houses power system circuitry. An innovative cellular structure concept has been
adopted and a set of commercial LiPo batteries has been embedded between two CFRP panels
and spaced out with CFRP ribs. Compatibility with launch mechanical loads and vibrations has
been shown with a finite element analysis. The results suggest that, even with a low degree of
structural integration applied to a composite structural battery, more volume and mass can be made
available for the payload, with respect to traditional, functionally separated structures employing
aluminum alloy. The low degree of integration is introduced to allow the use of relatively cheap and
commercial-off-the-shelf components.

Keywords: CubeSat; CFRP; structural integration; functional integration; structural battery;
embedded battery

1. Introduction

CubeSats, in recent years, have experienced a growing interest, and will be employed in support
of larger spacecrafts or as the very own space segment. The original CubeSat standard was conceived
in 1999 as a spacecraft with cubic shape and 100 mm sides (standardized today as 1 unit, 1U) and
a mass up to 1 kg [1] (today up to 1.33 kg [2]).

The original objectives of the CubeSat project were mostly educational, although in recent years
an increasing number of CubeSat missions has gone beyond the original objectives and is aiming at
cutting edge technological and scientific objectives [3]. Currently, the majority of CubeSats operates in
Low Earth Orbit (LEO) and the prevailing form factor is 3U [4] (the combination of three 1U units,
with a maximum mass of 4 kg [2]).

Current missions rely on aluminum alloy primary structures, and composite materials are
sometimes employed in secondary structures. Multifunctional integration is usually limited to a few
components, e.g., solar cells mounted on external panels, and is not employed systematically [4].
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On the other hand, space missions objectives and architectures are becoming increasingly complex,
leading to sophisticated but overcrowded CubeSats [5]. Another issue has to do with the structural
mass ratio, i.e., the ratio of structural mass and spacecraft total mass, which may not be always
satisfactory. For example, the excellent STRaND-1 CubeSat has a structural mass ratio of 30% and the
authors did not consider this figure satisfactory [6].

Although some nanosatellites standards employed structural integration systematically [7],
with composite primary structures the integration can move forward, and a higher volume and mass
can be allocated for the payload. The capacities of composite materials in terms of tailoring and
embedding are greatly attractive, and are promising alternatives if the designer’s objective is to obtain
highly functionalized, lightweight structures. Composite primary structures for CubeSats, if properly
designed, can produce lower stresses and displacements, and higher fundamental frequencies with
respect to traditional and widely employed aluminum alloy structures [8].

In this paper, the design of a Carbon Fiber Reinforced Plastic (CFRP) integrated primary structure
component is addressed. It is part of a 1U satellite bus and it integrates an embedded Electrical Power
System (EPS), to demonstrate the possibilities of functionalized, advanced composite primary structures
for pico and nanosatellites and in particular for CubeSats. The integrated EPS components are solar
cells, batteries and the necessary electronic circuitry. The integration of the EPS with the CubeSat
primary structure allows to reduce the overall mass and volume by eliminating non-energy-storing
EPS components, e.g., the case and the electrodes, and, in addition, the CFRP laminates provide
containment and protection for the batteries. The CFRP integrated structure is conceived to fit in a 1U
commercial, aluminum alloy frame and occupies one external face of the cube.

The structure under study shares the design philosophy of the AraMiS project [9]. Its goal is
to design, produce, and test a set of “smart tiles” (Table 1) that must be mounted on the six faces
of the above-mentioned commercial frame (Figure 1a). The main requirement for the tiles is their
modularity. As a result, a tile accommodates mainly one bus subsystem components (Figure 1b).
The modularity allows to reduce design, assembly and testing time and costs. a further reduction of
costs is obtained with the use of Commercial-Off-the-Shelf (COTS) components. Clearly, an adequate
level of redundancy must be considered.

Table 1. Existing smart tiles.

Name Code Main Subsystem/Components Reference

Power management tile 1B8

OBC (On Board Computer, simple
microprocessor)
EPS (solar cells, primary converter)
AOCS (gyroscopes, magnetometers,
magnetorquers)

Figure 1a, front

CFRP power management tile
version 1 1B68_V1 EPS (solar cells, secondary batteries) Section 2.2

CFRP power management tile
version 2 1B68_V2 EPS (solar cells, secondary batteries)

AOCS (magnetorquers) Section 2.2

Telecommunication tile 1B9 TT&C components (frequency bands:
437 MHz and 2.4 GHz)

Figure 1a, bottom,
Figure 1b, top and

back-right

Reaction wheel tile 1B213A
AOCS (reaction wheel, gyroscopes,
magnetometers)
EPS (solar cells)

Figure 1b, front, bottom
and back-left
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Figure 1. AraMiS CubeSat: (a) Prototype and (b) General architecture. Integrated bus functions
include: power management (in the previous power management tile 1B8 and current work), Tracking,
Telemetry and Command (TT & C, telecommunication tile 1B9), and attitude control by reaction wheels
(reaction wheel tile 1B213A). Some functions like power generation are distributed over several tiles.

Existing smart tiles include the telecommunication tile, with Tracking, Telemetry, and Command
(TT&C) subsystem components, the reaction wheel tile, with Attitude and Orbit Control System
(AOCS) components and the power management tile. The aim of the present design is to improve
the previous 1B8 power management tile. In that case, the primary structure function was given by
Printed Circuit Boards (PCBs), which are not made with structural materials. Moreover, no energy
storing function was implemented.

Besides space applications, energy storing composite structural components are studied in the
automotive [10], aeronautical [11], and marine [12] sectors. Vehicle mass saving in this case is more
useful than internal volume saving, with respect to the CubeSat case [13]. It has been shown that energy
storing composites can significantly increase the range of aircrafts, as shown in [11], for piloted electric
aircraft. Energy storing composites can also improve the performances of uninhabited, long-endurance
aircrafts as High-Altitude Long-Endurance (HALE) vehicles exploiting solar energy or fuel cells [14,15].

2. Materials and Methods

The functionalization of the smart tiles must take into account a strong constraint, imposed by
CubeSat deployment procedure. CubeSats are usually accommodated inside the launch vehicle in
standard deployers, for example the Poly-Picosatellite Orbital Deployer (P-POD) for 1U-3U form
factors [2]. The P-POD is an anodized aluminum prismatic box. A spring in the deployer pushes
CubeSats into space, that are guided by their rails (the vertical rods shown in Figure 1a), in contact
with rails on the deployer. For this reason, no component is allowed to protrude more than 6.5 mm
normal to the plane of the rails (CubeSat mechanical requirements 3.2.3 and 3.2.3.1 [2]).

The functionalization of the primary structure has begun with the design of the reaction wheel
tile prototype. Reaction wheels are attitude actuators that usually occupy CubeSats internal volume.
The project consisted in merging the reaction wheel and the relative mechanisms and electronic
components, the solar cells with related circuitry and the primary structure. The structure was still
made with PCBs, made in epoxy resin and glass fibers. This material is usually addressed as FR-4,
where FR stands for Flame Retardant.

The next step is represented by the design of an energy storing smart tile prototype, with the
employment of composite materials. This will free internal volume, available to the payload, and will
allow spacecraft bus mass saving.

2.1. Power Storage Composite Structures

There is a wide variety of integrated energy storage systems that can be conveniently described
in terms of their degree of integration [11]. Traditional energy storing subsystems with no structural
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integration have zero degree of integration. An example of low degree of integration assembly is the
embedded battery, where existing energy storing components are included in structural elements.
Although the assembly has both functions, there is functional separation at the components level.
At the other extreme, examples of high degree of integration assemblies are genuine structural batteries,
whose components have the structural and the electrical function at the same time. One example
of structural battery has been recently developed [10]. It consists of a unidirectional carbon fiber
lamina where, in addition to the usual structural functions of the constituents, the fibers act as battery
electrodes and the matrix acts as the battery electrolyte. As a result, the lamina can store electrical
energy. Embedded battery systems come in a variety of configurations, the most usual ones are the
laminate structure [16], the sandwich structure [12,17], and the stiffener structure [12]. The laminate
structure consists of a classical composite material laminate with a set of batteries accommodated in
the inner layers. The batteries are mechanically connected with the laminae thanks to a resin rich
region that usually has an irregular shape. The sandwich structure houses the batteries in cavities of
the core material, which usually has inferior mechanical properties with respect to the skins material.
Finally, batteries can be placed in the inner regions of stiffeners.

Although high degree of integration batteries are promising and allow for greater mass and
volume savings, to comply with the AraMiS project design philosophy, a low degree of integration has
been chosen. Indeed, COTS components are relatively cheap and can easily be assembled and tested.

2.2. Power Management Tile Architecture

For the present design, an innovative configuration was chosen. It is a cellular configuration
previously conceived for sailplanes wing boxes, in particular for the upper and lower skins [18]
(Figure 2b). An evolution of this concept can as well be developed for other applications, as beam-like
structures (Figure 2a) or innovative multifunctional structures (Figure 3). A CAD section and top view
of the smart tile are shown in Figure 3a,b, respectively. The experimental model top view is shown in
Figure 3c.

Figure 2. Aeronautical cellular structures: (a) Cellular beam and (b) Rectangular cellular panel. Panel
thicknesses: top and bottom skin 2 mm, cell width 33 mm, cell height 12 mm, and side walls 1 mm.
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Figure 3. Power management tile: (a) CAD model section. The cross-section is colored in white;
(b) CAD model top view; and (c) Experimental model top view.

The cellular configuration has some advantages with respect to the classical configurations in [12]
and [16]. It is more rigid of the solid laminate structure [16], thanks to the distance from the neutral
axis of the CFRP panels. Moreover, the laminate structure had holes to house the batteries that are not
necessary in the cellular structure. The cellular configuration has a major shear and bending stiffness
than the sandwich structure [12], thanks to the stiffeners. In addition, CFRP cells obtained with the
upper and lower panels and the stiffeners provide protection and containment for the batteries.

2.2.1. Tile Mechanical and Electrical Configuration

The upper and lower structural panels are composite laminates and hold the PCBs for the solar
cells (upper panel in Figure 3a) and the electrical subsystem circuitry (lower panel in Figure 3a).
The batteries are placed between the two panels, with four CFRP stiffeners among them.

Some electronic details are shown in Figure 4: the magnetorquer (a) is buried in the solar cells
PCB. The triple-junction, GaAs solar cells include a protection diode (b) and transmit electrical power
through electrical conduits (c). Electrical power is carried to the inner PCB via through-holes (c, d),
where it is collected in the battery array.
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Figure 4. Power management tile electronic details: magnetorquer (a), solar cells connectors with
protection diode (b), solar cells electrical conduit (c), and electrical connection with battery array (d).

Mechanical connection between the batteries and the CFRP laminates is obtained with
a typical silicone resin, to provide thermal protection and vibration damping for the batteries [19].
The resin adheres to all the six sides of the batteries. Electrical connection between the batteries and
the inner PCB (lower PCB in Figure 3a) is obtained with holes in the CFRP lower panel to allow the
passage of batteries connectors (shown in Figure 3a as thin metal strips). The mechanical connection of
the tile with the commercial aluminum structure is obtained with four screws passing either through
the external, cylindrical holes or through the internal, cylindrical holes (Figure 3b,c). The screws are
typical aerospace inserts with a diameter of 3 millimeters. The use of external or internal holes is
dictated by the choice of the cubic aluminum structure face.

With respect to classical configurations [12,16], there is additional area on the PCBs to contain
two solar cells, the set of electronic components and their electrical connections to allow the proper
operation of the electrical power subsystem. Moreover, it has been proven that lithium batteries, once
mounted on CubeSat external panels, offer additional radiation shielding and thermal regulation [20].
However, it has been proven that radiation has negative effects on batteries performance [21].

Protection against space debris has to be studied yet. However, there is a reasonable level of
redundancy due to the adoption of six batteries. Although a degradation of the electrical system
performance inevitably happens in the case one battery malfunctions, the remaining five can be
designed to be electrically independent.

The production of the CFRP structure can be made with standard industrial procedures and is the
object of current work. Aluminum molds can be employed with a hand lay-up process of standard
prepregs. The assembly then undergoes an autoclave cure cycle. PCBs and batteries are mounted after
the polymerization.

2.2.2. Commercial Batteries Selection

Once the Lithium Polymer (LiPo) battery was chosen as the battery type, a preliminary investigation
was performed among commercial batteries. Since AraMis is not payload-specific, the objective was to
find the maximum energy storage capacity, to accommodate the widest possible range of payloads.
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The maximum battery thickness was set to 4.5 mm. This value has been set with the help of the
CAD model (Figure 3a,b), considering the total thickness of the stack including one battery, the CFRP
laminates, the PCB for the solar cells and its electronic components, once mounted on the commercial
structure (Figure 1b). The maximum thickness of the stack is 6.5 mm from the plane of the rails,
with an appropriate tolerance, due to CubeSat mechanical requirements discussed in Section 2.
Various prismatic batteries have been considered, and the potential tile energy storage capacity was
estimated. The selected battery is a Batimex LP452540 with a typical capacity of 1776 mWh (details
are given in Table 2). The chosen array of six commercial batteries allows to store approximately 11
Wh in one power management tile. The total capacity is in line with actual commercial 1U-2U EPS
systems [22]. It is known that batteries with similar dimensions and superior capacities exist [20,23].
However, these batteries are not COTS and have a considerable cost, thus they do not comply with
AraMis project requirements. Since their shape is prismatic, it would be reasonably simple to integrate
them in the present design, if they will become suitable for the project in the future. One of the objectives
of present work is to demonstrate the feasibility of CubeSat subsystems with COTS components.

Table 2. Selected battery characteristics.

Parameter Value

Nominal voltage 3.7 V
Typical capacity 1.78 Wh

Maximum length 40.0 mm
Maximum width 25.5 mm

Maximum thickness 4.5 mm
Typical mass 10.0 g

To increase the EPS overall capacity, the smart tiles modular approach can be exploited to obtain
higher energy capacities. With two or three power management tiles mounted on the same 1U CubeSat
it is possible to reach 22 or 33 Wh, respectively. Moreover, in multiples of 1U, the area of some smart
tiles is increased and thus more commercial batteries can be stored in the same power management tile.
For example, a 2U tile has twice the area of a 1U tile, and this allows to store up to 22 Wh with the
present design. Moreover, the above-mentioned optimization can be repeated to obtain a major energy
capacity per unit of tile surface.

2.3. Structural Analysis

A set of Finite Element (FE) analyses has been performed to assess the compatibility of the design
with the launch mechanical environment. The Vega launch vehicle has been chosen for the analysis.
The applicable launch condition [24] imposes a Limit Load (LL) of 7 g. The adopted Safety Factor
(SF) value is 1.8. It is known that other authors adopted lower safety factors, e.g., Ampatzoglou et al.
chose 1.25 [8]. However, with the intention of applying this technology to aeronautics also, a safety
factor of 1.5 with an additional special factor of 1.2 has been chosen, to take into account the variability
of material properties, as suggested for example by CS-VLA 619 and AMC VLA 619. As a result,
the Ultimate Load (UL) becomes:

UL = SF × LL = 1.8 × 7 g = 12.6 g ≈ 13 g. (1)

The 13 g acceleration can be applied in any direction, due to the arbitrary position of the tile on the
aluminum frame and to the arbitrary orientation of the CubeSat inside the deployer. The worst case
condition has been found to happen with acceleration orthogonal to the tile plane and will be described
in the results section. The power management tile is mounted on the aluminum alloy frame with screws
passing either through the external holes or through the internal holes (Figure 3b). Both conditions
have been considered in the analysis. The degrees of freedom of nodes belonging to fastened holes
have been preliminarily imposed to be zero. The FE model (Figure 5a) considers the contact of the
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above mentioned components, i.e., batteries, resin, CFRP laminates and PCBs. Mechanical properties of
the batteries cannot easily be estimated, thus values similar to the ones found in the open literature [16]
have been adopted. The mechanical properties of the materials can be found in Table 3. The CFRP
panels are carbon/epoxy where a carbon fiber fabric is employed, the lamination is [±45]s.

Figure 5. FE models mesh: (a) Cellular configuration; (b) Commercial Electrical Power System
(EPS) architecture.

Table 3. Materials mechanical properties for the Finite Element (FE) analysis.

Material
E ν G �

[MPa] - [MPa] [g/cm3]

Battery assembly 150.00 0.30 57.69 2.08
Resin 218.00 0.30 83.85 1.27
FR4 3000 0.39 1079.14 1.20

Material
E11 E22 ν12 G12 �

[MPa] [MPa] - [MPa] [g/cm3]

CFRP 70000 70000 0.10 5000 1.60

The CFRP panels and stiffeners have been discretized with Quad4 elements with sizes ranging
from 0.25 to 0.80 mm. The resin and the batteries have been discretized with Tet4 and Hex8 elements,
respectively, with sizes ranging from 0.80 to 1.68 mm.

It has been observed that the mechanical layout of commercial EPSs [22,23] is rather common
among commercial solutions and thus a similar configuration has been analyzed. As shown in
Figure 5b, the commercial architecture is simpler than the proposed one and consists just of a PCB
and six batteries, of the same type. The thickness of the PCB has been increased with respect to the
proposed solution, according to commercial EPS architectures.

The cellular and commercial structures have been analyzed with the MSC Nastran™ software [25]
and the results have been compared. a static analysis has been conducted to evaluate strains, stresses and
maximum displacements. In addition, the natural frequencies and modes have been evaluated.

Simple, preliminary thermal analyses results have shown that the temperature of the batteries is
below the maximum operating temperature of 60 ◦C, a detailed thermal analysis and experimental
tests are the object of future work. At least two conditions have to be considered. The first is during
the launch, when the launch vehicle ejects the payload fairings. The second is along the nominal Low
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Earth Orbit (LEO) orbit, and must consider as inputs the irradiation from the Sun, the terrestrial albedo
and internal electrical dissipations.

3. Results and Discussion

3.1. Mass Breakdown

The mass breakdown is shown in Table 4. The mass of the filling can be improved, being almost
equal to the mass of the batteries. This aspect needs to be improved and is the object of future studies.
The ratio between the total tile mass and the CubeSat maximum mass is 10%. Although it is a partial
result and does not involve the whole CubeSat with its payload, it is lower than the structural mass
ratio of 30%, identified as unsatisfactory in the STRaND-1 project [6]. There is still margin to place the
remaining subsystems components.

Table 4. Mass breakdown for the proposed design.

Component Mass

[g] [%]

CFRP 15 10.95%
Batteries 60 43.80%

PCBs 7.6 5.55%
Filling 54.4 39.70%
Total 137 100%

A comparison of total and partial masses can be done with a commercial embedded EPS [22] and
a commercial aluminum alloy structure [26] (Table 5). For the latter structure, one face of the 1U cube
has been considered. The PCBs weight of the proposed design is lower than the commercial embedded
EPS (respectively, 7.6 g and 25.6 g). Clearly, in the proposed design there is no intended structural
function of the PCBs, and thus their thickness can be reduced, while for the commercial EPS, the PCB
panel is the only component able to withstand loads, and thus it has a major thickness. The structural
mass for the present design (15 g) is given by the mass of CFRP elements. It is clearly lower than the
structural mass of the commercial aluminum alloy panel (28 g), due to the use of composite materials.

Table 5. Masses comparison.

Quantity
Proposed CFRP

Design
Commercial Embedded

Battery [22]
Commercial Structural Al

Panel [26]

Total mass [g] 137 80 28
PCB mass [g] 7.6 25.6 (estimated) -

Structural mass [g] 15 - 28
Capacity [Wh] 11 11 0

However, the overall mass of the proposed design is greater than the mass of the commercial
EPS. This is mainly due to the resin employed for mechanical and thermal insulation of the batteries,
whose mass can be reduced with lighter materials. Nevertheless, in the author’s opinion, the present
design has advantages with respect to its commercial counterpart. The CFRP cells provide containment
and protection from the batteries for the rest of the spacecraft, and future experimental qualification tests
are aimed at evaluating the protection of batteries from vibrations, excessive temperatures and thermal
shocks. Furthermore with two, lighter PCBs, more area can be devoted to EPS electronic components
and circuits. In addition, no internal volume is subtracted to the payload. Finally, the proposed
design includes additional components with respect to the commercial design [22], i.e., solar cells,
magnetorquers and additional electronic circuitry.
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3.2. Finite Element Analysis

The FE static analysis (Figure 6) has revealed that the structure of the smart tile can easily survive
the launch, with a maximum displacement of 4.8 μm in the worst case, i.e., with external holes blocked.
The results are given in Table 6. As expected, the maximum displacement with the external holes
blocked is major of the maximum displacement with internal holes blocked (respectively, 4.8 and
4.6 μm).

Figure 6. Static deformations: (a) External holes blocked and (b) Internal holes blocked. Displacements
are given in millimeters.

Table 6. FE static and modal analysis results.

Quantity External Holes Blocked Internal Holes Blocked

Maximum displacement [μm] 4.8 4.6
Fundamental frequency [Hz] 963 956

All the stresses and the strains are far below materials allowable limits, with external and internal
holes blocked. The maximum stresses on the batteries and PCBs are in the order of tens and hundreds
of kilopascals, respectively. These values are far below the materials maximum acceptable stresses.
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The modal analysis (Figure 7) has provided fundamental frequencies in the order of 900 Hz for
both constraint cases. Vega User’s Manual [24] prescribes that the lateral axis fundamental frequency,
flat, must be equal or greater than 15 Hz:

flat ≥ 15 Hz. (2)

Figure 7. Fundamental modes: (a) External holes blocked; and (b) Internal holes blocked. Displacements
are given in millimetres.

And the longitudinal axis fundamental frequency, flong, must be in the range:

20 Hz < flong <45 Hz or flong > 60 Hz. (3)

Although this is a partial result about power management tile local resonance, the above
requirements are satisfied. The requirements of Equations 2 and 3 will have to be verified on the
whole CubeSat.

At moment the FEM model does not consider details of electrical connections between the PCBs
and the batteries. The vibration resistance of electrical connections will be proven during experimental
qualification tests. Future work will establish the amount of damage accumulated in the batteries and
in their electrical connections due to the launch mechanical environment.
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3.3. Comparison with Commercial Architecture

The FE static and modal analysis has been repeated with the mechanical architecture of the
commercial EPS (Figure 5b). Results are summarized and compared with the proposed design in
Table 7. The advantages of the proposed design are evident, since its maximum displacement is minor
and the fundamental frequency is major than the commercial EPS.

Table 7. Comparison between proposed and commercial architectures.

Quantity Proposed Design Commercial EPS

External Holes Blocked

Maximum displacement [mm] 4.8 × 10−3 0.27
Fundamental frequency [Hz] 963 133

3.4. Comparison with Similar Studies on Embedded Batteries Structures

Besides the structural results comparison with the commercial EPS for CubeSats (Section 3.3),
wider comparisons can be made with similar systems for space [20,22,23], automotive [17],
and marine [12] environments.

Regarding the CubeSat EPS systems [20,22,23], it is evident that the energy capacity is higher,
for some models, than the capacity of the EPS under discussion (11 Wh for the present case, against 22 Wh
for [20,23]). However, in addition to the batteries, the proposed design includes solar cells, mounted on
the outer PCB, additional electronic circuitry, mounted on the inner PCB, and some versions of the tile
include magnetic torquers (Table 1) within the PCBs, in order to provide, together with the other tiles,
a spacecraft bus as complete as possible and not only the power storage function. These components
were not included in the other battery systems [20,22,23]. Moreover, the present solution is designed to
be mounted on the aluminum frame of the CubeSat, to leave internal volume available for the payload,
while the other battery systems [20,22,23] are accommodated inside the CubeSat.

Solutions presented in [12,17] have a different structural configuration, i.e., solid beams [12] and
sandwich beams [12,17], so a comparison of the structural performances would not be useful. In any
case, for both systems the functional integration of the electrical energy storage did not degrade the
structural performance below acceptable limits. On the contrary, the bending performances were only
marginally affected by the inclusion of the batteries. The present study confirms that, if the system
is properly designed, acceptable bending properties can be obtained (Table 6). Although it has been
shown that resonance frequencies are affected by the batteries [16], their introduction did not lower the
fundamental frequency below acceptable limits (Section 3.2), thanks to the adoption of CFRP.

3.5. Mockup

The geometric compliance of the proposed design has been tested with the production of a mockup
of the tile (Figure 8). The CFRP laminates have been 3D printed and the PCB boards have been produced.
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Figure 8. Mockup of the proposed design.

The dimensional congruence of the CFRP structure has been verified by inserting the chosen
batteries in their slots and by stacking the CFRP structure and the PCBs in the correct position. A final
check was made to assure the compliance of the assembly with the commercial aluminum structure.

4. Conclusions

The results given by the illustrated design method are encouraging. Unlike commercial
EPSs [20,22,23], the presented system is mounted on the CubeSat aluminum frame, leaving the
internal cubic volume for the payload. The mass of the system is major than equivalent actual
commercial EPSs [22], although a way to reduce it has already been foreseen, as described in
Section 3.1. Moreover, the presented system includes additional components with respect to commercial
EPSs [20,22,23], i.e., magnetic torquers, solar cells and additional circuitry. The FE analysis showed that
the structure of the embedded battery can resist to the launch phase maximum acceleration, aboard the
Vega launch vehicle. The fundamental resonance frequencies are far from the forbidden intervals.
The study of the mockup and the production of the PCBs suggests that the tile is technologically
feasible and that it is compliant with the low cost requirement of the AraMiS project.

In addition, the structural analysis hints that this design can be further improved, for example with
cut-outs in the carbon fiber laminates. Thus, structural mass would be further reduced, retaining an
adequate structural response.

The results seem to indicate that the integration of the spacecraft bus functions in the primary
structure can be feasible for nanosatellites. The structure can globally withstand the launch environment,
and future work will investigate local effects, e.g., the electrical connections of the batteries. The adoption
of composite materials led to a functionally integrated spacecraft bus. Integration of commercial
batteries increased the volume available for the payload at a reasonable cost. Volume availability for
the payload, as already shown [13], has the priority on mass saving. The availability of mass and
volume for the spacecraft payload will be more and more important in the future, with the increasing
complexity and the ambitious objectives of incoming space missions.
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Abstract: Zero-dimensional models based on the description of the thermo-gas-dynamic process
are widely used in the design of engines and their control and diagnostic systems. The models are
subjected to an identification procedure to bring their outputs as close as possible to experimental
data and assess engine health. This paper aims to improve the stability of engine model identification
when the number of measured parameters is small, and their measurement error is not negligible.
The proposed method for the estimation of engine components’ parameters, based on multi-criteria
identification, provides stable estimations and their confidence intervals within known measurement
errors. A priori information about the engine, its parameters and performance is used directly in
the regularized identification procedure. The mathematical basis for this approach is the fuzzy sets
theory. Synthesis of objective functions and subsequent scalar convolutions of these functions are
used to estimate gas-path components’ parameters. A comparison with traditional methods showed
that the main advantage of the proposed approach is the high stability of estimation in the parametric
uncertainty conditions. Regularization reduces scattering, excludes incorrect solutions that do not
correspond to a priori assumptions and also helps to implement the gas path analysis with a limited
number of measured parameters. The method can be used for matching thermodynamic models
to experimental data, gas path analysis and adapting dynamic models to the needs of the engine
control system.

Keywords: gas turbine engine; performance model; gas path analysis; robust estimation; identification;
regularization; fuzzy set; membership function

1. Introduction

Aircraft gas turbine engines are the most expensive and vital components of the aircraft. Their
maintenance and operating costs depend on the engine performance, which is mainly determined by a
condition of the engine gas path components such as the compressor, turbine, combustor, ducts, etc.
For this reason, engine maintenance is usually supported by a prognostics and health management
system (PHM), which usually implements a diagnostic procedure known as gas path analysis (GPA).

Nowadays, different approaches are used for processing flight and test-cell data to estimate
component performance and detect faults [1]. These methods can be divided into two groups [2]:

• Model-based methods which use thermodynamic models to relate failures to measured parameters
of the gas path [3]

• Artificial intelligence (AI) methods which belong to expert systems [4]

Aerospace 2020, 7, 6; doi:10.3390/aerospace7010006 www.mdpi.com/journal/aerospace
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Model-based and hybrid systems [5] are effective only if a validated engine model is available.
The non-linear thermo-gas-dynamic models of turbine engines [6] and identification procedures

have been applied in diagnostics for more than 40 years. Identification adjusts the model to make
its output parameters as close as possible to the experimental data [7–14]. Besides the significant
improvement in the gas path simulation, the estimated parameters contain information about the
health of each component. Model identification involves the minimization of a functional which is a
sum of squared deviations, calculated as differences of calculated and measured values. This is the
Least Squares Method (LSM) which is usually implemented in non-linear GPA solvers using iterative
Newton–Raphson algorithm.

Matching the engine model to experimental data is characterized by the presence of multiple
parameters, which can be used for the model correction. These parameters can be strongly correlated.
At the same time, a quantity of measured parameters is strongly limited. These reasons decrease
the stability of the correction procedure, which is based on LSM, and forced researchers to look for
methods to improve the stability. Hence, matching engine models needs regularization.

For more stable solutions, V. Borovick and Ye. Taran applied the least modulus method [15],
which is more robust to outliers. S. Yepifanov implemented the Levenberg–Marquardt method [16]
as well as Singular Value Decomposition and ε-structuration [17,18]. A. Volponi et al. applied the
Kalman filter [19], and this approach is followed and developed in many papers [20–24], whose authors
improved stability of the algorithm and its applicability to a non-linear engine model. X. Chang et al.
applied an alternative method based on the non-linear filtration (sliding mode observer) [25–27].

Stability of identification procedures can be improved by regularization. This tool has been long
known and used in statistical parameter estimation but was not common in system identification
until recently [28]. T. Breikin et al. presented a regularization-based approach to the estimation
of engine model coefficients [29]. It was based on the regularity of the frequency response pattern
over the operation range of the engine, but that method is not universal. This paper is based on the
Levenberg–Marquardt algorithm and Tikhonov regularization which were also used by S. Guseynov
et al. [30,31]. These papers did not analyse the bias nor consider how the regularization coefficient
influences the bias and the noise, which could impede practical applications.

It is well-known that regularization reduces the modification of the LSM functional by adding the
regularizing component to it. This causes biased estimates of the model coefficients. B. Roth, D. Doel
et al. demonstrated this clearly [32]. The biased estimates cause errors in GPA diagnosing solutions.
The errors of the estimated parameters caused by the bias need to be monitored, but the traditional
methods of regularization essentially prevent this. There is no universal recommendation on a choice
of the weight coefficient for the added regularizing component.

This paper presents a new method for the regularized identification of gas-turbine models based
on a priori information (Figure 1). First, the traditional Tikhonov regularisation is applied to simulated
engine data to analyse the impact of regularization on a non-linear least squares solution and select
the optimal value of the regularisation coefficient (Section 2.3). Next, membership function is used to
implement a priori information into non-linear identification procedure, which is based on a generic
algorithm (Section 2.4). Finally, the proposed method is tested with a turboshaft model and test-cell
data and compared with traditional approaches.
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Figure 1. Regularized multi-criteria identification of gas-turbine model.

The proposed approach is a significant modification of the standard model-based procedure for
estimation of the performance parameters of engine components. The ability to implement prior
knowledge in different forms to stabilize the solution is the main contribution of the paper. Regularized
multi-criteria identification enables engine users to implement Non-Linear GPA [1,2] in ill-conditioned
configurations with a limited number of measured parameters.

2. Materials and Methods

2.1. Basic Identification Procedure

The model calculates parameters of the engine gas path
→
Y at steady-state modes depending on an

operating point, external conditions
→
U and component performance

→
Θ. Hence, in the general case, it is

presented as:
→
Y = F(

→
U,
→
Θ) (1)

The linear model may be formulated as

δ
→
Y = Hδ

→
Θ (2)

which relates small deviations of the gas path parameters δ
→
Y and parameters of components’

performances δ
→
Θ at a single operating point. H is an influence coefficient matrix (ICM). The linear

model (2) is a component of the identification algorithm for the non-linear model.

Identification of the non-linear model (1) by measuring results
→
Y
∗

and
→
U
∗

requires determining

estimations
→̂
Θ, which are solutions of the following optimization task:

Φ(
→
Θ) = ‖→Y

∗
− →Y(

→
U
∗
,
→
Θ)‖, Φ(

→̂
Θ) = minΦ(

→
Θ) (3)
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where ‖‖ is the Euclidean norm of the vector, Φ–least squares functional to be minimized.
The precision of estimation will improve if the amount of a priori information is higher than the

number of unknown parameters. Therefore, the identification can be provided by a set of measurements
that are done at N different operating points. For this purpose, the generalized vector of residuals is
minimized:

→
Z(
→
Θ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

→
Y
∗
1 −Y(

→
U
∗
1,
→
Θ)

→
Y
∗
2 −Y(

→
U
∗
2,
→
Θ)

. . . . . . . . . . . . . . . .
→
Y
∗
N −Y(

→
U
∗
N,
→
Θ)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

Model (1) which is included in (4) is numerical. Therefore, the minimization of residuals (4) is a
numerical iterative procedure, which in each iteration determines the solution as a sum of the previous
solution and current correction:

→
Θ

n+1
=
→
Θ

n
+ Δ

→
Θ

n+1
(5)

and iterations continue until corrections become negligible.

The correction Δ
→
Θ

n+1
is determined as a solution of the overdetermined system of linear algebraic

equations:

C(
→
Θ

n
)Δ
→
Θ

n+1
= Z(

→
Θ

n
) (6)

where

C(
→
Θ

n
) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H1(
→
Θ

n
)

H2(
→
Θ

n
)

. . . . . .

HN(
→
Θ

n
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

is a generalized matrix of influence coefficients, which is composed of elementary matrixes Hi(
→
Θ

n
)

determined for each operating point. In accordance with Equation (6), for each iteration, such correction

Δ
→
Θ

n+1
of required parameters is found, which minimizes residuals

→
Z(
→
Θ) (4).

The known solution of the linear system (6) by the least squares method takes the form:

Δ
→
Θ

n+1
= A−1CTG

→
Z (8)

where A = CTGC–Fisher information matrix, G–weight diagonal matrix, whose elements are inverse
to variations of measuring errors σ2

y i.
Unfortunately, the least squares method is sensitive to outliers in the right part of the system (6),

which can be related to faults in experimental data. Therefore, practical applications of the classic LSM

suffer from the instability of estimations Δ
→
Θ

n+1
and poor convergence of the identification algorithm

as a whole. In some cases, the estimations
→̂
Θ are far from the expected values. The reasons for such

results may be the lack of empirical information, an excessive number of estimated parameters or
correlation between two or more state parameters. This causes ill-conditioning of the Fisher Matrix
and excessive deviations of estimations. These estimations lose a physical sense (are out of range of
possible components’ performances parameters variation—for example, efficiency is more than one)
and can cause the model calculation program to crash.

Hence, the LSM identification procedure needs modification to provide its stability and physically
adequate estimations.
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2.2. Regularized Identification Procedure

In the known regularization procedure named for Tikhonov, the generalized functional is
minimized, which besides the residuals of measured parameters includes a norm of the finding
parameter vector with a weighting factor α. The identification task takes the following form:

Φ′(
→
Θ) =

m∑
i=1

gi

N∑
j=1

[
yi(
→
Uj,
→
Θ) − y∗

ij

]2
+ α

r∑
k=1

θ2
k; Φ′(

→̂
Θ) = minΦ′(

→
Θ) (9)

where gi is the weight coefficient that describes measurement error (gi =
1
σ2

i

), yi is a component of

vector
→
Y and θk is a component of vector

→
Θ.

The regularized identification is based on the least squares method described above. As it is shown
in Equation (9), the minimized functional is extended by elements which are related to parameters
→
Θ to be found. Thus, the main changes in the identification procedure are the generalized vector of

residuals
→
Z(
→
Θ) and generalized matrix of influence coefficients C(

→
Θ). The modified terms have the

following structure:
→
Z
′
(
→
Θ) =

⎡⎢⎢⎢⎢⎢⎢⎣
→
Z(
→
Θ)

α
→
Θ

⎤⎥⎥⎥⎥⎥⎥⎦, C′(
→
Θ) =

⎡⎢⎢⎢⎢⎣ C(
→
Θ)

αI

⎤⎥⎥⎥⎥⎦ (10)

where I is an identity matrix.
This identification procedure will deliver the non-regularized solution if the regularization

coefficient is zero. Otherwise, the influence of coefficient α depends on the proportion between

components:
m∑

i=1
gi

N∑
j=1

[
yi(
→
Uj,
→
Θ) − y∗

ij

]2
and

r∑
k=1

θ2
k of the generalized functional Φ′(Θ). Therefore,

the effect of regularization is determined by the conditions of identification such as the number of
measured parameters m, number of operating points N, measuring errors G and number of estimated
parameters r.

2.3. Numerical Simulation

To assess the impact of the regularization coefficient α, the identification procedure was tested
with the zero-dimensional thermodynamic model of a turboshaft engine [17] (Figure 2), based on
experimental component maps. Performed numerical experiments involved calculation of N = 12
operating points for two scenarios:

(1) Without measuring noise, for a wide range of α values;
(2) With measuring noise, for selected α values.

 
Figure 2. Scheme and measured parameters of the engine.

Five gas path parameters Yi were used for model identification:

(1) Compressor discharge pressure p2;
(2) Turbine inlet temperature TIT;
(3) Power turbine discharge temperature;
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(4) Rotational speeds of rotors N2 and N1.

Initial deviations of two compressor performance parameters were assumed as follows:

• Deviation of mass flow rate: Θ1 sim= ΔWC = −0.03;
• Deviation of compressor efficiency: Θ2 sim = ΔηC = −0.04.

Four estimated parameters included:

• Deviation of flow rate: Θ1 = ΔWC;
• Deviation of compressor efficiency: Θ2 = ΔηC;
• Deviation of HPT mass flow: Θ3 = ΔWHPT;
• Deviation of HPT efficiency: Θ4 = ΔηHPT.

Figure 3 presents estimations
→̂
Θ and simulation results

→̂
Y = F(

→
U,
→̂
Θ) for different values of α, which

varied in a range from 0 to 1. ΔYav is the average deviation between initial and estimated models:

ΔYav =

√√√√
1

mN

N∑
j=1

m∑
i=1

[
yi(
→
Uj,
→̂
Θ) − yi(

→
Uj,
→
Θ = 0)

]2

(11)

and ΔY∗av is the average deviation between measurements and estimated model:

ΔY∗av =

√√√√
1

mN

N∑
j=1

m∑
i=1

[
yi(
→
Uj,
→̂
Θ) − y∗

ij

]2

(12)

1– 1 = WC 
2– 2 = C 
3– 3 = WHPT 
4– 4 = HPT 
5– av  
6– Yav  

7– *
avY  

Figure 3. Influence of the regularization coefficient on estimations when noise is absent.

Figure 3 shows that despite the initial growth of Θ3 and Θ4 absolute values, the average value
Θav decreases monotonically, whereas the residual between measurements and the corrected model
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increases. This corresponds to theoretical predictions of the influence of regularization on the
identification process.

The simulation results help to choose the value of the regularization coefficient α. If the deviation

of parameters
→
Y is to be lower than 5 % and the deviation of parameters Θ lower than 1%, then the

value of α cannot exceed 0.03.

To obtain precise values of variance and to analyse the distributions of estimations
→̂
Θ, a sequence

of data sets with random measuring errors with variance σ2
Yi

was generated and identified 1000 times.
This provided the average precision of about 1% of initial residuals for parameters Y and about 0.5 %

of simulated deviation 0.03 for the estimated parameters
→̂
Θ.

Figure 4 presents histograms for calculations with two estimated parameters at α = 0 and α = 0.04.
Both non-regularized and regularized estimations have distributions close to normal ones. Total scatter
of estimations is also similar, but centres of regularized estimations moved from their true values by
0.008 and 0.005, respectively.

Figure 4. Distributions of estimations when two parameters are estimated.

When four parameters were estimated (Figure 5), estimations Θ̂1 and Θ̂3 preserved their
distributions while estimations Θ̂2 and Θ̂4 had significant differences. Such abnormal behaviour of
parameters Θ2 and Θ4 is explained by their correlation.

 
Figure 5. Distributions of estimations when four parameters are estimated.
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At low values of the regularization coefficient α, centres of distributions are close to their true
values, but scatter is high, and distributions are strongly asymmetrical. When α increases, then mean
values move, but scatter decreases, and its distribution approaches the normal one.

As shown above, the value of the regularization coefficient α has to be set appropriately to provide
meaningful results of regularized least squares. This procedure is useful in ill-conditioned engine
model fitting but needs preliminary adjustment and sensitivity analysis.

2.4. Regularized Identification Procedure Development Using a Priori Information

This paper demonstrates an idea to implement engine heuristics involving component parameters
and performances to improve the precision and stability of model identification. The main difficulty is
in the diversity of this information, which is presented in one of the following forms:

• Exact statement (for example, a part-load performance in a determined area is smooth);
• Statement in the form of limitations of the area of acceptable solutions (for example, the efficiency

of the individual compressor cannot differ more than 3% from the efficiency of an “average”
compressor, the performance of which is used in the initial model);

• Statement in the form of fuzzy information (for example, the gas temperature in the turbine will
grow with the engine’s life);

• Statistical form (for example, probability density functions of parameters).

The next difficulty is in the formalization of parameters that characterize the model quality. These
parameters are set on the basis of subjective preferences of decision makers (DM). The same difficulties
appear in the ranking of partial criteria and limitations according to their significance for estimation of
the model quality. The analysis showed that the main problem is that theoretical-probabilistic methods
are difficult to apply in the presence of uncertainties, which are related to subjective preferences whose
nature is not statistical. Actually, the choice of the model’s structure is the DM procedure, which in
multi-criteria case is inevitably highly subjective. If the complexity of the task increases, the role of
quality factors will grow. Therefore, it is possible to take into account all criteria using the proper
mathematical tool.

We propose to use the fuzzy set theory [33] as this tool. This theory makes the uniform base to
describe the information given in all the forms listed above, thus providing the correct mathematical
definition of the identification task.

An example of applying fuzzy sets in the GPA and engine model matching is given by M.
Zwingenberg et al. [34]. They used fuzzy logic for the evaluation of sensor failures. In contrast, we
introduce a priori information about engine performance and experimental data directly into the
stabilizing functional through the fuzzy logic approach.

Generalization of the functional (9) gives:

Φ(
→
Θ) = Φe(

→
Θ) + Φa(

→
Θ) (13)

where Φe(
→
Θ) is the least squares functional (3), which minimizes measurement error, so it is called the

empirical risk functional and Φa(
→
Θ) is the stabilizing functional, which is considered as the functional

of a priori risk.
The determined a priori information is set as a limitation, which may take the form of an equality

or inequality. The more general form of setting a priori information is its representation as a fuzzy set.
The fuzzy set of parameter x is represented as a definition domain and a membership function μ(x) in

this domain. For the considered task, the parameters x may be the model parameters
→
Θ or the output

(calculated) variables
→
X.

Next, we will use limited normal fuzzy sets with limited definition domain (xmin, xmax) and
0 ≤ μ(x) ≤ 1. We will express each a priori information as a particular functional of a priori risk
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Φa q(
→
θ) and will determine the general functional of a priori risk as a linear composition of particular

functionals:

Φa(
→
θ) =

Q∑
q=1

αqΦa q(
→
θ) (14)

where αq are weight coefficients.
Let us consider some types of a priori information and its expression in view of fuzzy sets:
Case 1. Limitations of some parameters are known. For example, it is known that 0 < η < 1 and 0

< σ < 1, etc. Using experience and calculation results, these limits can be significantly reduced; for
example, 0.5 < η < 0.9 and 0.9 < σ < 0.99 (Figure 6).

 
Figure 6. Examples of membership functions.

Case 2. The a priori mathematical model is known. This can be the model with design maps of
components or the model of the average engine, which is matched with previous testing results.

This information may be expressed as a relationship between μa or Φa and the difference between
parameters that correspond to the matched and a priori models. These parameters may be the model

parameters
→
Θ as measured (for example fuel flow) or non-measured calculated parameters (for example

thrust). The membership function, in this case, can be of symmetrical triangular shape and the

functional of a priori risk Φa q(
→
θ) that characterizes the similarity between values of the parameter xq

of matched and a priori models can be formed as

Φa q(
→
Θ) =

N∑
j=1

μq(Δxq j) · (Δxq j)
2 Δxq j = xq(

→
Uj,

→̂
Θ ) − xq 0(

→
Uj,

→̂
Θ) (15)

where xq is a calculated parameter of the engine; xq(
→
Uj,

→̂
Θ) is the value calculated by the model to

be matched; xq 0(
→
Uj,
→
Θ0)—the value calculated by the a priori model;

→
Θ0 are the parameters of the a

priori model.
Case 3. Information about the confidence in different sets of experimental data obtained in

different conditions with different precision.
Case 4. Confidence in the available maps of the engine components. For example, we know that

the compressor map used in the model corresponds to the old version of the engine and is far from the
actual map. Thus, we can express this knowledge in view of the confidence functions that are in this
case the membership functions.

The empirical risk functional Φe(
→
Θ) in Equation (3) may be considered as a square of Euclidian

distance between two sets, one of which contains experimental data, and the other is composed of
simulation results:

Φe(
→
Θ) =

1
mN

m∑
i=1

gi

N∑
j=1

[
yi(
→
Uj,
→
Θ) − y∗

ij

]2
(16)

By analogy, the stabilizing functional can be formed as a second power of a distance from estimated

parameter θk (or function x(
→
Θ) that is determined using the estimated parameters).
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The main problem in this analogy is that the fuzzy set that contains a priori information is infinite,
so the sum in the above equation must be replaced with integral. For example, the second power of
the distance from the engine map parameter θ = x to the fuzzy set with a given membership function
μ(θ) equals:

Φa(
→
θ) =

∞∫
−∞

μ(θ)(x− θ)2dθ

∞∫
−∞

μ(θ)dθ
(17)

In the iteration process of the task solution, each integral must be calculated numerically. This
requires a lot of time and high computational capacity. A numerical solution can be found for certain
types of the membership function. We considered the trapezoidal function, the particular cases of
which are the rectangle, triangle and isosceles trapezium (Figure 7).

 
Figure 7. Considered membership functions.

The functional derived for the trapezium:

Φa q(
→
θ) = X2

q − {Xq

[
x1(a + 2b + c) + 1

3

(
2a2 + 3b2 + c2 + 6ab + 3ac + 3bc

)]
+

ax2
1

2 + 2
3 a2x1 +

a3

4 + b
(
x2

1 + 2ax1 + bx1 + a2 + ab + b2

3

)
+

c
12

[
6x2

1 + (12a + 12b + 4c)x1 + 6a2 + 6b2 + 12ab + 4ac + 4bc + c2
]
}/( a

2 + b + c
2 ).

(18)

The proposed modifications of the objective functional cause the non-linearity of the estimation
problem, so traditional solution methods are not applicable. This problem is overcome by adapting
genetic optimization algorithm to the specifics of the engine model matching [35]. Genetic algorithms
are increasingly used in gas turbines to solve complex optimization problems [4,10,36,37].

3. Results

The designed methods were implemented using experimental data obtained during the test-cell
testing of the helicopter turboshaft engine. Table 1 contains the values of measured parameters. The
last row presents mean squared measurement errors σi, which were used to form the diagonal weight
matrix G (Equation (8)).

Table 1. Parameters acquired during bench testing.

Operating Mode tH, ◦C P*H, Pa N2, % N1, % Pnet, kW Wf, kg/h TIT, K CPR

1st cruise 12.0 100,192 94.96 94.58 1223 372.5 1017 8.05

2nd cruise 11.6 100,192 97.05 96.87 1521 439.0 1073 8.91

Nominal 12.3 100,192 98.67 98.51 1729 482.1 1106.5 9.41

Maximum 11.9 100,192 102.34 102.02 2203 596.4 1197 10.54

σi, % 0.4 0.3 0.085 0.085 0.4 0.3 0.4 0.3

The model parameters to be corrected:
πC

*(c)—Scaling factor of CPR (Compressor Pressure Ratio);
πC

*(a)—Factor of rotation in CPR-WCcor plane of the compressor pressure map;
πC

*(b)—Factor of rotation in CPR-Ncor plane;
WHPT(c)—HPT flow coefficient;
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WPT(c)—Power turbine flow coefficient;
ηC

*(a)—Factor of rotation in the ηC
*–WCcor plane of the compressor efficiency map;

ηC
*(c)—Scaling factor of the compressor efficiency map;

ηCC—Scaling factor of combustion efficiency;

3.1. Least Squares Identification

The initial values of model parameters
→
Θ0 that correspond to the average engine (a priori

information) are shown in Table 2.

Table 2. Initial values of the model parameters.

π*
HPC

(a) π*
HPC

(b) π*
HPC

(c) WHPT(c) η*
HPC

(a) η*
HPC

(c) WHPT(c) WPT(c) η*
PT

(c) ηCC

−0.0788 0.0125 0.023 0.0464 0.0383 0.0548 0.0265 −0.0938 0.01 0.02

In the first step of the iteration procedure, the following corrections to component maps were
determined:

δπ∗C(a) = 342 %; δWHPT = 0.93 %; δWPT = 0.85 %; δη∗C(a) = 26 %; δη∗C(c) = 1.4 % (19)

Such large corrections make it impossible to calculate part-load performance and influence
coefficient matrices for the next iteration. Therefore, the calculation procedure was modified:
Corrections to the component maps were limited. At corrections as high as 7%, the procedure
slowly becomes convergent (by 7–9 iterations). The solution corresponds to small (less than 1%)
corrections to the component maps.

The results of the standard least squares (the Newton–Raphson method) show that this method
has low stability due to a weak conditionality of the engine model. Therefore, practical application
requires improvement of the method’s stability.

3.2. Regularized Identification

The same experimental data were processed by the regularized method based on Equation (9).

Parameter α was set at 0.01. Table 3 shows corrections δ
→
Θ

s
for the first three iterations while Table 4

presents the parameters calculated by the corrected model.

Table 3. Corrections for three first iterations.

Iteration δπ*
C(a) δWHPT δWPT δη*

C(a) δη*
C(a)

1 0.004 0.17 0.39 −0.033 0.33

2 0.003 0.18 0.15 −0.018 0.08

3 0.003 0.09 0.08 −0.016 0.02

Table 4. Values of measured parameters determined by the corrected model.

Operating Point tH, ◦C P*H, Pa N2, % N1, % Pnet, kW Wf, kg/h TIT, K CPR

1st cruise 12.0 100,192 92.38 98.42 1223 374.2 1050.3 7.48

2nd cruise 11.6 100,192 94.44 98.20 1521 439.8 1105.7 8.30

Nominal 12.3 100,192 96.00 98.10 1729 490.1 1146.5 8.84

Maximum 11.9 100,192 98.86 98.12 2203 601.0 1224.2 10.18

Table 3 shows the high stability of the procedure: Estimations change slowly, without significant
oscillations. The changes become smaller from iteration to iteration (this is a sign of stability).
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Comparison of Tables 1 and 4 shows that parameters determined by the corrected model are well
correlated with the measured parameters. Thus, the developed procedure of component performance
estimation and the engine model matching can be implemented in practice.

3.3. Regularized Multi-Criteria Identification

Finally, the above task of multi-mode diagnostics was considered with a priori information about
the model of the average engine, the parameters of which were estimated by previous testing data
(Table 2). It is also known that a scatter of measured parameters of different engines at Pnet = const, N1

= const follows the normal distribution with the following mean squared error (Table 5).

Table 5. Mean squared error of performance parameters in the engine population.

Parameter N2 Wf T3 πc

Mean squared error 0.85% 0.7% 1.1% 0.6%

This information was then transformed into the functional Φa (Equation (13)), and taking into
account that in this case, the functionals Φe and Φa are homogeneous as they contain residuals by
parameters of the same names. This facilitated the setting of weight coefficients in Equation (14).
They had to relate to a scatter of measurements and a scatter of the engine parameters by series. This
provided the composition of the functionals:

Φ(
→
Θ) = Φe(

→
Θ) +

σ2
meas av

σ2
0

Φa(
→
Θ) (20)

In the considered example σ2
meas av
σ2

0
≈ 8.

Table 6 shows the estimated parameters of the model in subsequent iterations. The final results
of the corrected model are presented in Table 7. The comparison of Tables 1, 4 and 7 confirms that
the proposed procedure is stable. For the corrected model, deviations of output parameters from
experimental data are within the measurement error. The introduction of a priori information results
in a smaller deviation of results compared to the conventional regularization method.

Table 6. Corrections for three first iterations.

Iteration δπ*
C(a) δWHPT δWPT δη*

C(a) δη*
C(a)

1 0.005 0.15 0.27 −0.04 0.28

2 0.003 0.12 0.13 −0.02 0.06

3 0.002 0.07 0.06 −0.015 0.02

Table 7. Values of measured parameters determined by the corrected model.

Operating
Point

tH, ◦C P*H, Pa N2, % N1, % Pnet, kW Wf, kg/h TIT, K CPR

1st cruise 12.0 100,192 94.58 94.58 1223 371.7 1013 7.98

2nd cruise 11.6 100,192 96.87 96.87 1521 438.2 1066 8.85

Nominal 12.3 100,192 98.51 98.51 1729 484.0 1100.5 9.43

Maximum 11.9 100,192 102.02 102.02 2203 600.2 1186 10.65

Figure 8 presents the experimental data and modelling results for part-load performance. As the
initial model is far enough from the field data, the diagnostic algorithm needs a preliminary adjustment
to make the model closer to the average engine and to improve the precision of GPA. The visible lines
correspond to the initial model before the correction, the average engine model and corrected model
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of the analyzed engine. The deviations of performance parameters from the reference indicate the
engine’s health status.

  
(a) (b) 

  
(c) (d) 

initial uncorrected model;  average engine model;  corrected model; + operating points 

Figure 8. Experimental data vs models. (a) fuel flow; (b) high pressure rotor rotation speed; (c) turbine
inlet temperature; (d) compressor pressure ratio.

Figure 9 illustrates the correction of compressor maps and confirms that the procedure was
effective even though the initial model was inaccurate.

  
(a) (b) 
 initial model ;  average engine model;  corrected model 

Figure 9. Compressor maps with the operating lines.

4. Discussion

Matching turbine engine models to experimental data is an inverse problem of mathematical
modelling which is often characterized by parametric uncertainty. This results from the fact that the
number of measured parameters is significantly lower than the number of components’ performance
parameters needed to describe the real engine. It was shown that in such conditions, even small
measurement errors resulted in a high variation of results, hence the obtained efficiency, loss factors,
etc., exceeded physically feasible ranges.

It was confirmed that extending the least squares functional by regularizing term improved
stability of estimation but caused significant bias, which could lead to incorrect diagnoses. Stable
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operation of the algorithm and tolerant bias of the estimates in wide range of engine operation
conditions are difficult to achieve as only selected values of the regularization coefficient α can ensure
that. Finding its optimal solution is complicated because the regularizing term is not related to the
physical properties of the object.

The new regularization procedure of multi-criteria identification, introduced in Section 2.4, uses
a priori information about the engine, its measurement system, mathematical model and expected
performance (Figure 1). This information is heterogeneous: Partially, it is presented in the form of
statistic parameters and partially in the form of heuristic expert representations. Some other methods,
e.g., Extended Kalman Filter can also use a priori information [22]. Undoubtedly, the quality of
implemented expert knowledge should be carefully checked in advance.

The framework that supported the formalization of the regularization problem used fuzzy sets
theory [33,37]. Similarly to the solution of Tanaka et al. [38], membership functions were introduced
directly into the minimized functional, which contained a priori information about an acceptable
range of estimated parameters. However, fuzzy logic is not used here for the non-linear mapping of
parameters like in AI-based diagnostics [39]. In this work, inputs and outputs are measured variables
with Gaussian noise.

The integral form of the stabilization functional was proposed which operates with continuous
membership functions. To accelerate numerical calculations, the trapezoidal membership function was
recommended. The analytical equation was derived for the stabilization functional with this function,
which was used in place of numerical integration, thus decreasing the computing capacity required for
the estimation procedure.

In the example presented in Section 3.3, available component maps were significantly different
from the actual maps of the tested engine. Nevertheless, the estimation algorithm worked stable and
provided a perfect matching of the model to the experimental data. Thanks to regularizing terms
implemented in the estimation procedure, intermediate estimations did not exceed their limits when
the computational algorithm was unstable.

Further studies and more field data are needed to quantify the accuracy and the stability of the
procedure in relation to the number of estimated parameters. However, when a large number of engine
parameters is measured, measurement uncertainty is low, and the number of coefficients of the model
to be found is significantly less than the number of measured parameters, the estimates will not exceed
the acceptable range, stability is not a problem, and the regularization does not have a positive effect
and is not required. Hence, the proposed method is efficient when the number of measured parameters
is small, and errors of measurement are significant. This is often the case in real applications.

5. Conclusions

A new method for the stable estimation of engine performance parameters is proposed. It uses a
priori information about the engine and data acquisition system, i.e., the expected performance and
acceptable variations of parameters. The method improves the accuracy of gas-turbine performance
models in off-design conditions. A priori information is introduced in the model identification
procedure in the form of membership functions, which are transformed into additional stabilization
terms of the functional to be minimized.

The proposed approach was used to process test-cell data from a helicopter engine. The comparison
with the conventional least squares and Tikhonov regularization proved the following:

(1) LSM has low stability that can cause the engine simulation software to crash.
(2) Conventional regularization improves the stability, but the intensive bias of the estimates needs

to be excluded in advance.
(3) A priori information has a physical sense, so it improves the stability and precision of the

estimation. The introduced identification method is effective in ill-conditioned configurations
and provides small bias of estimates.
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Nomenclature

The following abbreviations and symbols are used in this manuscript:
AI Artificial intelligence
av Average value
C Generalized matrix of influence coefficients compressor
CC Combustion Chamber
CPR Compressor Pressure Ratio
G Weight diagonal matrix
GPA Gas Path Analysis
H Influence coefficient matrix
HPC High Pressure Compressor
HPT High Pressure Turbine
I Identity matrix
ICM Influence coefficient matrix
N Number of operating points, rotational speed
LPT Low Pressure Turbine
LSM Least Squares Method
m Number of measured parameters
OP Operating Point
P Pressure
Pnet Net thrust
r Number of estimated parameters
sim Simulated value
TIT Turbine Inlet Temperature
U Parameters that determine the engine operating conditions
W Mass flow rate of air/gas
Wf Fuel flow
Y Measured parameters
Z Generalized vector of measured parameters
α Regularization (weighting) factor
Δ Parameter’s correction
δ Relative deviation
η Efficiency
σ2 Variance
π Pressure ratio
σ Pressure loss coefficient
θ Component’s map parameter
→ Vector
ˆ Estimated parameter
* Measured value
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Abstract: Traditional anti-icing/de-icing systems, i.e., thermal and pneumatic, in most cases require a
power consumption not always allowable in small aircraft. Therefore, the use of passive systems,
able to delay the ice formation, or reduce the ice adhesion strength once formed, with no additional
energy consumption, can be considered as the most promising solution to solve the problem of the
ice formation, most of all, for small aircraft. In some cases, the combination of a traditional icing
protection system (electrical, pneumatic, and thermal) and the passive coatings can be considered
as a strategic instrument to reduce the energy consumption. The effort of the present work was to
develop a superhydrophobic coating, able to reduce the surface free energy (SFE) and the work of
adhesion (WA) of substrates, by a simplified and non-expensive method. The developed coating,
applied as a common paint with an aerograph, is able to reduce the SFE of substrates by 99% and the
WA by 94%. The effects of both chemistry and surface morphology on the wettability of surfaces
were also studied. In the reference samples, the higher the roughness, the lower the SFE and the WA.
In coated samples with roughness ranging from 0.4 and 3 μm no relevant variations in water contact
angle, nor in SFE and WA were observed.

Keywords: superhydrophobic; coating; anti-icing; spray-coat; aeronautical

1. Introduction

Typically, the presence of tiny pieces of ice or supercooled liquid water in the clouds, which remain
liquid below zero and suddenly turn to ice after the impact with the aircraft surfaces, are the main
sources of ice deposition during a flight. The presence of ice on surfaces alters the airflow over the
wing and tail, and then reduces the lift force that keeps the plane in the air. This potentially causes
aerodynamic stall, a condition that can lead to a temporary loss of control of the aircraft. In order to
prevent or reduce the ice formation or alternatively to remove the ice once it was formed, anti-icing and
de-icing systems are usually adopted. Currently the thermal and pneumatic types represent the most
largely employed systems. In details, the thermal system melts the ice accretion or prevents the ice
from forming by the application of heat on the protected surface of the wing. The heat is generated by
the hot air “bled” off the jet engine into piccolo tubes routed through wings, tail surfaces, and engine
inlets. The spent bleed air is then exhausted through holes in the lower surface of the wing. Similarly,
the electro-thermal systems use resistive circuits buried in the airframe structure to generate heat
when a current is applied. The heat can be generated continuously to protect the aircraft from icing
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(anti-ice mode), or intermittently to shed ice as it accretes on key surfaces (de-ice), the latter being
generally preferred due to the lower power consumption. Instead, the pneumatic de-ice boot consists
of a rubber sheet bonded to the leading edge of the airfoil: when the ice builds up on the leading edge,
an engine-driven pneumatic pump inflates the rubber boots, and then the ice is cracked and should
fall off the leading edge of the wing. Additionally, some innovative systems are being developed,
e.g., the electro-mechanical de-icing systems which use a mechanical force, generated for instance
by actuators, to knock the ice off the flight surface, or the weeping wing system, which releases a
glycol-based chemical onto the wing surface through small orifices which causes the detachment of
ice. However, these methods can be inefficient, environmentally unfavorable, expensive and time
consuming [1]. Thus, it would be advantageous if surfaces could passively prevent the ice formation
and facilitate ice removal. In this contest, the superhydrophobic coatings, applied as usual paint,
owing to their extraordinary water repellency, and not requiring additional energy consumption,
can be viewed as excellent candidates for icephobicity in this area [2,3]. This is because, ultrahigh
θrec, typical of nanostructured superhydrophobic surfaces, means low ice adhesion strength [4,5].
Subsequently, if supercooled liquid water freezes when it impacts the solid surface of an aircraft,
the resulting ice can be shed, taking advantage of external forces, such as aerodynamic forces, to
overcome ice-surface adhesion forces [6]. Evidently, the efficiency of these coatings as an anti-icing
passive method largely depends on the different scenarios in which the ice may form [1]. In some
cases, therefore, a combination of a traditional icing protection system and the superhydrophobic
coatings could be seen as a strategic instrument able to assure a high efficiency in a wide range of
environmental conditions.

In the last decade, a huge body of literature concerning the development of superhydrophobic
and icephobic coatings able to delay the ice formation [7], or reduce the ice adhesion strength once
formed, has been produced [8–15]. A shared strategy is to create surfaces with low surface free
energy and, contemporary, micro-nanoscopic rough structures. In this regard, it was found that
the icing probability was reduced to zero with particle diameters ranging between about 30 and 70
nm [16]. Some authors achieved this goal by using etching and/or high temperatures [9,11], or complex
fabrication techniques [12–17], which are often limited by the substrate type and geometry that can be
successfully coated [18].

The effort of the present work was to develop a superhydrophobic coating for metallic
substrates with a simplified and non-expensive method, which could be employed as a usual
paint able to prevent/reduce the formation of ice, especially on small aircraft [19]. The newly
formulated superhydrophobic coating consists of nanostructured layers able to generate hierarchical
micro/nano-structured roughness, and reduce the surface free energy, which as previously declared,
are the two main factors useful to making a superhydrophobic surface. The effect of the substrates’
roughness on the surface properties of coated and uncoated samples was also studied, and then
correlated to the wettability of samples, in order to identify and separate the morphological and the
chemical contributions.

This work is being developed in the framework of the Clean Sky 2 ongoing SAT-AM
(More Affordable Small Aircraft Manufacturing) project, whose main goal is the investigation of
new technologies for a future small aircraft able to fly with low fuel consumption, low noise levels and
needing low quantities of raw material in its life cycle. The reference vehicle for this project is the M28
designed and manufactured by Consortium Partner Polskie Zakłady Lotnicze (PZL), Mielec (PL). It is
a commuter category 19 passenger, twin-engine high-wing cantilever monoplane of all-metal structure,
with twin vertical tails and a robust tricycle non-retractable landing gear, featuring a steerable nose
wheel to provide for operation from short, unprepared runways where hot or high-altitude conditions
may exist. The M28 is best suited for passenger and/or cargo transportation and is certified under EU
CS-23 and USA FAR 23 requirements.

82



Aerospace 2020, 7, 2

2. Materials and Methods

The developed superhydrophobic coating was prepared starting from the formulation described
in a previous work [19] and slightly modified in order to improve its durability. In this regard, other
details about the performed changes cannot be disseminated in this manuscript. Once prepared,
several layers of the developed coating were applied with an aerograph on substrates representative of
the M28 air intake. The dehumidified air was pressured at three bar; whereas the other application
parameters, such as the layers’ number, the curing temperature and the distance between the aerograph
and samples were optimized in order to guarantee uniformity in the coating’s thickness and weight.

The substrate samples, 5 × 5 cm2 in dimensions, made of stainless steel 12H18N10T
(same composition of the M28 air intake), and having roughness ranging from 0.7 to 4.6 μm,
were provided by METROL (a partner of the Clean Sky project). The effect of the substrate roughness
on the final properties of the coating in terms of wettability and adhesion of the coating on the substrate
were studied.

Roughness of substrates before and after the application of the coating was measured by employing
a SAMA SA6260 surface roughness meter. Roughness measures, performed according to the ISO
4288 [20], were reported as Ra, which represents the arithmetic average of the absolute values of
the profile height deviations from the mean line. ID samples was correlated to the correspondent
roughness values in Table 1.

Table 1. ID samples with roughness ranging between 0.7 and 4.6 μm.

Sample ID Roughness of Uncoated Samples [μm]

1 0.752
2 0.83
3 0.91
4 1.241
5 1.341
6 1.541
7 4.032
8 4.360
9 4.623

Contact angles (CA) were calculated according to Young’s equation [21] (see Figure 1):

γLV cosθ = γSV − γSL (1)

where θ is the contact angle, γLV and γSV are the liquid and solid surface free energy, respectively,
whereas γSL is the solid/liquid interfacial free energy. The schematic illustration of the equilibrium
among involved forces according to the Young equation is shown in Figure 1.

Figure 1. Schematic illustration of an ink drop on a solid substrate with the surface free energy and the
contact angle as described by Young’s equation [21].
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The contact angle measurements were performed at room temperature in compliance with the
ASTM D7490–13 [22] standard, using water (H2O) and diiodomethane (CH2I2). The Surface Free
Energy (SFE) was calculated according to the Owens Wendt (OW) method [23,24], for which the
surface energy of a solid is the sum of two components, a dispersive and a polar one. The dispersive
component theoretically accounts for the Van der Waals and other non-site specific interactions between
the surface and the applied liquid, whereas the polar component accounts for the dipole-dipole,
dipole-induced dipole, hydrogen bonding, and other site-specific interactions [25]. The polar and
dispersive components of the reference liquids are listed in Table 2. Tests were carried out by depositing
ten drops of 3 μL of each liquid on the sample surface.

Table 2. Surface tension components of the reference liquids [26].

Liquid Formula
Room T Surface
Tension [mN/m]

Dispersive
Component [mN/m]

Polar Component
[mN/m]

Water H2O 72.8 26.4 46.4
Diiodomethane CH2I2 50.8 50.8 0

Formamide HCONH2 57.0 22.4 34.6

According to the OW method [23], the interfacial solid/liquid energy can be evaluated as:
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and θ1, θ2 are the SFE components of the two reference liquids and the
corresponding contact angles between the solid and the liquids, respectively.

Although the SFE’s components can be known through the literature (Table 2), the contact angles
have to be experimentally evaluated through several measures. That determines a stochastic nature of
the contact angles and therefore of the solutions of the equation system (4).

So, to assess the SFE problem, a third reference liquid, i.e., the Formamide (HCONH2),
was introduced in order to reformulate the initial problem in terms of the following nonlinear
programming problem:
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(5a)
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where a Gaussian distribution of the contact angles was assumed in order to statistically characterize
them through the mean value (E[θ1], E[θ2], E[θ3]) and the standard deviation (σθ1 , σθ2 , σθ3 ).

The stated optimization problem allowed determining the θ1,θ2,θ3 contact angles that identify
the SFE components, which minimize the third Equation (5), taking into account the measure variability
and the constitutive Equations (4) of the considered liquids.

Applying the described method to the reference liquids reported in Table 2, the constraints (5a)
were linearized simplifying the complexity of the problem that has been solved in Matlab/Simulink
environment. The developed Matlab tool provides (as output) the values of the three best contact
angles θ1,θ2,θ3, along with the values of the polar and dispersive components of the solid’s SFE.

As an additional crosscheck, the determined optimal contact angles, namely, θ1,θ2, instead of the
mean values of the experimentally measured angles measured with Water and Diiodomethane, were
introduced in the widespread linearized equations [19–26]:
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and the required polar and dispersive components of the solid SFE, were obtained as the graphic
solution of the equations system (6) through the intercept point between the two straight line (r1 and
r2) identified by the following angular coefficients and points:
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Once calculated the polar and dispersive components, the required solid SFE was assessed, as:
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whereas the Work of Adhesion (WA) can be calculated as:
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or equally as:
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Finally, the Surface Polarity (SP) was calculated as:

SP =
γp

γp + γd
(11)

The Young Equation (1) is valid for smooth surfaces or substrate having very low roughness, but
when the roughness is too high to be neglected, the equation should be corrected taking into account
the actual surface morphology. Two different models can be useful to describe the wetting of textured
surfaces, i.e., the Wenzel and Cassie–Baxter (Figure 2a,b respectively) models. In details, the Wenzel
model [27,28] proposed a correction factor “r” for contact angle on rough surfaces, which is equal to the
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ratio of rough interfacial area over flat interfacial area under the droplet. Substituting the roughness
ratio factor ”r” in the Young’s Equation (1), one can obtain the Wenzel’s equation [28], i.e.,

cosθ∗ = r cosθ (12)

where θ* and θ are the contact angles of a droplet on a rough surface and on the corresponding smooth
surface, respectively. Wenzel’s model assumes no air-trapping under droplet, which may not necessary
be true.

Figure 2. (a) Wenzel and (b) Cassie–Baxter models useful to describe the wetting of textured surfaces.

On the contrary, the Cassie–Baxter model [29] allows to estimating the contact angle on rough
surface with air-trapping, through the following equation:

cosθ∗ = −1 + ϕS(1 + cosθ) (13)

where ϕS is the area ratio of liquid-air interface to the whole interface; θ* and θ are the contact angles
with and without considering air-trapping.

Cutting and tape test were carried out, according to the ASTM D 3359-09 standard [30], by making
a grid incision with a specific cutter on the coated samples and then by applying an adhesive tape to
cover the cut area. The test adhesive was vigorously removed and the involved area was inspected.
According to the ASTM D 3359-09 [29], the test passes if the area involved in detached flakes of coating
at intersections is less than 15%.

Sample morphology, measurements of nanoparticle size and of coating thickness, were carried
out using a field emission SEM Tescan Mira3 (Tescan Orsay Holding, Brno-Kohoutovice, Czech).
Samples were observed in as-realized conditions, without metallization on the observed surface.

Surface 3D morphology and the corresponding roughness were assessed by using the laser
profilometer Ametek Talyscan 150. The scanning area for 3D surface reconstruction was 40 × 40 mm2

(800 profiles with 5 microns resolution), acquired with a scanning velocity of 10,500 microns/s.

3. Results and Discussion

3.1. Substrates’ Roughness of Substrates

Roughness of substrates measured with the SAMA SA6260 surface roughness meter, before
and after the application of the coating, were compared in Figure 3. It highlights that, in general,
the application of the coating reduces the original roughness. This especially for samples 1–6, for which
the values of the coated samples’ roughness vary in the range 0.4–0.6 μm, in spite of the substrates’
roughness ranging from 0.7 to 1.5 μm, whereas, for samples 7–9, the application of the coating reduces
the original roughness from 4–4.5 to about 3 μm.
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Figure 3. Roughness values of samples before (triangles) and after (circles) the application of the coating.

3.2. Application of Coating

The aerograph setting parameters were varied and optimized in order to guarantee uniformity
in terms of thickness and weight of the applied coating. Here, as an example, two different setting
parameters, labelled as Procedure 1 and Procedure 2, are described; the corresponding schematics are
shown in Figure 4. They differ mostly in the samples orientation with respect to the aerograph spray
and in the drying temperature, whereas the layers’ number, the coating formulation, and the substrates
were the same. After the application, measures of contact angle with water at room temperature were
carried out. It was found that Procedure 1 is able to produce samples with contact angle of 124◦,
whereas Procedure 2 gives surfaces with a water contact angle of 155◦ (Figure 5). This difference is
probably due to the different morphologies because of the diverse application procedures.

Figure 4. Schematic drawing of deposition process according to (a) Procedure 1 and (b) Procedure 2.

Procedure 1

• Vertical samples
• Drying at room temperature
• Distance between samples and aerograph = 10 cm
• P = 3 bar; hole size = 1.5 mm

Procedure 2

• Horizontal Samples
• Aerograph at 45◦ wrt the samples
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• Drying at 75 ◦C of each layer of coating for 10 min
• Distance between samples and aerograph = 15 cm
• P = 3 bar; hole size = 1.5 mm;

Hence, Procedure 2 was adopted to apply three layers of the developed coating on sample 1–9 with
dimensions of 5 × 5 cm2. The Samples were weighed before and after the application of the coating, in
order to assess a rough estimation of the coating’s specific weight, which was plotted as a function of the
sample roughness in Figure 6. It was found that the coating’s specific weight was about 11 ± 1 g/m2.

Figure 5. Pictures related to the water contact angle of coated samples prepared according to (a)
Procedure 1 and (b) Procedure 2.

Figure 6. The coating’s specific weight as a function of the substrates’ roughness.

SEM cross-section images of sample 2 (Ra = 0.8 μm) and sample 7 (Ra = 4 μm), employed to
measure the coating’s thickness, are shown in Figure 7a,b, respectively. It seems that the two samples
display some differences in both coating thickness and morphology. Sample 7 in Figure 7b, in fact,
has a coating thickness higher than sample 2 shown in Figure 7b (see values in Table 3), with a
mean value of 190 μm vs. 127 μm. Moreover, sample 7 coating appears to be more uniform in
thickness and morphology than the sample 2 coating, and with less amount of large and localized
voids. Hence, it seems that the roughness is able to improve the coating’s uniformity.
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Figure 7. SEM images acquired in cross-section mode of samples 2 (a) and 7 (b). Some measured
thicknesses are reported.

Table 3. Coating’s thickness measured by the SEM acquired in cross section mode.

Sample
ID

Coating’s Thickness [μm]
Mean Value

[μm]

2 112.80 115.80 123.80 125.42 129.59 130.34 136.17 142.65 127 ± 10
7 199.08 191.92 194.11 190.96 182.01 183.45 190 ± 6

3.3. Contact Angle Measurements

The measures of the contact angles acquired with H2O and CH2I2 were reported as function of
the substrate roughness in Figures 8 and 9, respectively. Some representative drop pictures caught
during the measures were overlapped. It should be noted that, for the reference samples, the water
contact angle is almost constant with a substrate roughness up to 1.8 μm beyond that, as expected [31],
it increases as the roughness increases, reaching a value of about 100–115◦ for the highest value of
measured roughness, i.e., 4.6 μm. The increasing of the contact angles with the roughness of metallic
substrates can be ascribed to the changes in morphology. Other authors [31,32] also observed this
behavior with maximum values of the achieved contact angles at about 120 ◦C [31]. Indeed, it was
found that in order to achieve higher values of contact angles without modifying the surface chemistry,
it is necessary to scale down the surface roughness into the sub-micron range, by creating specific and
regular pillar-like structures having circular, square, triangle, crossed or fractal-like shapes [33]. On the
contrary, the combination of substrate roughness and low SFE can be seen as a synergic approach able
to achieve contact angle mean value of 158◦ (Figure 8). Additionally, it was also found that both the
original and the actual sample roughness (Figures 3 and 8) do not affect the achieved contact angle,
since, in spite of the roughness value, the contact angle value does not change.

The same uniformity in the achieved values of the contact angles was observed for measurements
performed with CH2I2 in coated samples (Figure 9). Here, the mean value of the contact angles in
coated samples is 148◦, regardless of the substrates (0.7–4.6 μm) and the actual roughness (0.3–3.2 μm)
of the samples.
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Figure 8. Water contact angles of reference and coated samples as a function of the substrates’ roughness.
Corresponding pictures are also shown.

Figure 9. CH2I2 contact angles of reference and coated samples as a function of the substrates’ roughness.
Corresponding pictures are also shown.

3.4. Surface Free Energy and Work of Adhesion

The solid SFE and the WA of both uncoated and coated samples were plotted in Figure 10a,b,
respectively, as a function of the substrates’ roughness.
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Figure 10. SFE and WA of the uncoated (a) and coated (b) samples as a function of the roughness.

It was found that the solid SFE of the reference samples varies between 44 and 54 mN/m,
for roughness values ranging from 0.7 to 2 μm, whereas for roughness of 4 μm the SFE becomes 38
mN/m (Figure 10a). Similarly, the WA varies between 108 and 122 mN/m, assuming a value of 69
mN/m for the sample at 4 μm in roughness. For samples having roughness higher than 4 μm, results
cannot be achieved without taking into account the actual surface roughness, e.g., through Equations
(12) and (13), or more complex relationship, i.e., those described in ref. [33]. Indeed, it was found that
roughness higher than 4 μm the Equations’ system (4) did not give a solution, so no intersection of the
two curves can be observed in graphs of Figure 11b. On the contrary, for lower values of the contact
angles, the Equation system (4) reached solutions, as shown in Figure 11a as an example.

Figure 11. Graphical solution of the SFE equations’ system with (a) and without (b) solution.

The authors decided not to further investigate samples at high values of roughness, since values
higher than 4 μm are out of interest for aeronautical applications.

On the other hand, the flat trend for SFE and WA was seen for coated samples (Figure 10b), since all
values scatter around 0.38 mN/m for the SFE and around 6.1 mN/m for the WA. This result reflects the
uniformity of the water contact angle values measured in spite of the original and actual roughness
values: the latter changing between 0.3 and 3 m (Figure 3). These trends can be better highlighted if
results are reported as a function of the solid SFE (Figure 12). For the reference samples (Figure 12a), it
was found that, as expected, the higher the contact angle, the lower the SFE and the WA. Since this result
was achieved by varying the roughness of substrates alone, it can be concluded that it can be ascribed
to the surface morphology (MORPHOLOGICAL EFFECT). On the contrary, for coated samples, no
changes in terms of water contact angle and WA, along with almost no variations in the solid SFE
(Figure 12b) can be observed, in spite of the actual roughness of substrates. Therefore, it should be
concluded that, for the analyzed samples, the chemical modification of the surfaces prevails on the
morphological aspect (CHEMICAL EFFECT).
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Figure 12. Water contact angle and WA as a function of (a) the surface free energy for the reference and
(b) the coated samples.

The geometrical and chemical effects on the wettability of surfaces were also observed by
Kam et al. [31]. They found that the maximum contact angle achieved with nano-microstructured
metallic surfaces was 110◦, whereas the combination of the surface geometry and its chemical
modification with silanes allowed to additionally modify the wettability of surfaces, since the contact
angles reached values higher than 140◦.

Finally, in Figure 13 the polar and dispersive components of the surface free energy, and the WA
assessed for the reference and the coated samples were compared. It highlights that the WA was
reduced by 94%, the solid SFE by 99%, and the SP by 100%, since after the application of the coating,
it changes from 34 to 0%.

Figure 13. Polar and dispersive components of the SFE and the WA for the references and the
coated samples.
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3.5. 3D samples’ Morphology

The SEM images of coated samples 2 and 7 (Table 1), acquired at different magnifications
(125–500,000×) are displayed in Figures 14 and 15, respectively. It highlights that at the lowest
magnification (125×), both samples exhibit characteristic sponge-like structures [15,19,32,34–36],
with the formation of air pockets, which enhance the superhydrophobicity. Samples differ in the
density of the sponge-like structures. In fact, it appears that sample 7, having higher roughness
(i.e., 2.8 μm) generates air pockets that are more densely packed than the less rough sample 2 (Ra = 0.4
μm). In spite of this difference, both samples exhibit contact angles of 158◦ (see Figure 8). At the highest
magnification (500,000×) (Figures 14 and 15), the hierarchical micro- and nano-structures appears,
highlighting for both samples the dimension of the nanoparticles employed to formulate the coating,
namely, about 30 nm in diameter. Therefore, in spite of the intrinsic roughness and the macroscopic
density of the sponge-like structure, the generated air pockets made of multiscale roughness (micro-
and nano-meter in dimension) guarantee the superhydrophobicity, i.e., contact angles of 158◦.

Figure 14. SEM images at different magnifications of a sample having an original roughness of sample
2 (a) 125×, (b) 750×, (c) 2500×, (d) 500,000×.

The surface 3D profilometry of coated samples 2 and 7, having actual roughness of 0.4 and
2.8 μm, respectively, were reported in Figure 16a,b; whereas Figure 16c,d show the corresponding
references, having roughness of 0.8 and 4.0 μm, respectively. In the insert, the pictures representative
of the water contact angles were also shown. It highlights that all samples exhibit a macroscopic
needle-like morphology deriving from the specific textured roughness, and there are no differences
in the needle-like morphology [36] for each series of samples (compare Figure 16a with Figure 16c,
and Figure 16b with Figure 16d). The reference with low roughness (see Figure 16c) does not exhibit
the Cassie state, the surface area in contact with the water droplet is high, and consequently the water
contact angle is low (50◦). When the reference roughness increases to about 4 μm (see Figure 16d),
the relative distance between the surface irregularities and the related height allow the contact angle to
increase to 115◦. The increase of the water contact angle due to the increased roughness alone can be
ascribed to the MORPHOLOGICAL EFFECT. By comparing coated samples with the corresponding
references, it highlights that, although the needle-like morphology and the corresponding roughness do
not change, the water contact angle increases from 50◦ and 115◦, respectively, to 158◦, as a consequence
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of the chemical modification of the surface (CHEMICAL EFFECT). Finally, by comparing the two coated
samples (see Figure 16a,b), it must be noticed that, in spite of the different actual roughness, i.e., 0.4 and
2.8 μm, for the samples 2 and 7, respectively, both of them exhibit the same water contact angle, namely,
158◦. Hence, in conclusion, it seems that the chemical effect prevails on the morphological effect.

Figure 15. SEM images at different magnifications of a sample having an original roughness of sample
7 (a) 125×, (b) 750×, (c) 2500×, (d) 500,000×.

 

Figure 16. Surface 3D profilometry obtained with the laser for coated sample 2 (a) and sample 7 (b); in
(c) and (d) the corresponding references were also reported. In the insert, the pictures representative of
the related water contact angles are shown.
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3.6. Cutting and Tape Test

Figure 17 shows images related to the cutting and tape test performed on coated sample 7. In detail,
Figure 17a shows the picture after the cut and Figure 17b shows magnification of the surface after
the test. The shape of the water droplet in Figure 17c highlights that the superhydrophobicity was
preserved after the test too. It must be noted that, according to the ASTM D 3359-09 [30], the test
was passed, since quite no detached flakes of coating could be observed. This result was classified as
5B [30].

 
Figure 17. Cutting and tape test results on coated sample 7, (a) surface cut, (b) surface magnification,
(c) surface wettability after test.

3.7. Low Temperature Wettability

A preliminary test about the wettability at low temperature of the developed coating was
performed by freezing (at −27 ◦C) a few water droplets placed on both reference and coated sample 2
(pictures in Figure 18). It is interesting to note that the shape of the water droplets, and then of the
wettability, does not change with freezing, and consequently, the coated samples display a reduced
surface area in contact with the substrate if compared with the reference.

 

Figure 18. Pictures of samples acquired at −27 ◦C. Reference with water droplet before (a) and after (b)
the icing at −27 ◦C; coated sample with water droplets before (c) and after (d) the icing at −27 ◦C.

4. Conclusions

In the present work, the authors studied the wettability of a new developed superhydrophobic
coating applied with a layer-by-layer approach as a common aeronautical livery, that can be potentially
employed as a passive anti-icing system for aeronautical applications.

It was found that the wettability of the uncoated samples decreases as the roughness increases
achieving a value of about 115◦ for Ra = 4 μm. The increase of the water contact angle due to the
increased roughness alone can be ascribed to the morphology changes (MORPHOLOGICAL EFFECT).
Instead, high values of contact angle, i.e., about 158◦, were achieved only after the application of
the coating, regardless of the substrate roughness, ranging from 0.4 to 3 μm (CHEMICAL EFFECT),
so highlighting that the chemical modifications prevail on the substrate morphology.

The coating’s application reduced the SFE and WA by 99% and 94%, respectively, with respect
to the reference. Finally, a preliminary test about the wettability of the developed coating at low
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temperatures showed that the reduced wettability of coated samples was preserved also at −27 ◦C.
In this regard, future research will be addressed to characterize the developed coating in severe
environmental conditions simulating real flights.
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Abstract: Providing sufficient cooling power for an aircraft will become increasingly challenging
with the introduction of (hybrid-) electric propulsion. To avoid excessive drag from heat exchangers,
the heat sink potential of the aircraft surface is evaluated in this study. Semi-empirical correlations
are used to estimate aircraft surface area and heat transfer. The impact of surface heating on aircraft
drag is qualitatively assessed. Locating surface heat exchangers where fully turbulent flow is present
promises a decrease in aircraft drag. Surface cooling potential is investigated over a range from
small regional aircraft to large wide body jets and a range of surface temperatures. Four mission
points are considered: Take-off, hot day take-off, climb and cruise. The results show that surface heat
exchangers can provide cooling power in the same order of magnitude as the waste heat expected
from (hybrid-) electric drive trains for all sizes of considered aircraft. Also, a clear trend favouring
smaller aircraft with regards to the ratio of available to required cooling power is visible.

Keywords: aircraft thermal management; hybrid electric propulsion; surface heat exchanger

1. Introduction

Research for next generation commercial aircraft is driven by ambitious goals to reduce the aircraft’s
environmental impact such as the European Commission’s Strategic Research and Innovation Agenda
(SRIA) [1] that targets a 75% reduction in CO2 emissions by the year 2050 compared to the year 2000.
A big contributor to achieve those targets is the propulsion system. Novel propulsion concepts with
intercoolers [2], topping cycles [3] or bottoming cycles [4] are currently under investigation to reduce
the specific fuel consumption. Another promising approach seems to be a higher electrification of the
on-board systems or even the propulsion system. Examples are the more electric aircraft [5] or (hybrid-)
electric propulsion systems [6]. Their electric components generate waste heat that needs to be rejected
in an efficient way. Many concepts result in higher thermal loads of the systems. Conventional cooling
concepts require ram air and heat exchangers, which are placed in the airflow path and thus generate
drag [7]. Another option is to use existing aircraft surfaces for heat transfer from the inside of the aircraft
to the ambient [8]. These structurally integrated heat exchangers may be beneficial for both weight and
drag of the Thermal Management System (TMS) because no additional components such as the ram
air heat exchanger are required and no components are installed in the flow path. Additionally, heat
rejection to the aircraft’s boundary layer may lead to drag reductions [9]. The aim of this paper is to
investigate the heat sink potential of available aircraft surfaces.

Wang et al. present a good overview of the application of surface heat exchangers in aircraft up to
the year 1999. In the beginning, the development of surface heat exchangers was driven by the cooling
demand of piston engines with increasing power densities. In the 1920ies and 1930ies they were mainly
used in racing aircraft. In some aircraft such as the “Supermarine S.6” surface heat exchangers covered
surfaces of multiple components such as wings, fuselage and floats. In military aircraft, leading edge
steam radiators were successfully tested. However, despite the proven thermodynamic performance
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the technology was not put into practical applications due to hazards such as machine gun fire.
When gas turbines started to replace piston engines in aircraft, the engine cooling problem vanished
and with it surface heat exchangers. However, academic research on surface heating continued.
The results indicate that heating aircraft surfaces might not only serve for heat dissipation but also
as means of boundary layer control. It is commonly agreed that heat addition to a laminar boundary
layer increases instabilities and therefore may lead to an earlier transition, thus increasing drag [8].

More recent studies showed a growing interest in surface heat exchangers again due to the
increased cooling demand from the aforementioned technologies. Especially new engine concepts
such as Ultra High Bypass Ratio Turbofans and open rotors with very compact gas generators and
mechanical transmission have increased oil heat loads. Sousa et al. investigated a surface cooler
with fins inside a turbo fan engine bypass as air cooled oil cooler (ACOC). Numerical calculations in
combination with experiments were conducted. They showed that the surface cooler was capable of
rejecting 76% of the take-off oil heat load [10]. Surface air cooled oil coolers (SACOC) are investigated
by multiple EU-funded projects such as SHEFAE [11], SHEFAE 2 [12] and SACOC [13]. Sakuma et al.
carried out investigations of the effects of varying SACOC geometries in the context of SHEFAE 2.
They found that two 200 mm long heat exchangers could reject the same heat as one 900 mm long
one while maintaining the same pressure drop allowing for area and weight optimization of the
SACOC [14].

Recently, Liu et al. conducted numerical studies to describe pressure loss and heat transfer of
different aircraft surface heat exchanger fin configurations including continuous, segmented and
staggered fins. They found the continuous configuration to have the most advantageous heat transfer
to pressure drop ratio [15]. Part of the wing surfaces were used for heat dissipation of a hybrid electric
aircraft with a TMS utilizing fuel as working fluid. The results showed that steady state cooling of
the electric propulsion system is possible in most operating points, however the aircraft only had 20%
hybridization [16].

While there is a good amount of literature on surface coolers in aircraft applications, most investigate
research questions tailored to one specific engine or aircraft or try to optimize the surface heat exchanger
geometry. In contrast, this study aims to generally predict the thermodynamic potential of the aircraft
surface for a range of differently sized aircraft. The goal is to quickly assess the feasibility of using a
TMS with surface heat exchangers for a hybrid electric configuration.

For that purpose, a thermodynamic model of a surface heat exchanger covering existing aircraft
surfaces is developed. A scalable geometric model of a tube and wing type aircraft with podded engines
is derived with a semi-empirical approach. It is used to analyse the impact of aircraft size and
available portions of the total surface area on the potential cooling power. Various sensitivities of the
model including surface temperature, incoming radiation and component geometries are considered.
In addition, drag increments resulting from non-adiabatic boundary layers are assessed.

The ambient conditions differ at each operating point. The study evaluates steady state heat
transfer performance in pre-defined sets of Mach number (Ma), altitude (alt) and ISA temperature
deviation (dTISA). They reflect typical operating conditions of commercial aircraft namely Take-Off
(TO), Hot Day Take-Off (HTO), Climb (CL) and Cruise (CR), which are relevant sizing points for the
TMS. The quantification of the potential of the aircraft’s skin as heat sink can be used by future projects
on advanced propulsion concepts to account for the total amount or a fraction of the system’s waste
heat removal.

2. Aircraft Correlations

The study aims to estimate the surface heat sink potential of a range of aircraft covering most of
the commercial aviation market. Therefore, data for aircraft ranging from small regional aircraft up to
large wide body jets are used as basis for the correlations. Besides correlations for the wetted surface
area (Awet), the data is analysed with regard to propulsive power as it will be an indicator for the size
of future hybrid electric power trains and thus the expected required cooling power (Qrq). Most data
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are obtained from Reference [17]. They provide aircraft data up to the year 2000 for aircraft from
different manufactures including Airbus, Boeing, Fokker and Bombardier. Additional data especially
for newer aircraft are extracted from documents provided by the manufacturers [18,19].

2.1. Aircraft Component Geometries

Awet of the aircraft consists of the surface areas of multiple components. This study is strictly
limited to the tube and wing aircraft configuration and thus the components considered as possible
locations for surface heat exchangers are:

• Fuselage
• Wing
• Nacelles
• Horizontal tail
• Vertical tail

For wing, horizontal and vertical tail the data at hand contains the exposed area (Aexp) that
is, for a wing the area given is the base area outside the fuselage. In a first order approximation, Aexp

is doubled to calculate Awet. More accurate semi-empirical methods to calculate the wetted area of
bodies with an airfoil cross section for example in Reference [20] exist, however, for an initial potential
assessment, it seems more reasonable to choose the simplest method possible. For the fuselage and
nacelles, Awet is also not directly available. Instead, length and diameter (in case of the nacelle the
maximum diameter) are included. Awet of these components is estimated by using the geometric
model of a cylinder. This approach overestimates the area for the nacelles, because a cylinder with
the nacelle length and the maximum diameter as constant diameter has a larger Awet than the actual
nacelle with a variable diameter. For the fuselage, the overestimation of the lateral surface area is
reduced by the fact that an open cylinder model is used but the fuselage is actually a closed body. For a
quick estimation of the order of magnitude of the error from these geometric simplifications, a point
validation is conducted using available data from an A320 sized aircraft model [21]. Table 1 shows
the comparison between the simplified Awet (Asim) and the actual Awet (Aact) as well as the relative
deviation of Asim from Aact:

Table 1. Comparison of simplified Awet with actual Awet.

Component Asim(m2) Aact(m2) ΔA,wet(%)

Fuselage 478.0 412.9 +15.8
Wing 202.4 208.7 −3.0

Nacelles 55.8 52.4 +6.4
Horizontal tail 48.4 49.6 −2.4

Vertical tail 42.2 43.3 −2.7
Total 826.8 766.9 7.8

The deviation for the total Awet is less than 10%. For each component, the expected direction of
deviation is confirmed that is, for fuselage and nacelles the simplifications lead to an overestimation of
Awet whereas for all the other components the methods underestimate Awet. The largest deviation is
present for the fuselage with 15.8%. Overall, the deviations are considered acceptable for the scope
of this study, because the aim is to find basic correlations among a wide range of aircraft rather than
developing precise calculation methods for one specific aircraft.
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2.2. Surface Area Correlations

Four possible aircraft design parameters are identified as potential variables to correlate with the
total wetted surface area:

1. Maximum Take-Off Weight (MTOW)
2. Maximum number of seats (nmax)
3. Maximum payload (MPL)
4. Design range (Rdes)

All four are defined in the conceptual design stage of an aircraft and affect the overall aircraft
design. For all four variables, correlations with Awet are found using least squares polynomial fits.
To assess the quality of each fit, the coefficient of determination (r2) is used. The best fits that is, the ones
with the highest r2 value for all four variables are linear fits of the log-log scaled data and are shown in
Figure 1. The corresponding fits are summarized in Equation (1) with the coefficients given in Table 2.

log10 Awet = a · log10x + c (1)

Table 2. Coefficients for log-log surface area fits.

x a c r2

MTOW 0.748 −0.689 0.986
nmax 0.940 0.887 0.963
MPL 0.855 −0.668 0.965
Rdes 0.995 −0.417 0.859
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Figure 1. Awet correlations with data from References [17–19].

The correlation of Awet with Rdes has a higher variance than the other three. Awet correlates very
well with MTOW, MPL and nmax (r2 > 0.95). For this study, the MTOW correlation is chosen because
it has the highest r2 value and MTOW is the most general and robust aircraft parameter to compare
against. It could also be used for retro fitted cargo aircraft, which is not possible for nmax. However,
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the other correlations might be useful for a first Awet assessment prior to the MTOW calculation in
the conceptual design phase. The correlations are limited to their source data that is, they may not be
used outside the range of the source data. They may be used for future aircraft that is, hybrid electric
aircraft if no significant change in the respective correlation is expected due to for example technology
changes. From the heat transfer modelling (cf. Section 3) it becomes apparent that solely knowing the
total wetted area of the aircraft (Awet,tot) is not sufficient even for the simple correlations that are used
in this study. The distribution of Awet,tot among the component groups mentioned in Section 2.1 is
investigated. No correlation is found with any of the x-parameters from Table 2. The share of each
component of Awet,tot (Awet,i) is rather constant. Therefore, a mean is applied and the results are listed
together with the standard deviation (σ) for each mean in Table 3.

Table 3. Awet,i/Awet,tot for each component.

Component Awet,i/Awet,tot(%) σ(%)

Fuselage 49 3.80
Wing 31 3.55

Nacelles 7 1.49
Horizontal Tail 8 1.21

Vertical Tail 5 0.83

2.3. Propulsive Power

To put the available cooling power (Qav) in perspective with the required cooling power (Qrq) an
estimation of the expected waste heat is necessary. The quantity of waste heat of a future propulsion
system will depend on many factors, especially the propulsive power (Pprop), the transmission efficiency
(ηtrans), which includes all losses from shaft power (Psha f t) to Pprop, the Degree of Power Hybridization
(HP) [22] of the drive train and the overall electric efficiency (ηec). Calculation of the exact heat loads
over the entire mission are part of a detailed iterative design process. For a first estimation, simple
methods are applied to estimate the waste heat during take-off, which is likely to be one of the most
critical mission points with regards to cooling requirements. Starting from the take-off thrust (FTO),
which is available in the data set, Qrq is derived:

Qrq = (1 − ηtrans) · Pprop · HP · (1 − ηec) (2)

with Pprop as:

Pprop = FTO · vTO (3)

With vTO being the take-off velocity, which is calculated based on Sea Level (SL) conditions with
dTISA = 0 and Ma = 0.2 as representative MaTO. The FTO values are obtained from another linear fit
of the log-log scaled data over MTOW. The resulting fit (Equation (4)) is shown in Figure 2. It has an
r2 value of 0.983.

log10FTO = 0.913 · log10MTOW + 0.895 (4)
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Figure 2. MTOW–FTO correlation with data from References [17–19].

3. Surface Heat Transfer

In this section, the applied heat transfer models are described. The sensitivity of the methods to
changes in geometry is tested and the impact of surface heating on drag is assessed.

3.1. Modeling

Flat plate models with uniform temperature distribution are used for heat transfer calculations for
all components. Correlations for the local Nusselt number (Nux) from References [23–25] are applied
to calculate local heat transfer coefficients (αx), which requires a local discretization of the geometry
in flow direction. The trapezoidal shaped components (wing and tail planes) are also discretized in
span wise direction to account for the different flow lengths and corresponding Reynolds numbers
(Rex). Incoming solar radiation is accounted for in the overall heat balance by means of a material
absorption coefficient and an incoming radiation power (Prad) on all surfaces that are exposed to
the sun. Unless stated otherwise an absorption coefficient of 0.25 typical of white paint and Prad
of 1362 W/m2, which is the constant value outside earth’s atmosphere [26] are assumed. For each
component, half of Awet is considered to be exposed to Prad. Those are conservative assumptions since
Prad has a slightly lower value even at the highest flight levels than the above-mentioned value outside
the atmosphere. Detailed descriptions of the used convection correlations and heat balances can be
found in Reference [16]. The used 2D methods are less precise than for example 3D Computational
Fluid Dynamics methods but they are sufficient for a first quantification of the surface cooling power
in the conceptual design stage.

3.2. Sensitivities

The aforementioned local discretization of the heat transfer calculation depends on Rex. Section 2.2
focuses on correlations of the total and component wise Awet. However, to calculate Rex more knowledge
of the geometry is required. For example, two fuselages with the same Awet have different Rex

distributions if their slenderness ratios (Λ) differ. To account for these effects, the geometric model of
the components is refined. For cylindrical components (fuselage, nacelle) the sensitivity of Λ is studied:

Λ = l/d (5)

With length (l) and diameter (d). Wing and tail components are modelled as single section trapezoids
with no leading edge sweep. Their geometries, specifically the span-wise chord distribution can be
fully defined with the help of their Aexp, aspect ratio (AR) and taper ratio (λ) [20]. The following
sensitivity studies are conducted around TO conditions. It is one of the most critical conditions for
TMS design, because of the low air flow velocities, high ambient temperatures (Tamb) and large cooling
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demand (Qrq) due to maximum propulsive power. Unless otherwise specified, the values in Table 4
are assumed for the wing sensitivity studies. The values are not specific to any aircraft but generally lie
inside the range of the given data. Rex,c is the critical Reynolds number and Tsur f the average surface
temperature. In a real cooling application, the surface temperature would most likely not be uniform
but have a gradient in the direction of a hot side flow underneath the surface. However, in this first
approximation an average Tsur f is assumed for simplification.

Table 4. Wing sensitivity study parameters.

Parameter Value

Aexp 200 m2

AR 12
λ 0.29

Rex,c 5 × 105

Tsur f 320 K

3.2.1. Transition Location

Flat plate heat transfer correlations distinguish between laminar and turbulent flow. They rely
on the knowledge of a critical location (xc) where transition occurs. Usually xc is defined by Rex,c

which according to Reference [24] is between 1 × 105 to 3 × 106 depending on free stream turbulence
and surface roughness. Detailed transition modelling is a complex research area and beyond the
scope of this work. However, a sensitivity study with varying Rex,c and Ma ranging from slow taxiing
Ma = 0.01 to representative TO Ma = 0.2 is conducted. The results of the theoretically available
cooling power (Qav) as well as the relative Qav compared to the Qav at the lowest Rex,c for each Ma
(QRe,x,c,min) are displayed in Figure 3.
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Figure 3. Transitional Reynolds number sensitivity.

An increased Ma results in increased Qav because of the increased effects of forced convection.
Shifting Rex,c to higher values, results in a decrease in Qav. Turbulent flows favour heat transfer
more than the structured flow in laminar regions because of the increased particle mixing within the
boundary layer. With increased Rex,c the portion of Aexp with laminar flow increases. For very low
Ma increasing Rex,c beyond 2 × 106 results in laminar flow on the entire surface. A further increase
in Rex,c has no additional effect. The transition point has a large influence on Qav. For 3D wings,
transition is more complex than defining an Rex,c and assuming instantaneous transition. This study
does not accurately account for real transition effects. The results in Section 4 assume fully turbulent
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flow areas downstream the transition location. Therefore, the results of this study cannot directly be
used for concepts with enhanced laminarity such as natural laminar flow (NLF) wings. Covering these
advanced aerodynamic concepts is part of future work.

3.2.2. Wing Aspect Ratio

AR is varied from 6 to 18—a range that includes all aircraft used for the correlations in Section 2
and also leaves margin for possible future aircraft with increased AR. The results of Qav as well
as the relative Qav compared to the Qav at the lowest AR for each Ma (QAR,min) are displayed in
Figure 4. For better comprehension of the trends in Figure 4, the effect of increasing AR on the local αx

distribution for the lowest and largest Ma are illustrated with heat maps in Figure 5.
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Qav increases with Ma, because the forced convection increases, due to increasing Re. Depending
on Ma, Qav increases or decreases with increasing AR. More specifically for the lowest Ma of 0.01,
Qav decreases with increasing AR. For all other Ma used in the study Qav increases with AR. Two
counteracting effects are the reason:

1. In general, αx decreases along x because of the increasing thickness of the thermal boundary layer
(δT). Therefore, higher AR favours heat transfer because for the same area, the average chord
length is lower (cf. Figure 5 bottom graphs).

2. The front section of the wing is laminar, which results in small αx. A higher AR increases the
span and, thus, the laminar portion of the plate’s total area (cf. Figure 5 top two graphs). The xc

depends on Ma. For low Ma the transition occurs further downstream, which means that this
second effect contributes more.

Tripling the aspect ratio results in ±8% Qav depending on Ma. The sensitivity is too weak for the
expected precision of this study that aims to determine the order of magnitude of the surface cooling
power. Hence, it is not regarded in the following studies.

3.2.3. Wing Taper Ratio

λ is varied between 0.1 and 1.0. The same Ma range as in the previous sections is applied.
Variations in Qav do not exceed ±2% with slight advantages for the non-tapered wings (λ = 1.0).
The aforementioned effect of increasing flow length is positive for heat transfer of tapered wings near
the wing tip but negative near the root, which leads to its equalization after integration over the entire
span. As with the AR sensitivity, the effect is too small to be further considered in this work.

3.2.4. Fuselage Slenderness Ratio

For a fuselage with Awet = 1600 m2, Λ is varied from 5 to 15 within the same Ma range as the
previous sensitivity analysis. Regardless of Ma, the change in Qav from the lowest to the highest Λ
value is around −8%, again due to the increasing flow length with increasing Λ. The effect is also within
the expected precision of this study. For further investigations, Λ = 12 is used, which is conservative as
it is one of the highest Λ values found in today’s aircraft for example, for the Airbus A340-600.

3.3. Drag

For any aircraft component, which contributes to the aircraft’s drag, local surface temperature can
influence the aerodynamics of air passing the component surface at a certain velocity and with certain
fluid characteristics. The two main occurring effects depending on the fluid’s initial state are:

1. Transition delay of initially laminar flow
2. Drag alteration of fully turbulent flow

As the skin friction coefficient (c f ) is significantly smaller in laminar than in turbulent flow, total
skin friction drag (Df ) of a surface can be decreased by moving the transition location downstream that
is, by increasing the laminar length. During the last centuries, laminar flow control approaches have
been studied intensively as a means to decrease drag. As such, surface temperature alteration can be
employed to decrease the growth rate of unstable disturbances in the fluid and thus, to repress transition
from laminar to turbulent flow [27]. The application of this method was shown in experiments by for
example, References [27,28]. Two different approaches apply [29]:

1. Heating/cooling of the whole wetted surface area
2. Strategic heating/cooling of a part of the wetted surface area

In the two-dimensional case, Tollmien-Schlichting instabilities, which dominate the laminar
boundary layer, are mitigated by cooling of the near wall boundary layer. In accordance with theory,
flat plate experiments showed that the cooling of a surface leads to an increase of Rex,c and a
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downstream movement of xc [28]. The effect is reversed when the surface is heated: the destabilizing
effect of the temperature increase in the boundary layer dominates and xc moves upstream [27].

However, the stabilizing effect of cooling can also be utilized when a portion of the surface is
heated at strategic locations. For a two-dimensional case, it was shown that heating a portion of a
surface where stable laminar flow is present (preferably the leading edge) followed by a cool that
is, unheated, “relaxation” surface downstream can lead to a preferable downstream movement of xc.
The heated wall has to be situated in the region where Tollmien-Schlichting waves start to develop
in the laminar boundary layer. The temperature of the near wall boundary layer is increased and
when the fluid reaches the cooler wall further downstream, the temperature of the boundary layer
is higher than the wall temperature. The boundary layer is cooled down and the growth rate of the
unstable disturbances is decreased. The transition point moves downstream. If the surface is heated in
an unstable flow region, the effect is reversed [27,29,30].

In three-dimensional airflows, however, cross-flow instabilities determine the boundary layer.
Dovgal et al. showed that in this case, a temperature increase of the near wall boundary layer fosters
cross-flow instabilities no matter if the whole surface or only a part of the surface is heated. The transition
location moves upstream resulting in an increased Df [27,30]. Thus, for any three-dimensional aircraft
component, localized and global surface heating in the laminar flow region facilitates laminar to
turbulent transition and increases Df .

In contrast, when the boundary layer is fully turbulent, different mechanisms govern the flow:
Heating of the near wall boundary layer reduces the turbulent Df . Kramer et al. conducted wind
tunnel experiments and flight tests in 1999. They found that an increase of the near wall boundary layer
temperature leads to a decrease of Rex, which in turn leads to a reduced local skin friction force [31].
For a body similar to a fuselage, they showed that the heating of the fore body leads to a higher drag
reduction than the heating of the aft body, whereas the heating of the whole body has the highest drag
reduction potential. The findings are supported by a numerical evaluation of the effect of heating on
the turbulent boundary layer flow over slender and bluff fuselage-like bodies conducted by Lin and
Ash in 1986 [32]. The following theoretical deviation of Df as a function of wall heating for a smooth
flat plate is based on the deviation proposed by Reference [31].

The length Reynolds number is defined as:

Rex =
ρ · v · x

μ
(6)

For Rex = 106 − 108, the turbulent c f for a flat plate of length x can be expressed with K = 0.036,
m = 6 by Reference [33]:

c f =
K

Re
1
m
x

(7)

Total skin friction drag of a flat plate with the length x and total area A for a turbulent boundary
layer is defined as [33]:

Df = c f · 1
2
· ρ · v2 · A =

0.036
2

· ρ

ρ
1
6
· v2

v
1
6
· x

1
6 · μ

1
6 · A. (8)

Assuming a constant heated surface temperature (Th) along x, the temperature ratio of unheated
air (Tu) and Th is defined as:

TR =
Th
Tu

(9)
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Applying the ideal gas law leads to ρ = f (1/T) and the dynamic viscosity of air can be simplified
to μ = f (T). Thus:

ρh
ρu

=
Tu

Th
=

1
TR

(10)

μh
μu

=
Th
Tu

= TR (11)

Rex,h

Rex,u
=

ρh · vh · μu

ρu · vu · μh
=

(
1

TR

)2
(12)

When the wall is heated (TR > 1), Rex decreases with increased temperature. In consequence,
c f increases. However, the change in ρ has a larger effect on Df than the change in c f :

Df ,h

Df ,u
=

ρ
5
6
h

ρ
5
6
u

· μ
1
6
u

μ
1
6
h

=

(
1

TR

) 5
6 · TR

1
6 =

(
1

TR

) 2
3

(13)

and therefore if Th > Tu → Df ,h < Df ,u. The higher the wall temperature compared to the ambient
temperature, the higher the drag decreasing potential. All simplified relations are depicted in Figure 6.
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Figure 6. Theoretical impact of wall heating/cooling on a smooth flat plate turbulent boundary layer
density, skin friction coefficient, skin friction drag force and boundary layer 99% thickness compared to
an unheated wall. Valid for Rex = 106 − 108.

Wall heating not only has an impact on skin friction drag but also effects the pressure drag.
The turbulent boundary layer velocity profile thickens, because [34]:

δ =
0.37x

Re
1
5
x

. (14)

For a flat plate, the pressure gradient is zero at all locations. For a slender body (fuselage) or lifting
surface (wing, tail planes), however, the pressure gradient varies in stream wise direction. Therefore,
for a three-dimensional curved body, the heating of the wall has an effect on the (not-separated)
pressure drag as shown by Lin and Ash. The heating of the wall increases the turbulent displacement
thickness (δ∗), which in turn leads to a slight increase in pressure drag [32]. In addition, the boundary
layer shape factor is increased. Thus, the adverse pressure gradient is increased, causing an earlier
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flow separation [32,35]. The effect of wall heating on pressure drag is small compared to the effect on
skin friction drag [32].

In summary, in regions in which the boundary layer is laminar, an increased temperature leads
to an earlier transition and, thus, to an increase in total Df . To make use of the beneficial effect of
wall heating on the turbulent drag force, the surface of aircraft components should preferably be
heated only in regions in which a fully turbulent boundary layer is present. This means that for
example, the fuselage nose (cockpit area) or wing leading edge (slats etc.) should not be used for heat
disposal. For aircraft concepts that unite different technologies, which emit excessive heat and aim
at an increased laminar flow control, detailed studies have to be conducted, compromising excessive
heat disposal and drag reduction approaches.

4. Surface Cooling Potential

For the following studies the simple correlations derived in Sections 2 and 3 are combined
to estimate Qav depending on MTOW. The calculated Awet is reduced for each component to
account for more realistic cases with unusable surface area in each component. These reductions
are based on observations and estimations from drawings in manufacturer’s documents such as in
References [18,19].

4.1. Area Reduction Assumptions

In Section 3.3 it was shown that heating surfaces underneath laminar flow has a negative effect on
aircraft drag. Therefore, areas at the front of each component are avoided as locations for surface heat
exchangers. Independent of the size of the aircraft, the first 4 m of the fuselage are not used because
cockpit, sensors and nose landing gear bay are located here. In addition, the contraction of this part is
responsible for the overestimation of Awet of the fuselage in Section 2. The rear 15% of the fuselage
length are also not used because of the tail plane attachments, the auxiliary power unit (APU) and
again the contraction that lead to an overestimation of Awet. For the remaining fuselage middle section,
a stripe of 0.5 m width is spared on both sides to account for the windows. Another 10% is subtracted
from the total middle section area to account for passenger doors, cargo doors and landing gear doors
as well as sensors and air openings. The wing leading edge and trailing edge (20% chord length each)
cannot be used as a heat sink due to slats, flaps and other control surfaces. Only the forward 50% of
the nacelle length is used to account for possible thrust reversers installed in the back. The rear 33%
of the horizontal and vertical tail plane’s chord length are not used because of the installed control
surfaces. In the following, all remaining surfaces are employed for heat rejection.

4.2. Cooling Potential for Typical Operating Points

Qav is investigated in multiple typical operating points: TO, HTO, CL and Cruise CR. The atmospheric
conditions (Ma, alt and dTISA) of each operating point are listed in Table 5. The design space includes
MTOW over the entire range of the database used in Section 2.1 as well as Tsur f ranging from 320 K to
400 K. Tsur f has to be lower than the maximum allowed operating temperature of electric components,
which for motors can be up to 180 ◦C [36] but are significantly lower for batteries. The actual Tsur f
depends on the installed drive train and the hot side of the cooling system. This study shows Qav for a
wide range of Tsur f in Figure 7.

Table 5. Investigated operating points.

Opearting Point Ma (-) alt (m) dTISA (K)

TO 0.2 0 0
HTO 0.2 0 +20
CL 0.5 5000 0
CR 0.8 10,000 0
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Figure 7. Qav in multiple operating points for aircraft equipped with surface heat exchangers.

Figure 7 can be used to estimate Qav of any tube and wing aircraft with known MTOW. For example,
the A320 sized aircraft from Section 2.2 has an MTOW of 71,000 kg. Assuming Tsur f of 360 K an
estimated Qav of approximately 250 kW in HTO—the most critical condition—results. In contrast,
the same aircraft with the same Tsur f would be able to reject about 7 MW of heat in CR. In all
operating points, Qav increases with MTOW, because Awet increases. The slope of Qav decreases
with MTOW, because the MTOW–Awet correlation is weakly logarithmic and because aircraft with
higher MTOW have increased flow lengths on all surfaces, which results in lower αx towards their
rear ends (cf. Section 3.2). Qav also increases with increasing Tsur f due to the higher temperature
difference to the ambient. In the HTO case, Qav is about five times as large for Tsur f = 360 K than
the value corresponding with Tsur f = 320 K over the entire MTOW range. The high sensitivity is
due to a relatively high ambient temperature (Tamb), resulting in an increase of heat transfer driving
temperature difference (ΔT) from Δ12 K to Δ52 K (roughly factor five). For CL and CR the relative
Tsur f sensitivity is not as strong because Tamb is lower. Over the entire MTOW range, Qav is about
twice as large for CR and CL compared to TO. The ratio even increases when comparing CR and CL
to HTO. The reasons for this large difference are the lower Tamb in CL and CR compared to TO and
HTO as well as the higher Ma that increases convection. The difference in Qav between CL and CR is
approximately 10% over the entire MTOW range for Tsur f = 320 K. The difference is less for higher
Tsur f and hardly noticeable for the largest Tsur f of 400 K. CR has a lower Tamb than CL which results
in a larger ΔT. The relative difference between ΔTCL and ΔTCR decreases with increasing Tsur f . Also,
for heat transfer, the total Tamb is relevant and due to the increased Ma in CR it is not smaller by the
same ratio compared to CL as the static Tamb. The increased flight speed should additionally result in
higher Nu in CR but the effect is reduced by the lower ρamb. More elaborate studies on the dependence
of forced convection on flight conditions can be found in [16].

4.3. Hot Day Take-Off Performance

Results from the previous section indicate that HTO is the condition with minimum Qav. Additionally,
the propulsive power is usually at its maximum during TO, which means Qrq is at its maximum as well.
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For an aircraft application, the most relevant metric is the ratio of Qav to Qrq (CQ). The following study
is conducted for HTO conditions. Qrq differs depending on the electric architecture and the mission
profile amongst others. For the first part of this study a fully power hybridized aircraft (HP = 1) is
assumed with estimated values for the efficiencies required by the methods shown in Section 2.3 listed
in Table 6. The effect of varying MTOW over the entire range of the database (cf. Section 2.1) as well
as Tsur f ranging from 320K to 400K is investigated. The results are shown in Figure 8a. For the second
part of the study different HP values are assumed and the required Tsur f to achieve CQ = 1 that is,
a Qav that matches Qrq is investigated. Figure 8b shows the results.

Table 6. Values for the estimation of Qrq.

ηtrans 0.5
ηec 0.9
HP 1.0
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Figure 8. Comparison of Qav and Qrq for hybrid electric aircraft in hot day take-off conditions. (a) Ratio
of Qav to Qrq for different Tsur f . (b) Required Tsur f to achieve CQ = 1.

A first observation is that Qav and Qrq are within the same order of magnitude during HTO.
Within the used parameter ranges values above and below unity exist for CQ. CQ is decreasing linearly
with Tsur f and hyperbolically with MTOW. Smaller aircraft have a favourable CQ. This is mainly due
to the increased flow length on all surfaces of larger aircraft but also due to the weakly logarithmic
behaviour of the MTOW–Awet correlation. For the smallest considered aircraft, CQ ranges between 0.2
and 1.8 depending on Tsur f . In contrast, the CQ range for the largest considered aircraft is between 0.1
and 1.0. In Figure 8b the required Tsur f during HTO to achieve CQ = 1 is depicted for different HP.
Tsur f grows linearly with HP because Qrq increases proportionally to HP. Tsur f grows logarithmically
with MTOW, which is expected from Figure 8a: Smaller aircraft have an advantage over large aircraft
with regards to potential cooling via existing aircraft surfaces. Taking the A320 sized aircraft from
Section 2.1 (MTOW = 71,000 kg) as an example again with HP = 1, Figure 8b shows that Tsur f of
about 370 K would be required during HTO to provide enough cooling power for the waste heat load
of the drive train. Heating up the surface to an average Tsur f of 370 K is going to be challenging in
an application with low grade waste heat potentially involving artificial measures such as vapour
compression cycles to increase the temperature at which heat is rejected. However, such systems add
weight and need power, which might diminish the benefits from a surface cooling system on aircraft
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level. A comparison of a conventional cooling system with a surface cooling system on aircraft level
will be performed in future studies. The results shown in Figure 8 are for steady state cooling in the
most adverse conditions. A dynamic model might reveal that requiring steady state cooling during
TO is unnecessary because thermal inertia of components and fluids can cope with temporarily high
heat loads that is, Qrq > Qav. The dynamic behaviour of surface cooling systems will also be part of
future work. The feasibility of using surface heat exchangers for cooling highly depends on Qrq and
the requirements for Tsur f are more relaxed for HP < 1. For the aforementioned example reducing
HP to 0.5 results in a 30 K decrease in required Tsur f to about 340 K. Thus, surface cooling might be a
viable option for aircraft with lower HP or can be used in combination with a conventional cooling
system for aircraft with large electrification to reduce heat exchanger size and drag.

5. Conclusions and Outlook

The potential of using the existing aircraft surfaces as heat sink for the waste heat of a (hybrid-)
electric drive train was investigated. First, empirical correlations were derived to predict an aircraft’s
wetted area (Awet) from its maximum take-off weight (MTOW). The database included aircraft ranging
from small regional aircraft to large twin aisle aircraft. The chosen correlation was a fit of the log-log
scaled data that had a coefficient of determination (r2) of 0.986. To assess the ratio of available cooling
power to required cooling power (CQ), a simple estimation of the waste heat based on take-off thrust
was used. Heat transfer from wetted surfaces was modelled via flat plate correlations. To apply them,
the total Awet was divided into five component groups: fuselage, wing, nacelles, horizontal tail and
vertical tail. The mean of the relative area share was calculated for each component.

Sensitivities of the heat transfer model were studied. The flow transition had a considerable
impact on the predicted heat flow. The applied methods in this work did not include accurate transition
prediction. The detailed analysis of the heat transfer potential of surfaces with large laminar shares
are part of future work while the results of this study may be used for concepts where turbulent
flow dominates. Other sensitivities investigated were wing taper ratio and aspect ratio as well as
fuselage slenderness ratio. Their impact was too small to be further considered because it was below
the expected uncertainty level from the modelling simplifications. A qualitative assessment of the
impact of surface heating on the aircraft’s drag was performed. When heat is added to a laminar flow
region an increase in skin friction drag is expected. The opposite is true for fully turbulent flow regions
where heat addition reduces skin friction drag. A quantification of the expected effects is part of future
work. Combining the findings for the drag with the flow transition sensitivity of the heat transfer leads
to the conclusion that surface heat exchangers should only be installed in fully turbulent flow regimes
to avoid a negative impact of surface heating on the aircraft aerodynamics.

Additional area reductions to account for unusable surface area for example, windows, landing
gear doors and cockpit were applied and available cooling power (Qav) were calculated for a range of
MTOW over the entire database and average surface temperatures (Tsur f ) between 320 K and 400 K.
Qav was evaluated in four operating points: Take-off (TO), Hot Day Take-off (HTO), Climb (CL) and
Cruise (CR). Qav was largest in CR with about 7 MW for an A320 size aircraft and a medium Tsur f of
360 K. The most critical operating point was HTO with Qav of only 0.25 MW for the aforementioned
aircraft and Tsur f .

CQ was calculated in HTO. The smallest aircraft showed an advantage over larger aircraft with
CQ values ranging from 0.2 to 1.8 depending on Tsur f compared to 0.1 to 1.0 for the largest aircraft.

The results of this study may be used to quickly assess the feasibility of a surface cooling concept
for a (hybrid-) electric aircraft. Future work will include more detailed models for surface heat transfer.
Instead of assuming an average Tsur f , surface heat exchangers with a hot side flow will be modelled.
These models that can also be used in a dynamic simulation will allow a more detailed sizing of the
thermal management system. To assess heat transfer more precisely in a 3D flow field, numerical
methods will be developed Those methods may go beyond the scope of a conceptual aircraft analysis
and are part of more in-depth studies later in the design process.

113



Aerospace 2020, 7, 1

The impact of adding heat to the boundary layer has only been qualitatively assessed in this
work. Numerical methods will help to quantify the effect. Together with improved drag predictions,
mass and power estimations the concept will be compared to a similar aircraft with a conventional
cooling system to quantify its benefits. In addition, structural integration of surface heat exchangers
may be a challenge. The concept will be evaluated with regard to maintainability.
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Abbreviations

SRIA Strategic Research and Innovation Agenda
TMS Thermal Management System
ISA International Standard Atmosphere
TO Take-off
HTO Hot Day Take-off
CL Climb
CR Cruise
ACOC Air Cooled Oil Cooler
SACOC Surface Air Cooled Oil Cooler
APU Auxilliary Power Unit
MTOW Maximum Take-off Weight
MPL Maximum Payload
Roman Symbols

A Area
dT Temperature deviation
T Temperature
alt Altitude
Ma Mach number
Q Heat rate
n Number
R Range
r2 Coefficient of determination
H Degree of Hybrdization
P Power
F Thrust
v Velocity
Nu Nusselt Number
Re Reynolds Number
AR Aspect Ratio
l Length
d Diameter
x Coordinate in flow direction
c Coefficient
D Drag Force
TR Temperature Ratio
CQ Ratio of Heat Rates
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Greek Symbols

σ Standard deviation
δ Boundary layer thickness
Δ Difference
η Efficiency
α Heat transfer coefficient
λ Wing taper ratio
Λ Slenderness ratio
ρ Density
μ Dynamic Viscosity
Subscripts

wet wetted
rq required
exp exposed
sim simplified
act actual
max maximum
des design
tot total
av available
trans transmission
ec electric
rad radiation
sur f surface
c critical
min minimum
f friction
h heated
u unheated
amb ambient
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Abstract: This paper analyzes the health and performance of the 12-stage axial compressor of the
TV3-117VM/VMA turboshaft operated in a desert environment. The results of the dimensional
control of 4800 worn blades are analyzed to model the wear process. Operational experience
and two-phase flow simulations are used to assess the effectiveness of an inlet particle separator.
Numerical modal analysis is performed to generate the Campbell diagram of the worn blades and
identify resonant blade vibrations which can lead to high cycle fatigue (HCF): mode 7 engine order 30
in the first stage and mode 8 engine order 60 in the fourth. It is also shown that the gradual loss of
the stall margin over time determines the serviceability limits of compressor blades. In particular,
the chord wear of sixth-stage blades as high as 6.19 mm results in a reduction of the stall margin
by 15–17% and a permanent stall at 770–790 flight hours. In addition, recommendations setting out
go/no-go criteria are made to maintenance and repair organizations.

Keywords: gas-turbine performance; turboshaft; axial compressor; blade; FEM; CFD; erosion; wear;
stall margin; compressor surge; brownout

1. Introduction

Long-term engine performance in adverse operating conditions is one of the main prerequisites
for successful helicopter missions. Unlike airplanes, helicopters have to hover for a long time above the
ground, often raising a cloud of dust and causing a brownout. Therefore, the ability to ensure long-term
operations at elevated dust concentrations is one of their most important features. Studies on the
impact of environmental particles on the efficiency of helicopter engines were already being carried
out during the development of the first helicopter types [1].

The gas path of the helicopter engine operated in a dusty environment is exposed to
contamination [2,3]. Deposition of particles on aerofoils [4,5] and the heat transfer surfaces of the air
cooling system [6] can lead to the deterioration of the aerodynamic and thermodynamic properties of
these components. Moreover, given that dust particles (no matter how small they are) have abrasive
properties, they also cause erosive wear of the engine components and contribute to various types of
structural damage [7–9]. Erosive wear of compressor blades leads to reduction in the stall margin of
the compressor, an increase in the likelihood of fatigue damage of compressor blades due to changes
in their natural frequencies of vibration, and a decrease in the efficiency of the engine due to the wear
of the gas path.
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Rotating components are sensitive to mechanical damage caused by solid particles [10]. Models
describing their impact and related erosive damage have been proposed by many researchers, such as
Finney [11], Bitter [12], and Sheldon [13], but predicting the actual aerofoil degradation is still difficult.
The main factors affecting the magnitude of erosion consist of the angle of collision, velocity and
particle size, blade surface properties, and particle concentration. Van der Walt [14] showed that the
wear rate of the aerofoils is directly proportional to dust concentration. The mechanical properties of
the material are also an important parameter influencing the mechanisms of erosion [15,16].

Eustyfeev [17] performed experimental and theoretical studies of compressor blades eroded by
solids to determine the erosion resistance of the blade material EI-961. The limiting ratio of the particle
size to their velocity of contact with the material was determined. However, the experiment was
performed on a cut-out sample, not on a real blade, as well as on one type of material, that is EI-961
steel, while most blades of modern compressors are made of titanium alloy.

Batcho [18] and Singh [19] analyzed loss of performance caused both by erosion and deposition.
The impact of ingested particles on engine operation depends on the physical and chemical properties
of the dust, its composition and concentration. Particles deposited on compressor aerofoils change
their geometry and roughness, which leads to a decrease in the efficiency, and consequently, reduces
the pressure ratio and performance of the compressor [20].

The time between overhauls (TBO) of an engine operated in a highly dusty environment is much
less than that set out by the manufacturer and is reduced by the erosion of the compressor blades.
The statistical analysis [21] showed that engines with eroded compressors represent the largest group
of engines grounded due to compressor blade damage (30–35%). This value is comparable to the
ratio of engine removals due to foreign objects ingested from the runway during take-off (25–30%).
The share of aviation incidents, bird ingestion, or human errors during maintenance accounts for
15–20%.

The aim of this study was to assess the serviceability limits of the compressor blades of a helicopter
engine operating in a dusty environment. To achieve this goal, the following tasks based on the results
of the dimensional control of worn blades were performed:

• Establishing patterns of blade wear as a function of flight hours (FH) and dust concentration;
• Evaluating the increase in the natural frequency of blades by modeling the geometry of worn

aerofoils over the engine operating time;
• Development of a methodology for modeling the flow through the axial compressor;
• Calculating the compressor maps describing the blades with different degrees of wear.

2. Methods

The TV3-117 turboshaft (Figure 1) with a maximum power of 1640 kW and overall pressure
ratio of 9.4 belongs to one of the world’s most popular helicopter engines. It rotates anticlockwise
(looking from aft to fore) and has a 12-stage axial compressor with a subsonic inlet and variable inlet
guide vanes. Close to the blade tip, the Mach number is M = 0.8–0.92. The tip radius is 163 mm.
The number of blades in subsequent stages are as follows: 37, 43, 59, 67, 73, 81, and 89 in further stages.

This work aims to analyze and predict the erosive wear of the TV3-117 engines powering the
Mi-8MTV and Mi-24 helicopters in the desert environment of the Republic of Algeria. The region of
North Africa and the Middle East is known for extreme ambient temperatures, a high concentration of
dust, and sand dispersing up to a height of 6000 m, which is the helicopter operation zone. For example,
in North Sudan, dust concentration is 1.3 g/m3, and in Algeria 1.3–1.6 g/m3. The size of particles
ingested into the gas path ranges from 0.01 to 2 mm.

The operation of gas-turbine engines in the regions described above, with a high content of
dust and sand, inevitably leads to deterioration of the engine [22,23]. Airborne particles may cause
substantial erosive wear of compressor blades. As a consequence, tip clearance is widened and the
aerofoil profile is modified—in particular, the chord length and the blade thickness appear to decrease,
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especially above 66% of the span (Figure 2). This leads to a reduction in the compressor pressure ratio
and ultimately a reduction in the efficiency of the entire engine.

Firstly, a statistical analysis was carried out to study the nature of compressor wear and to
determine its critical components. On the basis of the subsequent regression analysis, patterns of wear
of the blades of all compressor stages as a function of engine operation time and dust concentration
were established.

The obtained patterns of the chord wear of blades of all compressor stages were used to predict
their geometry, depending on the engine operating time. This allowed for the simulation of the flow
through the worn compressor and modeling blade vibration, and a determination of the serviceability
limit of the blades in terms of structural integrity and stall margin.

For the analyzed engines, the observed impact of erosion on compressor performance was several
times greater than deposition due to high dust concentration and fair inlet protection. Moreover,
compressor fouling can be reversed by washing. Therefore, particle deposition is not taken into
account in this work.

Figure 1. TV3-117 turboshaft [24].

Figure 2. Erosive wear of compressor blades.

2.1. Blade Inspection

The inspected engines were grounded and torn down for one of two reasons: Either due to the
chord wear of first-stage blades higher than 2 mm at the tip; or due to exceeding the threshold levels
of performance parameters such as the gas generator speed n1 or the turbine inlet temperature (TIT).

The dimensional control of blade geometry was performed by measuring the chord and the
thickness of the profile at various sections as well as blade height. Ten blades were selected for the
evaluation from each stage of 40 engines [25]. In total, 4800 blades were inspected. Statistica 12 was
used to analyze the results.

The inspected engines were initially divided into two groups. The first one included those that
were operated without a particle separator (IPS), and the second with an IPS.
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2.2. Structural Analysis

Compressor blades of modern turboshafts are characterized by thin profiles and relatively low
stiffness, hence forced vibration presents a notable threat to them [26,27]. Compressor blades absorb
intensive static and dynamic loads. When rotating under large centrifugal forces, the blades are
deformed, which leads among others to a decrease in their twist. As a result of unsteady flow forces,
compressor blades vibrate relative to their static deformations. The distribution of dynamic stresses in
blades has to be determined to ensure that they remain below the fatigue limit of the material [28,29].

The erosive wear of blades has a significant impact on their strength, which was confirmed by
Hamed [1,30]. The properties of the blade surface and its ability to withstand erosion are one of the
key factors that determine the reliability of the system, since a variety of surface irregularities can lead
to stress concentration that increases the risk of high cycle fatigue (HCF) [31–34].

The main reason for forcing blade vibration is an irregularity of flow in the circumferential and
radial direction. The frequencies of the driving forces are multiples of the rotor speed (engine orders)
that are equal to the number of obstacles around the circumference, e.g., the number of guide vanes
and struts in the gas path. When the speed changes, a number of resonant frequencies can be excited.
To predict the frequencies of resonant vibration, a modal analysis of blades and the Campbell diagram
are necessary [35,36].

Vibration frequencies and operational deflection shapes can be determined with a certain degree of
accuracy by numerical methods, in particular using volumetric finite element models (FEM). At present,
this research method is preferred, since the analytical method of calculating frequencies and vibration
modes is not suitable for the complex geometry of aerofoils.

Blade geometry was measured using 3D scanning, followed by postprocessing in the CAD system
ASCON KOMPAS 16.0. Geometry models of compressor blades were developed in Unigraphics NX8.
Compressor blades operated in a dusty environment were described using parameterized solid-state
models. By varying the blades height, chord length, and thickness in the corresponding sections of the
aerofoil, several variants of blade geometry were generated.

The grid models of blades, created with the ANSYS ICEM CFD grid generator, consisted of
15–18 thousand hexagonal SOLID 185 elements. The natural frequencies of blades were calculated by
the ANSYS 14.5 solver.

2.3. CFD Model

The 3D flow calculation, with an ideal gas as the working fluid, was based on the Navier–Stokes
equations and the finite element method (FEM), implemented in the ANSYS CFX solver. The mesh
was created in ANSYS Turbo Grid to model the operation of the compressor (Figure 3). A separate
mesh flow model (domain) was designed for each stage (Figures 4 and 5). The domains were designed
taking into account the possibility of air flow leaking in the radial gap (Figure 6) by adding the interface
in the blade tip. The compressor model consisted of 26 domains (Table 1).

The following grid parameters were considered when building the grid:

• ATM optimized topology ensures a high-quality mesh with hexahedral elements for
twisted aerofoils;

• Parameter y± size of the first wall element has a value within (80–160) units;
• The ratio of the dimensions of the elements does not exceed 6.

First, the flow calculation was performed for two rotational speeds: 95% and 98%, where 1%
corresponds to 195.37 rpm. An ambient air temperature of 288 K and pressure of 101.325 kPa were
assumed. Each rotational speed of the compressor rotor corresponds to certain angles of the variable
inlet guide vanes (VIGV) and guided vanes of the further four stages.
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Table 1. Computational fluid dynamics (CFD) domain and mesh parameters.

Domain Number of Nodes Number of Elements

VIGV 721,686 687,199
Rotor 1 809,883 768,068
Stator 1 708,708 664,875
Rotor 2 807,087 768,737
Stator 2 695,730 646,335
Rotor 3 801,327 748,912
Stator 3 682,752 643,632
Rotor 4 796,419 757,004
Stator 4 669,777 630,693
Rotor 5 791,046 739,303
Stator 5 656,799 612,532
Rotor 6 783,924 744,989
Stator 6 643,821 608,066
Rotor 7 768,588 727,334
Stator 7 630,843 599,284
Rotor 8 765,987 724,804
Stator 8 617,865 573,627
Rotor 9 762,795 725,798
Stator 9 604,887 574,900
Rotor 10 761,880 715,822
Stator 10 591,909 549,479
Rotor 11 754,461 703,549
Stator 11 578,934 543,629
Rotor 12 753,300 710,338

Deswirl 1 565,956 536,180
Deswirl 2 559,467 522,532

Total 18,285,831 17,227,621

Figure 3. CFD model of the compressor.

Figure 4. Mesh of the flow through the inlet and variable inlet guide vanes.
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Figure 5. CFD mesh for the first-stage blade.

Figure 6. Mesh in the tip gap.

To reduce the required computing power, a single blade with cyclic symmetry along the lateral
boundaries of the domain was modeled for each compressor stage. Stage interfaces (Mizing-Plane)
between fixed and rotating domains were defined, which allowed for interpolation between
interconnected grids, taking into account the laws of mass conservation.

The choice of the turbulence model depends on the nature of the turbulent flow, the required
accuracy, the available time and computational resources. The SST K-ω turbulence model of Mentera
was chosen as more accurate and reliable for the class of flows with a positive pressure gradient.
The residual RMS error of 1 × 10−6 was assumed as a satisfactory condition of computational fluid
dynamics (CFD) convergence and it was achieved after 600–870 iterations.

CFD results were used to estimate the compressor maps, as in another paper about this
turboshaft [37]. The mass flow rate was measured at the outlet of the compressor. Each operating point
corresponded to a certain mass flow, in the range from 4 to 11 kg/s.

2.4. Modeling Two-Phase Flow through IPS

The modeling of multiphase flows presents a number of difficulties compared to single-phase
flows, since it is necessary to solve the equation of mass, amount of motion, and energy conservation

124



Aerospace 2019, 6, 132

for each phase separately. These equations are much more complicated than for the single-phase case,
because they have additional terms that govern the exchange of mass and energy between phases.
However, as a result of various concomitant physical phenomena and possible changes in the flow
regime, the exact values of many parameters are not always known [6].

To study the operation of the inlet particle separator, we describe multiphase dispersion flows,
in which there is a continuous and dispersion phase. The dispersed phases contained many particles
distributed in a continuous phase. The Euler model and the ANSYS CFX software were used for
modeling. The equations of mass, amount of motion, and energy conservation were solved separately
for each phase. In the equations of motion, the interfacial drag force and other forces observed
in multiphase dispersed systems were adopted. The calculations determined the local flow rate,
temperature, and volume fraction of the dispersed phase. A granulation model was used to account
for particle collision, friction, and density of the particles.

To simulate two-phase flow and obtain results on the velocity of motion and distribution of dust
particles in the air, the following assumptions were made:

• Geometric model of the separator;
• Concentration and chemical composition of dust;
• Pressure and air velocity in the separator;
• Flow model: two-phase;
• Full pressure at the inlet to the engine: 101,325 Pa;
• Exit velocity: 150 m/s;
• Temperature: 288 K;
• Turbulence model: K-ε;
• Dust concentration at the inlet: 2 g/cm2;
• Foreign particles material: quartz sand;
• Particle size: 10–50 μm in Case 1 and 50–100 μm in Case 2.

The IPS geometry, mesh, and other details are described in our previous publication [38]. Although
particle separation is not the subject of this work, the selected calculation results are presented here to
explain the wear process in engines operated with or without the IPS.

3. Results and Discussion

3.1. Chord Wear

The results of the dimensional control of the compressor blades show that the largest wear is
observed at the blade tip, while a much smaller wear is exhibited near the root (Figure 7). The chord
wear of Sections 2–4 can be expressed as a function of the wear of the tip section.

Figure 7. Chord wear of the compressor blade in specific cross-sections.
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The statistical analysis carried out for individual stages revealed the wear patterns caused by the
design features of the compressor [25]. Figure 8 shows the chord wear of the compressor blades for all
stages. For engines operated without IPS, the largest wear is observed for the first-stage blades, while
for engines operated with IPS, for the sixth-stage blades.

Engines belonging to the first category, operated without IPS, were grounded in accordance with
the current standards for the maximum allowable chord wear of first-stage blades i.e., 2 mm at the
tip. The effective TBO of the first category engines was only 150–200 FH, provided that it is nominally
1500 FH for this type of engine.

Engines from the second category, operated with IPS, were removed from service due to their
operating parameters, such as n1 speed and turbine inlet temperature beyond permissible limits.
The effective TBO for the second category was 600–650 FH which indicates a partial effectiveness of
the applied IPS [38].

Given the close correlation (R > 0.856) of chord wear among stages 2–12, it is possible to use
these regression dependencies for modeling compressor wear. The chord wear of the sixth-stage
blades is used as the independent variable. This choice is explained by the fact that, despite the
obvious advantages of using the first stage for the dimensional control of blades, which is the most
convenient in terms of monitoring and predicting the remaining useful life (RUL) without removing
and disassembling the engine, it does not correlate well with the wear of the remaining stages (R < 0.4).

The chord wear of stages 2–12 correlates with the wear of the sixth stage and can be estimated
using the linear regression.

ci = ai c6 + bi (1)

The dependence of the chord wear on the compressor blades on the engine operating time in a dusty
environment can be described by a second-order curve (Figure 9).

c6 = (4.69 × 10−6 t + 1.25 × 10−3) t δ, (2)

where δ is dust concentration in g/m3. For the analyzed fleet, the average concentration δ =1.6 g/m3

can be assumed:
c6 = 7.5 × 10−6t2 + 0.02t. (3)

Figure 8. Average chord wear of compressor stages for an engine operated without inlet particle
separator (IPS) or with IPS.

3.2. Modal Analysis of Blades

To assess the effect of wear on the natural frequency of the vibration, a modal analysis was
performed (Figure 10). For each stage, an individual Campbell diagram was developed describing the
nominal and worn profile of the aerofoil. Erosion significantly increases the natural frequencies of the
blades. The analysis reveals several resonances excited by engine orders. Some stages were identified
with a risk of resonance in the operating speed range (Figure 11).
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Figure 9. Chord wear of sixth-stage blades in function of flight hours.

Figure 10. Modal and kinetostatic stresses of the first-stage blade with a nominal (left) and worn
aerofoil (right) for n1 = 100%.
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Figure 11. Impact of erosion on the Campbell diagram for critical modes and stages.
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Stages and modes for which the risk of resonance is identified:

• M7 of the first stage resonates with the EO30 due to the number of the inlet guide vanes.
This resonance is possible at 4 mm chord wear at the tip;

• M8 of the fourth stage resonates with the EO60 due to the number of the guide vanes of this stage.
Resonance occurs when chord wear equals 6.3 mm.

3.3. Particle Separator

A particle separator cleans the air entering the engine from dust, sand, dry twigs, leaves, and
other foreign objects during taxiing, take-off, and landing from unpaved runways or landing areas [39].
When IPS is turned on, with the engine running, hot air from the compressor enters the dust ejector
nozzle. At the same time, as a result of centrifugal forces, part of the airflow entering the engine
is pressed to the rear of the central fairing and enters the separator inlet. Most of the cleaned air
passes through a separator to the engine inlet. Contaminated air, including foreign particles, enters
the dust exhaust pipe, in which a vacuum is created by the ejector. Thus, particles are expelled into
the atmosphere.

The results of modeling the speed and trajectory of foreign particles of various sizes flowing in
the gas path showed that most of the particles are separated along the internal curved surface of the
IPS due to the action of centrifugal forces. However, experience from the operation of helicopters in
a dusty environment shows that the use of a particle separator of this type does not solve the problem
of erosive wear of compressor aerofoils [38].

IPS is effective at separating large fractions of particles ranging from 50 to 100 μm, almost
completely cleaning the air supplied to the engine compressor (Figure 12). If the particle size is
relatively small—from 10 to 50 μm, about 20% of the particles enter the engine compressor bypassing
the IPS separator under the influence of viscous forces following the flow. (Figure 13).

Volume concentrationParticle speed m/s

120 180 240600

Figure 12. Velocity and concentration of large particles in the inlet of the turboshaft with IPS; particle
size 50–100 μm.

3.4. Stall Margin Analysis

To assess the effect of erosion on the compressor performance, the flow for the nominal (initial)
geometry of the blades, as well as the geometry corresponding to the engine operating time of 200,
400, 600, and 800 FH was simulated. Compressor pressure maps (Figure 14) and efficiency maps
(Figure 15) were calculated and validated by comparison with available test data from a compressor
rig and test cell.
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Volume concentrationParticle speed m/s

120 180 240600

Figure 13. Velocity and concentration of small particles in the inlet of the turboshaft with IPS; particle
size 10–50 μm.

The compressor maps plotted as a function of flight hours show that with increasing intensity of
blade wear, the pressure ratio and its efficiency decreases. Consequently, the stall margin (SM) is also
reduced (Figure 14). It was calculated using the following formula:

SM = 100%
(

πstall/ṁstall
πss/ṁss

− 1
)

, (4)

where πstall is the pressure ratio for the stall line, and πss is the pressure ratio for the steady state line.
A decrease in the stall margin of the compressor by 15% causes the appearance of a surge

during test-cell testing of TV3-117 engines. The analysis of flow through a compressor with blades
of varying degrees of wear (Figures 16 and 17) showed that as a result of erosive wear of rotor
stages 6–9, the compressor develops a stall in the high speed range, which leads to a surge. The reason
for this phenomenon was chord reduction and an increase in the radial clearance. For this reason,
the compressor operated in a dusty environment reaches its serviceability limit after 730–750 FH
(Figure 18).
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Figure 14. Dependence of pressure compressor maps on the operating time in a dusty environment.
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Figure 15. Compressor efficiency versus operating time in a dusty environment.
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Figure 16. Flow velocity in the new and worn compressor.

Figure 17. Flow velocity at 90% blade span.
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Figure 18. Stall margin of the compressor versus operating time in a dusty environment.

4. Conclusions

On the basis of the analysis of the geometry of the compressor blades of the TV3-117 engines
operated in a dusty environment, it was found that the wear of the blades in all compressor stages
occurs uniformly. When the particle separator is used, the largest chord wear is observed for stages
1–6. As a result of a close correlation of chord wear in stages 2–12, their wear can be related to the
sixth stage.

An original methodology was developed to assess the influence of erosive wear of blades on
compressor performance by modeling three-dimensional flow for various degrees of wear of all
rotor stages. It involves measuring the chord wear of blades, calculating the natural frequencies of
vibration whilst taking into account the aerofoil wear, numerical calculation of the compressor flow,
and analyzing the onset of stall. This approach in combination with established patterns of chord wear
over engine operating time allowed for the assessment of the serviceability limits of the blades.

On the basis of a modal analysis of compressor blades with different operating times,
the dependency of blade vibration frequency on the chord wear for all stages was established. It was
found that when the chord of the first-stage blades has worn more than 4 mm, M7 EO30 resonance can
occur. Similarly, chord wear of the forth-stage blades higher than 5.1 mm causes M8 EO60 vibration.
The HCF risk for the remaining stages is negligible.

The values of the maximum permissible chord wear of the blades of all stages are determined
by the criterion of stall margin of the TV3-117 turboshaft. The chord wear of the sixth-stage blades of
6.19 mm is critical because it is accompanied by a decrease in the stall margin of the compressor by
15–17%, which indicates the appearance of a permanent stall at 770–790 FH. An additional slot for the
optical inspection of the sixth stage was designed to allow for field maintenance (Figure 19).

Figure 19. New slot designed to inspect the sixth stage.
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The standards applicable today determine the maximum chord wear of a blade at the level of
2 mm at the tip, regardless of the use of particle separators. The criteria established in terms of natural
vibration frequency and the stall margin allow for an increase in the time between overhauls (TBO) by
200 FH. The defined serviceability limits of the blades enable helicopter users to significantly reduce
operating costs by extending the RUL of the engines operated in a desert environment.

The presented methodology can be utilized. However, further studies and more field data are
needed to estimate the wear rate of compressor blades operated in other environments. For lower
dust concentrations or more effective inlet protection, a more sophisticated model will be necessary
to describe particle deposition in the compressor as well as the hot section. Large fleets may require
machine learning tools to model significant amounts of diverse and variable data.
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δ dust concentration
η∗ compressor efficiency
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n1 Gas Generator Speed
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FEM Finite Element Method
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FOD Foreign Object Damage
HCF High Cycle Fatigue
IPS Inlet Particle Separator
ITWL Air Force Institute of Technology in Warsaw
MDPI Multidisciplinary Digital Publishing Institute
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RUL Remaining Useful Life
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TBO Time Between Overhauls
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VIGV Variable Inlet Guide Vanes

References

1. Hamed, A.A.; Tabakoff, W.; Rivir, R.B.; Das, K.; Arora, P. Turbine blade surface deterioration by erosion.
J. Turbomach. 2005. [CrossRef]

2. Szczepankowski, A.; Szymczak, J.; Przysowa, R. The Effect of a Dusty Environment upon Performance and
Operating Parameters of Aircraft Gas Turbine Engines. In STO-MP-AVT-272 Impact of Volcanic Ash Clouds on
Military Operations; The NATO Science and Technology Organization: Vilnius, Lithuania, 15–17 May 2017;
pp. 1–13. [CrossRef]

132



Aerospace 2019, 6, 132

3. Przysowa, R.; Gawron, B.; Kulaszka, A.; Placha-Hetman, K. Polish experience from the operation of
helicopters under harsh conditions. J. KONBIN 2018, 48, 263–300. [CrossRef]

4. Doring, F.; Staudacher, S.; Koch, C.; Weißschuh, M. Modeling particle deposition effects in aircraft engine
compressors. J. Turbomach. 2017, 139. [CrossRef]

5. Doring, F.; Staudacher, S.; Koch, C. Predicting the Temporal Progression of Aircraft Engine Compressor
Performance Deterioration due to Particle Deposition. In Proceedings of the ASME Turbo Expo 2017:
Turbomachinery Technical Conference and Exposition, Charlotte, NC, USA, 26–30 June 2017. [CrossRef]

6. Bojdo, N.; Filippone, A. A Simple Model to Assess the Role of Dust Composition and Size on Deposition in
Rotorcraft Engines. Aerospace 2019, 6, 44. [CrossRef]

7. Abdullin, B.R.; Akmaletdinov, R.G.; Gumerov, X.S.; Nigmatullin, R.R. K issledovaniyu raboty GTD v
zapylennoj atmosfere (Research of gas turbine engine operation in dust-filled atmosphere). Vestnik Samarskogo
Gosudarstvennogo Aehrokosmicheskogo Universiteta 2014, 5, 95–102.

8. Kramchenkov, E. Issledovanie Ehrozionnogo Iznashivaniya Materialov (Study of Erosive Wear of Materials).
Ph.D. Thesis, Gubkin Russian State University of Oil and Gas, Moscow, Russia, 1995.

9. Borkova, A.N. Erozionnaya Stojkost Aviacionnyx Materialov pri Soudarenii s Tverdymi (Pylevymi)
Chasticami (Erosion Resistance of Aviation Materials in Collision with Solid (Dust) Particles). Ph.D. Thesis,
All-Russian Institute Of Aviation Materials, Moscow, Russia, 2006.

10. Gas Turbine Engine Environmental Particulate Foreign Object Damage [EP-FOD]; The NATO Scientific and
Technology Organization: Brussels, Belgium, 2019. [CrossRef]

11. Finnie, I.; Stevick, G.R.; Ridgely, J.R. The influence of impingement angle on the erosion of ductile metals by
angular abrasive particles. Wear 1992. [CrossRef]

12. Bitter, J.G. A study of erosion phenomena. Part II. Wear 1963. [CrossRef]
13. Sheldon, G.L.; Kanhere, A. An investigation of impingement erosion using single particles. Wear 1972.

[CrossRef]
14. van der Walt, J.P.; Nurick, A. Erosion of Dust-Filtered Helicopter Turbine Engines Part I: Basic Theoretical

Considerations. J. Aircr. 1995, 32, 106–111. [CrossRef]
15. Finnie, I. Some observations on the erosion of ductile metals. Wear 1972. [CrossRef]
16. Khodak, M.O.; Vishnevskij, O.A. Eksperimentalni viprobuvannya ta prognozuvannya xarakteristik

abrazivnoi znosostoijkosti materialiv aviacijnix GTD (Experimental tests and prediction of the abrasion
resistance characteristics of materials of aviation gas-turbine engines). Aviacionno-Kosmicheskaya Texnika i
Texnologiya 2006, 7, 114–123.

17. Evstifeev, A.; Kazarinov, N.; Petrov, Y.; Witek, L.; Bednarz, A. Experimental and theoretical analysis of
solid particle erosion of a steel compressor blade based on incubation time concept. Eng. Fail. Anal. 2018.
[CrossRef]

18. Batcho, P.F.; Moller, J.C.; Padova, C.; Dunn, M.G. Interpretation of gas turbine response due to dust ingestion.
J. Eng. Gas Turbines Power 1987. [CrossRef]

19. Singh, D.; Hamed, A.L.; Tabakoff, W. Simulation of performance deterioration in eroded compressors.
In Proceedings of the ASME 1996 International Gas Turbine and Aeroengine Congress and Exhibition,
Birmingham, UK, 10–13 June 1996. [CrossRef]

20. Koch, C.C.; Smith, L.H. Loss sources and magnitudes in axial-flow compressors. J. Eng. Gas Turbines
Power 1976. [CrossRef]

21. Shpilev, K. Jekspluatacija Letatelnyh Apparatov v Gorno-Pustynnoj Mestnosti [Operation of Aircraft in the
Mountain-Desert Area]; Voennoe izdatelstvo: Moscow, Russia, 1991; p. 224.

22. Tabakoff, W.; Hamed, A.; Wenglarz, R. Particulate flows, turbomachinery erosion and performance
deterioration. Von Karman Lect. Ser. 1988, 89, 24–27.

23. Grigorev, V.; Zrelov, V.; Ignatkin, J.; Kuzmichev, V.; Ponomarev, B.; Shahmatov, E. Vertoletnye Gazoturbinnye
Dvigateli [Helicopter Gas Turbine Engines]; Mashinostroenie: Moscow, Russia, 2007; p. 491.

24. TV3-117VMA-SBM1V Series 4 and 4E Turboshaft Engine (Brochure); Motor Sich JSC: Zaporizhzhia,
Ukraine, 2012.

133



Aerospace 2019, 6, 132

25. Pavlenko, D.; Dvirnyk, Y. Zakonomernosti iznashivanija rabochih lopatok kompressora vertoletnyh
dvigatelej, jekspluatirujushhihsja v uslovijah zapylennoj atmosfery (The laws of wear of the compressor
rotor blades of the helicopter engines that are operated under the dust conditions). Visnik Dvigunobuduvannja
2016, 1, 42–51.

26. Vorobev, Y.; Romanenko, V. Analiz kolebanij lopatochnogo apparata kompressora GTD (Analysis of
vibrations of gas turbine compressor blading). Aviacionno-Kosmicheskaya Tehnika i Tehnologija 2013, 107, 55–59.

27. Rzadkowski, R.; Gnesin, V.; Kolodyazhnaya, L.; Kubitz, L. Unsteady Forces Acting on the Rotor Blades in
the Turbine Stage in 3D Viscous Flow in Nominal and Off-Design Regimes. J. Vib. Eng. Technol. 2014, 2, 3–9.

28. Witek, L. Crack propagation analysis of mechanically damaged compressor blades subjected to high cycle
fatigue. Eng. Fail. Anal. 2011. [CrossRef]

29. Witek, L. Crack Growth Simulation in the Compressor Blade Subjected to Vibration Using Boundary Element
Method. Key Eng. Mater. 2014, 598, 261–268. [CrossRef]

30. Hamed, A.; Tabakoff, W. Experimental and numerical simulations of the effects of ingested particles in gas
turbine engines. In Proceedings of the AGARD Conference Proceedings 558: Erosion, Corrosion and Foreign
Object Damage Effects in Gas Turbines, Rotterdam, The Netherlands, 25–28 April 1994.

31. Itoga, H.; Tokaji, K.; Nakajima, M.; Ko, H.N. Effect of surface roughness on step-wise S-N characteristics in
high strength steel. Int. J. Fatigue 2003. [CrossRef]

32. Murakami, Y.; Tsutsumi, K.; Fujishima, M. Quantitative evaluation of effect of surface roughness on fatigue
strength. Nippon Kikai Gakkai Ronbunshu 1996. [CrossRef]

33. Dyblenko, Y.M.; Selivanov, K.S.; Valiev, R.R.; Skryabin, I.V. Issledovanie gazoabrazivnogo iznosa obrazcov iz
titanovogo splava VT-6 s nanostrukturirovannymi zashhitnymi pokrytiyami (Investigation of gas-abrasive
wear of VT-6 titanium alloy samples with nanostructured protective coatings). Vestn. Ufim. Gos. Aviac.
Texnicheskogo Univ. 2011, 15, 83–86.

34. Ivchenko, D.; Shtanko, P. Ob ustalostnom mexanizme gazoabrazivnoj erozii detalej gazovozdushnogo
trakta vertoletnyx GTD [On the fatigue mechanism of gas-abrasive erosion of parts of the gas-air duct of a
helicopter gas turbine engine]. Visnik Dvigunobuduvannya 2009, 2, 12–14.

35. Batailly, A.; Legrand, M.; Cartraud, P.; Pierre, C. Assessment of reduced models for the detection of modal
interaction through rotor stator contacts. J. Sound Vib. 2010, 329, 5546–5562. [CrossRef]

36. Ma, H.; Wang, D.; Tai, X.; Wen, B. Vibration response analysis of blade-disk dovetail structure under blade
tip rubbing condition. J. Vib. Control 2017, 23, 252–271. [CrossRef]

37. Marakueva, O. Aerodynamic design and optimization of blade configuration in an inlet stage of an aircraft
engine compressor. In Proceedings of the 29th Congress of the International Council of the Aeronautical
Sciences, St. Petersburg, Russia, 7–12 September 2014.

38. Dvirnyk, Y.; Pavlenko, D. Zakonomernosti techenija dvuhfaznogo potoka vo vhodnom ustrojstve vertoletnyh
GTD (Laws of multiphase flow behavior in the inlet of a helicopter engine). Aviacionno-Kosmicheskaya Tehnika
i Tehnologija 2017, 7, 30–37.

39. Filippone, A.; Bojdo, N. Turboshaft engine air particle separation. Prog. Aerosp. Sci. 2010, 46, 224–245.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

134



aerospace

Article

Predesign Considerations for the DC Link Voltage
Level of the CENTRELINE Fuselage Fan Drive Unit

Stefan Biser 1,2,*,†, Guido Wortmann 1,†, Swen Ruppert 3,†, Mykhaylo Filipenko 1,†, Mathias Noe 2

and Martin Boll 1,†

1 Rolls-Royce Limited & Co. KG, Willy-Messerschmitt-Str. 1, 82024 Taufkirchen, Germany;
guido.wortmann@rolls-royce.com (G.W.); mykhaylo.filipenko@rolls-royce.com (M.F.);
martin.boll@rolls-royce.com (M.B.)

2 Karlsruhe Institute of Technology—Institute of Technical Physics, Hermann-von-Helmholtz-Platz 1,
76344 Leopoldshafen-Eggenstein, Germany; mathias.noe@kit.edu

3 Siemens AG, Anton-Bruckner-Str. 2, 91052 Erlangen, Germany; swenruppert@t-online.de
* Correspondence: stefan.biser@rolls-royce.com
† These authors contributed equally to this work.

Received: 2 October 2019; Accepted: 14 November 2019; Published: 20 November 2019

Abstract: Electric propulsion (EP) systems offer considerably more degrees of freedom (DOFs)
within the design process of aircraft compared to conventional aircraft engines. This requires large,
computationally expensive design space explorations (DSE) with coupled models of the single
components to incorporate interdependencies during optimization. The purpose of this paper
is to exemplarily study these interdependencies of system key performance parameters (KPIs),
e.g., system mass and efficiency, for a varying DC link voltage level of the power transmission system
considering the example of the propulsion system of the CENTRELINE project, including an electric
motor, a DC/AC inverter, and the DC power transmission cables. Each component is described by
a physically derived, analytical model linking specific subdomains, e.g., electromagnetics, structural
mechanics and thermal analysis, which are used for a coupled system model. This approach
strongly enhances model accuracy and simultaneously keeps the computational effort at a low
level. The results of the DSE reveal that the system KPIs improve for higher DC link voltage despite
slightly inferior performance of motor and inverter as the mass of the DC power transmission cable
has a major share for a an aircraft of the size as in the CENTRELINE project. Modeling of further
components and implementation of optimization strategies will be part of future work.

Keywords: electric propulsion; aircraft; CENTRELINE; DC link voltage level; analytical model;
design space exploration

1. Introduction

While noise levels have been reduced drastically, absolute emissions from aviation, especially
carbon dioxide (CO2) and nitrogen oxide (NOx), have been continuously on the rise throughout the
last decades, accounting for 2–3% of global greenhouse gas emissions. The large improvements in fuel
efficiency are thwarted by the steady increase in passenger numbers [1,2]. The National Aeronautics
and Space Administration (NASA) N+3 fundamental technology research for subsonic fixed-wing
aircraft [3,4], the Civil Aviation Organization (ICAO) [5,6] as well as the Aviation Transport Action
Group (ATAG) [2] and the European Commission’s Flightpath 2050 [7] set aggressive target levels for
greenhouse gas emissions in the future—up to 75% less fuel burn and 90% NOx emissions by 2050.

To reach those ambitious objectives, a significant improvement in terms of fuel consumption
is necessary. These objects can be seen as one of the main drivers for the development of novel
propulsion systems [8], resulting in a large increase in interest on partly or fully electrified aircraft [9,10].

Aerospace 2019, 6, 126; doi:10.3390/aerospace6120126 www.mdpi.com/journal/aerospace
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The change to electric-based propulsion systems not only affects current designs, it completely changes
the setup. Three types of EP for aircraft can be distinguished by their level of hybridization [9].
Turbo-electric propulsion systems have a total hybridization of power, i.e., they generate all power
from burning fuel in gas turbines [11,12]. Hybrid-electric concepts involve power generation from
burning fuel and electric storage [8,13]. All-electric propulsion systems only have batteries on-board
for energy storage [14].

An often-discussed point is the choice of the DC link voltage level for power transmission.
The voltage level of state-of-the-art aircraft is currently limited to ±270 V DC to avoid corona at typical
flight altitudes [15,16]. Increasing electric power demand of aircraft requires higher voltage levels to
reduce weight and keep transmission efficiency at a high level [14,16,17]. Considering DC link voltages
from 1000 V to over 5000 V, several studies showed that the mass of the power transmission cable
resulting from the choice of the DC link voltage level is an important driver in system mass [15,17].
Up to now, the sensitivity of the electric machine and inverter design for electric aircraft on the DC
link voltage has not yet been investigated in a coupled research.

In this paper, we elaborate this problem, having a closer look on the propulsion system of the
CENTRELINE project [18] where 8 MW of propulsion power are required. In contrast to conventional
aircraft powered by gas turbines, especially turbo-electric and hybrid-electric propulsion systems have
significantly increased complexity on the system level and mass. Due to the increased number of
components with a large number of parameters influencing the mission performance, a large design
space is opened up [9,12]. Brelje and Martins [9] reviewed many approaches which try to incorporate
sizing methods for EP on different levels of detail into the conventional aircraft sizing procedure.
However, most of them use simple correlations based on stochastic regression or fixed parameters for
specific power and efficiency of the components within the electric drivetrain [8,12,19–23]. Accordingly,
EP is still poorly understood due to the low fidelity models that are used [9]. Thus, they proposed to
develop a fully coupled, multidisciplinary analysis and optimization (MDAO) for electric aircraft.

As such models require enormous calculation power and long calculation time, we follow
a different approach in this paper where each component is described by a physically derived, analytical
model linking several subdomain models specific to the component together; e.g., for an electric
machine, these are electromagnetics, structural mechanics and thermal analysis. All such components
models are finally set up as coupled model for the complete system. This approach aims to strongly
enhance the prediction accuracy, especially in terms of plausibility, reliability, and traceability of
the results, while at the same time keeping the computational effort low to perform large design
space explorations.

The paper is structured as follows: Firstly, the CENTRELINE project and the reference propulsion
architecture are shortly introduced. Secondly, the specific challenge is presented, and the sizing process
of the components is explained in more detail. The results of the large design space exploration are
discussed component-wise as well as for the combined system. After a discussion of the results,
an outlook of future work will be given.

2. CENTRELINE Project Overview

CENTRELINE is a project funded by the European Union (EU), serving as a demonstrator for
propulsion-aircraft integration with the goal of validating results of former studies on boundary layer
ingestion (BLI) such as the FP7 project DisPURSAL [24]. The major change in aircraft design is the
implementation of the so-called fuselage fan (FF) drive unit which will be installed in the fuselage
aft-end [18]. This device ingests and re-energizes the boundary layer of the fuselage to compensate
viscous drag in the fuselage boundary layer flow [18,25].

While DisPURSAL [24] focussed on a conventionally driven fuselage propulsor by a third gas
turbine, CENTRELINE will evaluate the possible advantages of a fully turbo-electric drivetrain
arrangement to overcome shortcomings of a gas turbine in the aft section such as flow losses associated
with the air intake duct, vibration issues and high maintenance costs [26]. The electric powertrain
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consists of two power generation sets, an electric power transmission system as well as a single fuselage
propulsor located in the rear of the aircraft, as shown in Figure 1. Each generation is composed of
a wing-podded, advanced geared turbofan (GTF), an electric generator that converts mechanical to
electric power, and an AC/DC rectifier. The electric generator is mechanically coupled to an additional
free power turbine located in the low-pressure turbine (LPT) section of the GTF even though this is in
the hot section, as this has the minimal influence on engine stability. The rectifier will be placed in the
nacelle of the GTF to evaluate the potential of air-cooled power electronics [23].

Figure 1. H2020 CENTRELINE architecture (turbo-electrically driven fuselage wake-filling) [18].

A DC power transmission system is chosen, consisting of eight parallel lanes to transfer the
power as well as protection and switching devices to control it. In the rear, a single propulsion unit
including eight parallel DC/AC inverters, one electric motor and the fuselage fan itself is mounted.
The inverter converts electric DC to AC power, while the motor converts it to mechanical power to
drive the fuselage fan directly without any additional gearbox [27].

Several limitations with regards to installation space of inverter and electric motor (depicted
in Figure 2), derived by aerodynamic calculations, must be considered during the sizing process.

Figure 2. Fuselage fan drive unit integration with installation space limitations (taken from [27]
and modified).

137



Aerospace 2019, 6, 126

3. Methodolgy

3.1. Problem Setup

Brelje and Martins [9] as well as Gesell et al. [12] stated that EP is not applicable as drop-in
replacement of existing aircraft propulsion unit but has to be optimized for aircraft and mission
requirements. As outlined in Section 1, the proposed approach of sizing components of the electric
drivetrain with physically derived, analytical models systematically improves the level of model
details in order to raise awareness of importance of a better understanding of EP systems for aircraft.
The average run-time per system design point is within the small digits of seconds on an Intel® Core™
i7-6600U CPU @ 2.60 GHz.

The approach was applied to the FF drive unit of the concept aircraft, considering only a reduced
system with the electric motor, the DC/AC inverter and the cabling, while other components
are neglected. This study aimed to investigate the influence of a change in DC link voltage level
of component as well as system KPIs, especially mass and efficiency. Figure 3 shows the block diagram
of the setup.
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Figure 3. Block diagram of FF drive unit including motor, inverter and cable. For sake of simplicity
only one inverter-cable configuration instead of all eight parallel lanes which feed the winding systems
of the electric motor is shown.

The diagram only shows the parameters which are relevant for the scope of this study, in detail:

• general requirements (shaft power PEM,sha f t, rotational speed nEM,sha f t and diameter-to-length-
ratio Drot/Lrot of the electric machine as well as the cable length LCab) which must be fulfilled by
the component sizing process;

• global variation parameters which are relevant for more than one component (DC link voltage
level VDC);;

• local variation parameters which only influence the design of one component (conductor current
density Je f f , inverter topology TopoInv, allowable chip Tchip and cable temperature TCab);

• output/input data, i.e., results from one component sizing process which are necessary for the
design process of another component (line-to-line-voltage at the motor terminal VLL, power factor
cos ϕ, electric frequency fEM,el and the input DC current of the inverter IInv,DC); and

• key performance indicators (KPI), representing relevant information, such as mass m and
efficiency η of the components.

General requirements as well as global and local variation parameter define a unique input vector
x, which results in a unique output vector KPI. The necessity of a fully coupled system sizing model
is elucidated using the example of the DC link voltage level. Depending on it, the winding layout as
well as insulation aspects in the motor vary, which in term influences the selection of semiconductor
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models during the inverter sizing process. Furthermore, the selection of the DC link voltage level has
significant impact on the sizing of the cabling as it is directly proportional to the current. Those effects
can only be made visible if the interdependencies between components are considered correctly.

3.2. Requirements, Constraints and Design Target

The requirements for the electric motor as well as the semiconductor technology of the inverter
and the length of the transmission cable stem from the aircraft design process. The electric motor has
eight parallel winding systems each fed by a DC/AC inverter and connected to a DC transmission
cable, transferring an eighth of the total power, respectively. The range of the DC link voltage of
the transmission system is based on a pre-assessment of available semiconductor blocking voltage
levels [27]. As the semiconductor module selection is based on the chosen inverter topology and the DC
link voltage, five different topologies including two-, three-, and five-level topologies, are considered.
Additionally, several internal parameters for each component are varied within reasonable ranges.

Table 1 summarizes the most important global design requirements as well as global and local
variation parameters.

Table 1. Global requirements and input ranges for global and local variation parameters.

Component Parameter Range/Value Unit Description

Electric machine

PEM,sha f t 8000 kW mechanical shaft power
nEM,sha f t 2100 min−1 shaft rotational speed

τavg 6–8 N cm−2 specific thrust
Drot/Lrot 1–2 - diameter-length-ratio rotor

p 12–50 - number of polepairs
Q 36–141 - number of stator slots

hmag 9–12 mm thickness of magnets
Je f f 17.5 A mm−2 conductor current density

DC/AC Inverter

PEM,el 1000 kV A electric output power
nInv 8 - number of parallel inverters

TopoInv

2L, 3LNPC,
- topology3LTNPC,

3LFC, 5LSMC
TechInv SiC - semiconductor technology
Tcool,in 75 °C cooling inlet temperature
Tchip 150 °C allowable chip temperature
rth,ca 105 K mm2 W−1 area specific thermal resistance

case to cooling fluid

DC transmission cable

PInv,DC 1000 kW DC power per transmission line
LCab 86.0 m total length
VDC 1500–3000 V DC link voltage
Tcond 120 °C allow. conductor temperature
Tamb 55 °C ambient temperature

Besides, several constraints, especially concerning the available installation space for motor and
inverter, must be considered, as shown in Figure 2. Based on the given input, a large design space
exploration is performed. The design target is to identify Pareto-optimal design points with respect
to the specified KPIs, i.e., system mass msys and efficiency ηsys, for the given input sets x according
to Fang and Qin [28], such that

min
x

({msys(x), (1 − ηsys(x))}) (1)

where msys = ∑i mi and ηsys = ∏i ηi. Pareto-optimality is chosen as criterion to enable an evaluation
of designs with concurring KPIs.

Within the next section, the sizing process of each component is explained in more detail.
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3.3. Detailed Description of Sizing Process of Components

3.3.1. Electric Machine

Several machine types have been studied extensively for electric aircraft [29]. Surface-mounted,
permanent magnet synchronous machines (PMSM) have been identified as the most promising
technology. PMSM have several DOFs, e.g., the number of poles and slots, the choice of materials for
magnets and the laminated core of rotor and stator, the diameter-length-ratio of the rotor Drot/Lrot or
the stator electric current density Je f f , which represent the local variation parameters.

The iterative design process of the electric machine includes five disciplines and starts with
a defined set of requirements that the final design must fulfil. In the first step, the geometrical
layout of the machine is determined. Afterwards, the electromagnetic design includes sizing the
magnetic circuit under no-load and load conditions with a non-linear lumped parameter model
(e.g., [30,31]), adjusting phase current to reach the required shaft torque TEM,sha f t as well as the
configuration of the winding layout. The electromagnetic calculation is done with Simcenter SPEED
13.06 [31]. The structural mechanics section covers the sizing of the retention sleeve for the magnets
for different load cases as well as designing rotor shaft and stator housing. The thickness calculation
is based on an analytical press-fit model which evaluates the tangential stresses with respect to
the radial overclosure of the fit [32,33]. A further important part of machine design is insulation
coordination based on IEC 60664 [34] to ensure secure operating voltage levels. To conclude the design
process, a thermal analysis of the motor is performed to ensure that waste heat can be dissipated,
which especially dimensions the cooling channels. The allowable conductor current density depends
on the heat transfer into the cooling medium, which in turn is a function of the thickness of the
insulation hindering heat flux and thus decreases allowable conductor current density. Considering
the DC link voltage during the motor design thus facilitates a more realistic design.

Passive masses of the machine including rotor shaft, bearings, housing, and terminal box are hard
to calculate as they strongly depend on the actual design as well as installation issues. According to
a benchmark of several lightweight motors [35], a factor of two was used to account for the passive
masses. This is a fair assumption as the power and rotational speed of the machine is fixed and thus
the dimensioning torque for all designs identical.

After those design steps, the result is checked against the requirements. If they are not fulfilled the
design process enters a further loop, otherwise the design is valid and the specifications are extracted,
e.g., to serve as input for a further component such as the DC/AC inverter.

3.3.2. DC/AC Inverter

DC/AC inverter designs can be realized in different topologies, differing in the height of the
single-step output voltage and the total harmonic distortion (THD) [27,36,37]. This study only
considers two-level (2L-), three-level (T-type) neutral point clamped (3L(T)NCP-) and fly-cap (3LFC-),
and five-level stacked multicell (5LSMC-) DC/AC voltage source inverters. The topologies are explained
in detail by the work of Krug [36,37], on which most parts of the design process are based on.

First, the voltage configuration of switches and diodes for the given operation point are
determined [36]. A scalable semiconductor characteristic is established from a database with
commercially available semiconductor modules and their properties which is then used to perform
a coupled calculation of electric and thermal performance. Based on the operation point, the losses of
the semiconductor modules are calculated analytically [36,38,39]. The semiconductor modules as well
as the heat sink, i.e., a cooling plate, are sized such that the chip temperature increase due to the losses
at the calculated operating point is below a certain limit and that the waste heat can be removed via the
cooling plate at steady-state conditions. As silicon-carbide MOSFETs (SiC) chips are used, a maximum
chip temperature of 150 °C is assumed.

Furthermore, the DC link capacity is calculated based on the expected current ripple calculated
analytically using a method provided by Krug [36]. Again, a database of commercially available
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capacitors is used. The sizing process also includes a mass estimation of the gate driver units and
a simple housing but misses a calculation of electromagnetic interference (EMI) filters on AC and DC
side. To account for the additional mass of the filters, a factor of two is applied.

3.3.3. DC Power Transmission Cable

The power transmission cables are routed from the generators through pylon and wing to the
fuselage center to the fuselage aft, where the motor is located. The total length of the cables adds up to
86.0 m. Due to the long distance, aluminum cables are chosen instead of copper cables because of their
higher ratio of electrical conductivity to specific weight. A transmission system with eight parallel DC
lanes is used to mitigate the risk of a complete power loss in the event of a cable failure [27].

The geometrical design of the DC transmission cable only consists of a circular conductor material,
i.e., copper or aluminum, and a concentric layer of insulation material, as electromagnetic field effects
and thus shielding can be neglected. The cable sizing process is based on a coupled model of electrical
and thermal analysis as well as insulation coordination. The electrical domain covers the calculation
of electrical parameters such as voltage levels, currents and resistances as well as the ohmic losses in
the conductor considering the conductor material. Insulation coordination determines the necessary
thickness of insulation to avoid arcing according to IEC 60664 [34]. A thermal analysis determines
the size of the conductor by iteratively solving a one-dimensional, cylindrically symmetrical heat
equation [40]. The size of the conductor is chosen such that the losses can be dissipated via natural
convection and radiation at given ambient temperature Tamb, and the maximum admissible conductor
temperature Tcond at the insulation interface is not exceeded.

4. Results and Discussion of Design Space Exploration

The results of the design space exploration are discussed for the single components as well as for
the combined system.

4.1. Results for Components

4.1.1. Electric Machine

First, the results of the design space exploration for the electric motor are evaluated. Figure 4
shows the gross mass mEM (active and passive masses) of the electric machine against its electric
efficiency ηEM at full load for three different DC link voltages VDC, ranging from 1500 V to 3000 V.
Each marker represents a valid motor design according to the design process described in Section 3.3.1;
however, the graph only shows a fraction of the calculated design for better readability.

The Pareto fronts for each voltage level with respect to minimum mass and maximum efficiency
(i.e., minimum losses) are depicted as line plots. As can be seen, the higher is the voltage level,
the heavier are the machines for identical efficiency levels. This is a result of the increasing thickness
of slot, phase, and turn insulation due to the increased voltage level, which in turn leads to a larger
necessary slot area. This effect is intensified by the larger cooling channels required due to inferior
heat transfer through the thicker insulation and not compensated by lower current levels.

The influence of increased DC link voltage level VDC on the machine efficiency is minor,
as especially the copper losses depend on the electric current density of the wire which was unchanged
in this study. The slight decrease of efficiency is due to the increased core losses as the absolute
loss is proportional to the iron mass at roughly constant specific iron losses. The best machines
reach power densities up to 11.0 kW kg−1, torque densities up to 50.0 N m kg−1 and efficiencies
up to 98.0%. The peripheral speed of the rotor is moderately high (vrot ≈ 90 m s−1) due to the
large size (Drot ≈ 0.4 m), wherefore the high power density can be attributed mainly to a high
electromagnetic and thermal utilization of materials. This also reflects in a high current density in
the stator (Je f f = 17.5 A mm−2), a value which is challenging but not impossible with state-of-the-art
cooling techniques [41].
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Figure 4. Gross mass against efficiency of electric machine for different DC link voltage levels VDC

(PEM,sha f t = 8.0 MW, nEM,sha f t = 2100 min−1, Je f f = 17.5 A mm−2 and fEM,el = 420–1750 Hz). Line
plots indicate Pareto-fronts for different voltage levels. Not all results shown for better readability
(≈5%).

4.1.2. DC/AC Inverter

As the design of the inverter is based on the use of databases of commercially available
semiconductor modules with discrete blocking voltages and capacitors and utilizes different topologies,
a different visualization method is chosen. Masses and efficiencies for different topologies are plotted
against varying DC link voltage.

Figure 5 shows mass respectively efficiency of several inverter topologies against varying DC link
voltage. In Figure 5a, the discrete steps at certain voltages can be seen clearly, which are determined by
the allowable utilization accounting for derating at high flight altitudes [27] and the blocking voltage
of the semiconductors as well as the number of inverter levels. The maximum efficiency within the
different sections which can be reached increases with higher DC link voltages VDC for the different
topologies except for the 2L inverter due to its inferior loss characteristic at high voltages.

Within the sections, the mass of the inverters decreases slightly due to the lower currents as well
as the decreasing current ripple on DC link capacitors and the fly caps. The volatility in mass results
from the discrete choice of capacitors out of a database. The absolute higher mass for further increased
DC link voltage can be explained by the specifically higher mass of the semiconductor modules with
higher blocking voltages (see Figure 5b).

The most lightweight inverters reach power densities up to PInv,AC/mInv ≈ 55 kV A kg−1

(gravimetric) and PInv,AC/VInv ≈ 50 kV A dm−3 (volumetric) at efficiencies of up to ηInv = 99.0%
for maximum chip temperature Tchip = 150 °C at a fluid inlet temperature Tamb = 75 °C for a specific
resistance Rth,ca = 0.012 K W−1 of the heat sink surface to ambient (in this case the liquid). Those values
are in good accordance with a literature review [42].
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Figure 5. Efficiency ηInv and gross mass mInv for varying DC link voltage VDC and different inverter
topologies (PEM,el = 1.0 MV A, cos ϕ = 0.85, Tchip = 150 °C, Tamb = 75 °C and fEM,el = 1000 Hz).

4.1.3. DC Transmission Cable

Figure 6 shows the DC link voltage vs. the cable mass for the eight DC lane configuration
specified in Section 3.2 for aluminum as well as copper conductors. While aluminum has only 60%
of the electrical conductivity compared to copper, its density is roughly a third, resulting in 50%
of the cable mass per ampere. The mass of the cable reduces significantly with increasing voltage
as the current decreases and with that the Ohmic losses, which are the sizing parameter for the
conductor cross-section.
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Figure 6. Cable mass mCab vs. varying DC link voltage VDC of the DC power transmission cable
(PInv,DC = 1.0 MW, TCab = 120 °C and LCab = 86.0 m).

With increasing DC link voltage level VDC, the cable mass decreases roughly indirectly.
For unscreened, stranded aluminum cables with silicone rubber insulation comparable to those
in [43], the absolute mass of the insulation only increases slightly for higher voltage levels as the
current and thus the conductor cross-section decreases significantly. The relative mass share of the
insulation compared to the total cable mass rises from roughly 15% for 1500 V to 35% for 3000 V.
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A high DC link voltage is thus favorable, while a point of minimum cable mass might exist for even
higher voltages when insulation starts to dominate the total cable mass.

4.2. System Results

Figure 7 shows the results of the CENTRELINE DSE study. Figure 7a outlines the results with
respect to the total system mass mSys and system efficiency ηSys of the FF drive unit including the
electric motor as well as eight DC/AC inverters and DC power transmission lanes.
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Figure 7. CENTRELINE DSE study results: (a) Total system mass mSys against system efficiency ηSys

of FF drive unit for different DC link voltage levels VDC. Line plots indicate Pareto-front for different
voltage levels. Not all results shown for better readability (≈5%). (b) Breakdown of component masses
mi including electric machine, inverters, and cables for Pareto-optimal point for different DC link
voltages VDC at similar system efficiency ηSys ≈ 94.0%.

Two effects superpose each other. First, the general trend implies that, with higher DC link
voltage level VDC, lower system masses and higher system efficiencies are possible. As both motor
and inverter tend to be heavier the mass of the cable must have a major share and its decrease in
mass overcompensates the growth of the others. The second effect is more subtle and is explained for
the two voltage levels 2100 V and 2200 V. The first effect would imply that a voltage level of 2200 V
is more suitable on system level; however, this is clearly not the case. While the difference in motor
and cable mass for the two voltages is negligible, it is not in terms of inverter efficiency and mass
(see Figure 5) as VDC = 2100 V represents one of the above-mentioned section boundaries where the
selected semiconductor blocking voltage and thus the module changes. This results in a quantifiable
effect on system level.

To clarify this, Figure 7b shows the mass breakdown of the single components for the Pareto
optimal points at a similar system efficiency ηSys = 94.0% for the four different voltage levels. Motor and
inverter masses only feature a minor rise in absolute terms, while cable masses reduce significantly
but still have a significant to dominating share (roughly 30–65% of the total mass depending on the
voltage level).

It can be concluded that a high voltage level is beneficial in terms of system mass, however not for
the electric machine and some inverter topologies, without considering further implications such as
available semiconductor modules for even higher voltages or increasing complexity. Possible solutions
might be the insertion of DC/DC converters after rectifier and before inverter to reduce the voltage level
of motor and inverter and increase the one of the DC transmission system or the use of superconducting
technologies [11]. This must be evaluated qualitatively.
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5. Conclusions

The possibilities of coupled, analytical models for sizing EP systems have been demonstrated
for the CENTRELINE project. A sensitivity study on the impact of the DC link voltage level revealed
opposing effects on the component properties while on the system level the trade was clearly dominated
by the DC power transmission cable. The underlying effect of discrete steps for the blocking voltages of
semiconductor modules on the system performance has been made visible. Two potential technical
solutions to decrease the influence of the DC power transmission system were given.

Further work will focus on the modeling of other EP components, especially heat exchangers
to account for additional masses due to the thermal management needed for an electric aircraft,
as well as refining existing models, e.g., passive masses of electric machines and EMI filters of inverters.
Optimization strategies will be implemented.

A complete integration of the presented approach by mirroring back the results of the electric
propulsion sizing process into the preliminary aircraft design loop would unlock high potential to
improve quality of results as well as to optimize them.
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Abbreviations

The following abbreviations are used in this manuscript:

EP Electric Propulsion
DOF Degree of Freedom
DSE Design Space Exploration
KPI Key Performance Indicator
DC Direct Current
AC Alternating Current
CO2 Carbon dioxide
NOx Nitrogen oxide
NASA National Aeronautics and Space Exploration
ICAO International Civil Aviation Organization
ATAG Aviation Transport Action Group
MDAO Multidisciplinary Analysis and Optimization
EU European Union
BLI Boundary Layer Ingestion
GTF Geared Turbo Fan
LPT Low Pressure Turbine
EM Electric Machine
FF Fuselage Fan
SiC Silicon Carbide
PMSM Permanent Magnet Synchronous Machine
THD Total Harmonic Distortion
NPC Neutral Point Clamped
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FC Fly Cap
SMC Stacked Multi Cell
EMI Electromagnetic Interference

References

1. Penner, J.E.; Lister, D.H.; Griggs, D.J.; Dokken, D.J.; McFarland, M. Aviation and the Global Atmosphere: A Special
Report of the Intergovernmental Panel on Climate Change; Cambridge University Press: Cambridge, UK, 1999.

2. Air Transport Action Group. Aviation: Benefit Beyond Borders; ATAG: Geneva, Switzerland, 2018.
3. Follen, G.J.; Del Rosario, R.; Wahls, R.; Madavan, N. NASA’s Fundamental Aeronautics Subsonic Fixed

Wing Project: Generation N+3 Technology Portfolio; SAE Technical Paper Series; SAE International:
Warrendale, PA, USA, 2011.

4. Guynn, M.D.; Berton, J.J.; Tong, M.J.; Haller, W.J. Advanced Single-Aisle Transport Propulsion
Design Options Revisited. In Proceedings of the Aviation Technology, Integration, and Operations
Conference, Los Angeles, CA, USA, 12–14 August 2013; American Institute of Aeronautics and Astronautics:
Reston, VA, USA, 2013.

5. International Civil Aviation Organization. Doc 10127: Independent Expert Integrated Technology Goals
Assessment and Review for Engines and Aircraft; ICAO: Montréal, QC, Canada, 2019.

6. International Civil Aviation Organization. Resolution A39-3: Consolidated Statement of Continuing ICAO Policies
and Practices Related to Environmental Protection—Global Market-based Measure (MBM) Scheme; ICAO: Montréal,
QC, Canada, 2016.

7. Darecki, M.; Edelstenne, C.; Enders, T.; Fernandez, E.; Hartman, P.; Herteman, J.P.; Kerkloh, M.; King, I.;
Ky, P.; Mathieu, M.; et al. Flightpath 2050: Europe’s Vision for Aviation: Report of the High Level Group;
Publications Office of the European Union: Luxembourg, 2011.

8. Aigner, B.; Nollmann, M.; Stumpf, E. Design of a Hybrid Electric Propulsion System within a Preliminary
Aircraft Design Software Environment. In Deutscher Luft- und Raumfahrtkongress; Deutsche Gesellschaft für
Luft- und Raumfahrt-Lilienthal-Oberth e.V.: Bonn, Germany, 2018; pp. 1–14.

9. Brelje, B.J.; Martins, J.R.R.A. Electric, Hybrid, and Turboelectric Fixed-Wing Aircraft: A Review of Concepts,
Models, and Design Approaches. Prog. Aerosp. Sci. 2019, 104, 1–19. [CrossRef]

10. Voskuijl, M.; van Bogaert, J.; Rao, A.G. Analysis and Design of Hybrid Electric Regional Turboprop Aircraft.
CEAS Aeronaut. J. 2018, 9, 15–25. [CrossRef]

11. Gemin, P.; Kupiszewski, T.; Radun, A.; Pan, Y.; Lai, R.; Zhang, D.; Wang, R.; Wu, X.; Jiang, Y.; Galioto, S.; et al.
Architecture, Voltage, and Components for a Turboelectric Distributed Propulsion Electric Grid (AVC-TeDP); NASA
Glenn Research Center: Cleveland, OH, USA, 2015.

12. Gesell, H.; Wolters, F.; Plohr, M. System of Turbo Electric and Hybrid Electric Propulsion Systems
on a Regional Aircraft. In Proceedings of the 31st Congress of the International Council of the Aeronautical
Sciences (ICAS), Horizonte, Brazil, 9–14 September 2018; pp. 9–14.

13. Pornet, C. Electric Drives for Propulsion System of Transport Aircraft. In New Applications of Electric Drives;
Chomat, M., Ed.; InTech: London, UK, 2015.

14. Isikveren, A.T.; Seitz, A.; Vratny, P.C.; Pornet, C.; Plötner, K.O.; Hornung, M. Conceptual Studies of
Universally-Electric Systems Architectures Suitable for Transport Aircraft. In Deutscher Luft-und Raumfahrt
Kongress; Deutsche Gesellschaft für Luft- und Raumfahrt: Bonn, Germany, 2012.

15. Andrea, J.; Buffo, M.; Guillard, E.; Landfried, R.; Boukadoum, R.; Teste, P. Arcing Fault in Aircraft Distribution
Network. In Proceedings of the 2017 IEEE Holm Conference on Electrical Contacts, Denver, CO, USA,
10–13 September 2017; IEEE: Piscataway, NJ, USA, 2017; pp. 317–324.

16. Nya, B.H.; Brombach, J.; Schulz, D. Benefits of Higher Voltage Levels in Aircraft Electrical Power Systems.
In Proceedings of the 2012 Electrical Systems for Aircraft, Railway and Ship Propulsion Conference, Bologna,
Italy, 16–18 October 2012; pp. 1–5.

17. Jansen, R.; Bowman, C.; Jankovsky, A. Sizing Power Components of an Electrically Driven Tail Cone Thruster
and a Range Extender. In Proceedings of the 16th AIAA Aviation Technology, Integration, and Operations
Conference, Washington, DC, USA, 13–17 June 2016; p. 3766.

18. Seitz, A. H2020 CENTRELINE—Project Preview. In Proceedings of the 7th EASN International Conference,
Warsaw, Poland, 26–29 September 2017.

146



Aerospace 2019, 6, 126

19. Pornet, C.; Gologan, C.; Vratny, P.C.; Seitz, A.; Schmitz, O.; Isikveren, A.T.; Hornung, M. Methodology for
Sizing and Performance Assessment of Hybrid Energy Aircraft. J. Aircr. 2015, 52, 341–352. [CrossRef]

20. Riboldi, C.E.D.; Gualdoni, F.; Trainelli, L. Preliminary Weight Sizing of Light Pure-Electric and Hybrid-
Electric Aircraft. Transp. Res. Procedia 2018, 29, 376–389. [CrossRef]

21. Stückl, S. Methods for the Design and Evaluation of Future Aircraft Concepts Utilizing Electric Propulsion
Systems. Ph.D. Thesis, TU München, Munich, Germany, 2016.

22. Vratny, P.C. Conceptual Design Methods of Electric Power Architectures for Hybrid Energy Aircraft.
Ph.D. Thesis, TU München, Munich, Germany, 2019.

23. Vratny, P.C.; Hornung, M. Sizing Considerations of an Electric Ducted Fan for Hybrid Energy Aircraft.
Transp. Res. Procedia 2018, 29, 410–426. [CrossRef]

24. Isikveren, A.T.; Seitz, A.; Bijewitz, J.; Hornung, M.; Mirzoyan, A.; Isyanov, A.; Godard, J.L.; Stückl, S.;
van Toor, J. Recent Advances in Airframe-Propulsion Concepts with Distributed Propulsion. In Proceedings
of the 29th Congress of the International Council of the Aeronautical Sciences (ICAS), St. Petersburg, Russia,
7–12 September 2014.

25. Meller, F.; Kocvara, F. Specification of Propulsive Fuselage Aircraft Layout and Design Features: Grant
Agreement No. 723242, CENTRELINE Project Deliverable D1.02; Publications Office of the European Union:
Luxembourg, 2018.

26. Seitz, A.; Peter, F.; Bijewitz, J.; Habermann, A.; Goraj, Z.; Kowalski, M.; Castillo, A.; Meller, F.; Merkler, R.;
Samuelsson, S.; et al. Concept Validation Study for Fuselage Wake-Filling Propulsion Integration.
In Proceedings of the 31st Congress of the International Council of the Aeronautical Sciences (ICAS),
Belo Horizonte, Brazil, 9–14 September 2018.

27. Wortmann, G. Electric Machinery Preliminary Design Report: Grant Agreement No. 723242, CENTRELINE Project
Deliverable D4.04; Publications Office of the European Union: Luxembourg, 2018.

28. Fang, L.C.; Qin, S.Y. Concurrent Optimization for Parameters of Powertrain and Control System of Hybrid
Electric Vehicle Based on Multi-Objective Genetic Algorithms. In Proceedings of the 2006 SICE-ICASE
International Joint Conference, Busan, Korea, 18–21 October 2006; pp. 2424–2429.

29. Cao, W.; Mecrow, B.C.; Atkinson, G.J.; Bennett, J.W.; Atkinson, D.J. Overview of Electric Motor Technologies
Used for More Electric Aircraft (MEA). IEEE Trans. Ind. Electron. 2012, 59, 3523–3531.

30. Hsieh, M.; Hsu, Y. A Generalized Magnetic Circuit Modeling Approach for Design of Surface Permanent-
Magnet Machines. IEEE Trans. Ind. Electron. 2012, 59, 779–792. [CrossRef]

31. Siemens PLM Software Inc. Simcenter SPEED: PC-BDC 13.06 User’s Manual; Siemens PLM Software Inc.:
Plano, TX, USA, 2018.

32. Boresi, A.P.; Schmidt, R.J. Advanced Mechanics of Materials, 6th ed.; Wiley: New York, NY, USA, 2003.
33. Eslami, M.R. Theory of Elasticity and Thermal Stresses: Explanations, Problems and Solutions. In Solid

Mechanics and Its Applications; Springer: Dordrecht, The Netherlands, 2013; Volume 197.
34. IEC 60664-1:2007. Insulation Coordination for Equipment within Low-Voltage Systems; VDE-Verlag: Berlin,

Germany, 2007.
35. Golovanov, D.; Papini, L.; Gerada, D.; Xu, Z.; Gerada, C. Multidomain optimization of High-Power-Density

PM Electrical Machines for System Architecture Selection. IEEE Trans. Ind. Electron. 2018, 65, 5302–5312.
[CrossRef]

36. Krug, D. Vergleichende Untersuchungen von Mehrpunkt-Schaltungstopologien mit zentralem Gleich-
Spannungszwischenkreis für Mittelspannungsanwendungen. (German) [Comparison of Medium-Voltage
Multilevel Converters with Central DC Link, Chap. 3]. Ph.D. Thesis, TU Dresden, Dresden, Germany, 2016.

37. Krug, D.; Bernet, S.; Fazel, S.S.; Jalili, K.; Malinowski, M. Comparison of 2.3-kV Medium-Voltage Multilevel
Converters for Industrial Medium-Voltage Drives. IEEE Trans. Ind. Electron. 2007, 54, 2979–2992. [CrossRef]

38. Brückner, T. The Active NPC Converter for Medium Voltage Drives. Ph.D. Thesis, RWTH Aachen, Aachen,
Germany, 2006.

39. Wintrich, A.; Nicolai, U.; Tursky, W.; Reimann, T. Application Manual Power Semiconductors; ISLE Verlag:
Ilmenau, Germany, 2011.

40. Ilgevicius, A. Analytical and Numerical Analysis and Simulaiton of Heat Transfer in Electrical Conductors
and Fuses. Ph.D. Thesis, Universität der Bundeswehr München, Neubiberg, Germany, 2014.

147



Aerospace 2019, 6, 126

41. Van der Geest, M.; Polinder, H.; Ferreira, J.A.; Christmann, M. Power Density Limits and Design Trends
of High-Speed Permanent Magnet Synchronous Machines. IEEE Trans. Transp. Electrif. 2015, 1, 266–276.
[CrossRef]

42. Kolar, J.W.; Drofenik, U.; Biela, J.; Heldwein, M.L.; Ertl, H.; Friedli, T.; Round, S.D. PWM Converter Power
Density Barriers. In Proceedings of the Power Conversion Conference, Nagoya, Japan, 2–5 April 2007;
pp. 9–29.

43. Coroplast GmbH & Co. KG. Wires and Cables for Automotive Applications; Coroplast GmbH & Co. KG:
Wuppertal, Germany, 2016.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

148



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Aerospace Editorial Office
E-mail: aerospace@mdpi.com

www.mdpi.com/journal/aerospace





MDPI  

St. Alban-Anlage 66 

4052 Basel 

Switzerland

Tel: +41 61 683 77 34 

Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-0365-4224-9 


	9th cover.pdf
	9th EASN International Conference on Innovation in Aviation & Space.pdf
	9th cover

