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Preface

This book provides an overview of current preclinical research in various animals 
ranging from non-human primates and mammals to zebrafish and flies. It includes 
numerous animal models of complex and devastating human diseases such as 
Duchenne muscular dystrophy, left ventricular noncompaction cardiomyopathy, 
glaucoma, macular degeneration, acute kidney and cerebral injuries as well as 
Brucellar spondylodiscitis, which is difficult to diagnose in animals and humans. 
It reviews new diagnostic tools, pharmacological agents, and treatment devices in 
preclinical stages. The authors emphasize the importance of bidirectional research 
between human and preclinical models in improving the diagnosis of diseases and 
fine-tuning therapeutic interventions. Information on stem cell and viral therapies 
for tissue regeneration and repair will help researchers and medical personnel save 
millions of people and animals every year.

The modern design of translational animal modeling includes systems biological and 
omics approaches involving a large cohort of animal reference populations. Reviews 
on recombinant inbred populations of BXD strains and Drosophila melanogaster 
used for animal-to-human and human-to-animal translation provide intriguing 
information on how these animals are important for predictive and personalized 
medicine and biology and for clarifying gene-gene (epistasis), gene-age, gene-sex, 
gene-treatment, gene-environment, and organ–organ interactions that are relevant 
in the context of human pathologies including diabetes, obesity, neurodegenerative 
and cardiac diseases, gastrointestinal cancers, and aging. These animal resources 
are widely used for medical and biological research including open-web resources 
on omics (phenome, genome, transcriptome, epigenome, proteome, metabolome), 
hormones, and neuropeptides.

The book also highlights that the protection and welfare of animals utilized for 
experimental and scientific purposes are critical. Scientists have considered 
for decades the fundamental principles of the three “Rs”: Replacement, Reduction, 
and Refinement. These principles include (1) avoiding or replacing the use of 
animals when other non-animal experimental approaches are available, (2) using 
the minimum number of animals for collecting essential scientific information,  
and (3) alleviating or minimizing any harm, pain, suffering, or distress, and 
improving the welfare and health of animals used in research. A chapter on the 
research of chronic pain describes rat and sheep models used for elucidating the 
mechanisms of pain and for advancing clinical outcomes in humans.

We are grateful to the authors for their expert contributions and hope this book 
will be a valuable and useful resource for scientists, researchers, and medical 
personnel, including medical educators and students.
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Chapter 1

Recombinant Inbred Mice as 
Models for Experimental Precision 
Medicine and Biology
David G. Ashbrook and Lu Lu

Abstract

Recombinant inbred rodents form immortal genome-types that can be  
resampled deeply at many stages, in both sexes, and under multiple experimental 
conditions to model genome-environment interactions and to test genome-
phenome predictions. This allows for experimental precision medicine, for which 
sophisticated causal models of complex interactions among DNA variants, pheno-
type variants at many levels, and innumerable environmental factors are required. 
Large families and populations of isogenic lines of mice and rats are now available 
and have been used across fields of biology. We will use the BXD recombinant 
inbred family and their derived diallel cross population as an example for  
predictive, experimental precision medicine and biology.

Keywords: BXD, experimental precision medicine, genome-by-environment, 
systems genetics, personalized medicine, recombinant inbred strains, diallel cross, 
prediction

1. Introduction

One of the major objectives of modern biology and medicine is prediction: 
being able to take information about an individual’s genome and environment and 
accurately predict their phenotype. This effort has taken on many forms and many 
names in different fields over time including population genetics [1], statistical 
genetics, quantitative genetics [2], genetical genomics [3], complex trait analysis 
[4], systems genetics [5, 6], systems medicine [7, 8], personalized medicine [9], pre-
dictive medicine and precision medicine [10, 11]. In humans, this has been greatly 
constrained by the N-of-1 problem, by which we mean that each person is a unique 
individual [12] – even monozygotic twins will differ in their environment. This has 
made it impractical, if not impossible, to accurately predict at the individual level 
disease risk or best treatment options for most common diseases, especially across 
populations [13–18], although we can, of course, make generalizations within a 
population. As sample sizes for genome-wide association studies have grown, it has 
become increasingly clear that any single commonly segregating variant is likely to 
have a very small impact on disease risk [19–21]. Indeed, an omnigenic model has 
been proposed, whereby variants in every gene are likely to affect every phenotype 
[22]. Even for Mendelian disorders such as Huntington’s disease, there are other 
alleles in the genetic background which modulate age of onset [23].



Preclinical Animal Modeling in Medicine

4

How then, if there is so much complication in this one-to-one relationship (one 
gene variant to one phenotype), can we uncover the true many-to-many-to-many 
relationships that occur in biology? Phenotypes at many levels, including behav-
ior, organ systems, cells, proteins, metabolites, and mRNAs, all interact together 
with sets of many gene variants, and with an individual’s current and previous 
environmental exposures. We need to understand gene–gene (epistasis), gene-age, 
gene-sex, gene-treatment, and gene–environment interactions and all their combi-
nations. One answer to this is through the use of recombinant inbred (RI) popula-
tions and their derivatives.

2. Recombinant inbred families

Recombinant inbred (RI) populations are a seemingly simple idea: two inbred 
strains are crossed, and their F1 progeny are then crossed again to produce an F2. 
Pairs of these F2 animals are mated, and new lines are established through repeated 
rounds of sib-mating (Figure 1A). By generation F20, we have a population of 
99% inbred strains, each of which is a unique mosaic of homozygous genetic 
regions from both the parents, and for which an effectively infinite set of geneti-
cally identical individuals can be produced [24, 25]. This combination of genetic 
variability between strains but identical genome within strains allows the mapping 
of linkage between genotype and phenotype. The design has been expanded on in 
a variety of ways [26], such as increasing the number of parental strains (e.g. the 
8 founders used for the Collaborative Cross mice [27, 28]) to increase the number 

Figure 1. 
Production of the BXD family, transgenic crosses, and diallel crosses. Approximately half of the BXD strains 
are from an F2 (A; epochs 1, 2, 4 and 6), and approximately half of the BXD strains are from advanced 
intercrosses (AI; B; epochs 3 and 5). Red represents regions of the genome coming from C57BL/6 J (B6), and 
white represents regions from the DBA/2 J (D2). Solid arrows have been used to represent a single generation 
of breeding. Trangenic and non-transgenic crosses for QTL mapping can be produced by crossing hemizygous 
transgenic mice to RI individuals, to produce litters containing both genotypes (C). The transgene is represented 
in yellow. A diallel cross (DAX) includes all combinations of genotypes, including the inbred ‘diagonal’, and all 
reciprical crosses (D). All offspring of the DAX are isogenic, meaning that genotypes are replicable.
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of variants that segregates in the population, or using multiple rounds of crossing 
before inbreeding, producing so-called Advanced Intercross RI strains (AI-RI) to 
increase the number of recombinations, and therefore the precision of mapping 
(Figure 1B; [29]). Although RI strains were first developed in mice, and it is mice 
that we will concentrate on in this chapter, the design has now been used for a wide 
variety of organisms, including Arabidopsis [30, 31], Zea mays (maize) [32], barley 
[33], Drosophila melanogaster [34], Drosophila simulans [35], Caenorhabditis elegans 
[36] and rat [37].

These RI families are an essential complement to data collected in humans, 
allowing us to build experimental platforms for what is now called precision medi-
cine. Each isogenic RI strain within a family is effectively an immortal genome-
type. This is important because it allows the same genome to be resampled using 
any tissue, at any age, with any method, with any environmental exposure or treat-
ment that the researcher cares to use. This allows us to model higher-order genome-
environment interactions: the many-to-many-to-many problem stated above.

Whereas in human cohorts we have to imagine a counterfactual (e.g. what would 
have happened had I exercised more?), in isogenic strains we can effectively run 
this counterfactual – almost perfectly genomically and environmentally matched 
individuals can be phenotyped with only a single environmental perturbation 
between them. Even better, we can have multiple duplicates of these identical 
genome-types within each arm of the study, allowing us to reduce the effect of 
unwanted environmental perturbations, increasing our power to detect true 
associations [38]. However, in some sense, this is still an N-of-1 study, as only a 
single genome-type is being used. A problem many pre-clinical studies have had 
is that all experiments were carried out on a single genome-type and therefore 
effectively a single individual. The C57BL/6 J strain is often used to represent the 
entire mouse species [39, 40], when in fact its phenotype can often differ from even 
the closely related C57BL/6 N strain [41]. This may explain some of the failures to 
translate effects seen in mice to effects seen in humans, as in these studies only a 
single (genetic) individual is being examined, and then results extrapolated to the 
highly genetically diverse human population. RI families overcome this problem – 
many genome-types can be tested and many replicates within each genome-type. 
Therefore, we have a high-powered system to detect and test genome-phenome 
associations.

The goal is accurate genome-phenome prediction. With this goal in mind, we 
will use the BXD family of isogenic mouse strains as our example of how this can 
be achieved. The BXDs are by a wide margin the largest and most deeply pheno-
typed mammalian family and can be used as a testbed for experimental precision 
medicine.

3. The BXD family

The BXD family were among the first RI strains to be produced [24, 42, 43]. 
This work was started by Benjamin A. Taylor who crossed female C57BL/6 J (B6 
or B) and male DBA/2 J (D2 or D) strains—hence BXD (Figure 1A). The first sets 
of BXDs were intended for mapping Mendelian loci [42, 44], but the family was 
also used to map complex traits such as cancer and cardiovascular disease [45–48], 
variation in CNS structure [49–52], and behavioral and pharmacological differences 
[53–62]. Twenty-seven of the original 32 BXD strains are still available from The 
Jackson Laboratory (JAX). In the mid-1990s, Taylor began the production of a sec-
ond set of BXDs [44] and added nine new strains (BXD33–BXD42). BXD1-BXD42 
carry the strain suffix “/TyJ”.
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We started production of another wave of BXDs at UTHSC in the late 1990s 
[29]. These new lines were derived from advanced intercross (AI) progeny that 
had accumulated chromosomal recombination events across 8 to 14 generations 
[63] (Figure 1B). These AI-derived BXDs incorporate roughly twice as many 
recombinations between parental genomes than do conventional F2-derived BXDs 
[63–67]. This improves mapping precision nearly two-fold. BXD strains BXD43 
and above from UTHSC were donated to JAX once fully inbred, and carry the 
strain suffix “/RwwJ”.

The BXD family has been used to define specific genes and even sequence 
variants corresponding to 20 or more QTLs. These include two tightly linked genes, 
Iigp2 and Irgb10, for Chlamydia infectivity [68, 69], Fmn2 as a master controller of 
tRNA synthetases in neurons [70], Ubp1 for blood pressure [48], Hc for H5N1 influ-
enza resistance [71], Comt as a master controller of neuropharmacological traits 
[72], Alpl for hypophosphatasia [73], Mrps5 for longevity [74], Bckdhb for maple 
syrup urine disease, Dhtkd1 for diabetes [75], Hp1bp3 for cognitive aging [76], Ahr 
for locomotor activity [77], Cacna2d1 for glaucoma [78] and Gabra2 for behavioral 
traits [79]. Alleles discovered in the BXD have been successfully translated into 
medical applications in humans, such as stratified preclinical testing based on 
glaucoma risk alleles revealed in the BXDs [80, 81].

Two things now set the BXD family apart from all other recombinant inbred 
populations: the number of strains within the family, and the deep, coherent 
phenome that has been collected for them.

3.1 The largest mammalian recombinant inbred family

The BXD family is the largest mammalian recombinant inbred population, hav-
ing expanded during its lifetime, from ~20 [42], to ~35 [44], to ~80 [29], to a total 
of 198 strains with data on GeneNetwork.org. There are 123 BXD strains currently 
distributed by The Jackson Laboratory (JAX) and an additional seventeen strains 
available at UTHSC, soon to be donated to JAX [82]. All 140 of these strains are 
available under a standard material transfer agreement. This expanded number of 
easily accessible strains increases the power and precision of linkage studies [82].

As the number of strains increases, there is an increase in the number of 
recombination junctions within the population, and consequently, quantitative 
trait loci (QTLs) can be narrowed down to smaller intervals. This is improved still 
further by the fact that approximately half of the BXD family are derived from 
advanced intercrosses, each of which will have a larger number of recombinations 
than their F2 derived cousins. We have demonstrated that when using approxi-
mately half of the family (60–80 strains), precision is close to 1 Mb for many 
traits [82]. This is also partially due to two other features of the family. The first, 
common to all RIs, is that the effective heritability of the trait can be boosted by 
resampling the same genome-type [38], and the second, that because there are two 
parents in the population, there is a well-balanced distribution of the two haplo-
types across the genome (the mean minor allele frequency is ~0.44).

When carrying out QTL mapping the largest gain of power is given by increas-
ing the number of genome-types tested [38, 73], and therefore, as the largest RI 
family, the BXD have the most power to detect genotype–phenotype linkage. A 
simple app has been produced to estimate power to detect QTL in the BXD, avail-
able at http://power.genenetwork.org [82]. When we examine power in the BXD 
family, we see a fact that might seem counter-intuitive to some: power is always 
increased more by increasing the number of strains compared to increasing the 
number of within strain biological replicates, even when heritability is low. Even 
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at low-to-moderate heritabilities, increasing replicates above 6 within-strain gives 
very little improvement in power.

We should also note that the effect sizes seen in the BXD family (and other two-
parent RIs), appear to be high, but this is correct, as effect size is highly dependent 
upon the population being studied. Effect sizes measured in families of inbred lines 
are typically much higher than those measured in an otherwise matched analysis of 
intercrosses, heterogeneous stock, or diversity outbred stock. Two factors contrib-
ute to the higher level of explained variance of loci when using inbred panels. The 
first reason is due to replicability. When effect size is treated as the proportion of 
total genomic variance explained by the QTL, effect size will increase as environ-
mental effects decrease due to replication. That is, resampling decreases the stan-
dard error of the mean, suppressing environmental “noise” [38]. This is in addition 
to the increase in heritability above (i.e. an increase in total variance explained by 
the total genomic variance).

The second reason is that nearly all loci in inbred panels are homozygous and the 
same number of sampled animals will account for twice as much genetic variance 
as in an F2 cross, and four times as much variance as in a backcross [38]. When phe-
notyping with fully homozygous strains we are only examining the extreme ends of 
the distribution, providing a boost in power to detect additive effects. The downside 
is obvious: we cannot detect non-additive effects. However, if we add in members 
of the diallel cross population (DAX), we can now estimate both dominance and 
parent-of-origin effects. This is a topic we will come to later.

3.2 The deepest phenome for any family

As well as being the largest recombinant inbred family, the BXD are also the most 
deeply phenotyped. Over 40 years of data is now openly and publicly available at 
genenetwork.org, providing an unrivaled resource. This dense and well-integrated 
phenome consists of over 10,000 classical phenotypes [83]. The phenome begins 
with Taylor’s 1973 analysis of cadmium toxicity, through to recent quantitative stud-
ies of addiction [84–86], behavior [87–90], vision [91], infectious disease [92–94], 
epigenetics [95, 96], and even indirect genetic effects [97–99]. The BXDs have been 
used to test specific developmental and evolutionary hypotheses [49, 100, 101]. 
They have allowed the study of gene-by-environmental interactions, with environ-
mental exposures including alcohol and drugs of abuse [86, 102–105], infectious 
agents [71, 106–109], dietary modifications [110–115], and stress [116, 117]. The 
consequences of interventions and treatments as a function of genome, diet, age, 
and sex have been quantified [90, 96, 115, 118–120], and gene pleiotropy has been 
identified [121].

Beyond this, there is now extensive omics data for the BXD. Both parents have been 
fully sequenced [75, 122, 123], and deep linked-read and long-read sequencing of 152 
members the BXD family is underway. Over 100 transcriptome datasets are available 
(e.g, [124, 125]), as well as more recent miRNA [84, 126], proteome [118, 120, 127], 
metabolome [75, 118, 125], epigenome [95, 128], and metagenome [93, 129] profiles. 
Nevertheless, much more is still to be done, as many of these measures have only been 
taken in the liver or in specific brain regions [118, 120]. However, as each of these new 
datasets is added, they will be fully coherent with previous datasets, multiplicatively 
increasing the usefulness of the whole phenome.

Access to this plethora of data is freely available from open-source web services, 
allowing users to download the data, or to make use of powerful statistical tools 
designed for global analyses that are integrated into websites (e.g. GeneNetwork.
org, bxd.vital-it.ch, and Systems-Genetics.org) [125, 130, 131].
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It cannot be overstated how important it is that those using the BXDs gain access 
to coherent genomes and quantitative phenomes generated under diverse laboratory 
and environmental conditions [83, 132]. New data can be compared to thousands of 
publicly available quantitative traits, and with each addition, the number of net-
work connections grows quadratically—enabling powerful multi-systems analysis 
for all users [73, 111, 112, 118, 125, 133]. Causal pathways can be produced from 
genome variants, to gene expression, to metabolite levels, to phenotype [73]. Within 
minutes of finding a gene of interest, a researcher can look for correlations between 
its expression and thousands of other genes, across dozens of tissues. Enrichment 
analysis can then be carried out on these ‘gene-friends’ suggesting pathways and 
networks that your gene of interest may be associated with. Correlations can be 
found between the expression of your gene and over 10,000 phenotypes, giving 
suggestions of the role of the gene at the whole-organism level. Shared QTLs, where 
both the gene-expression and a phenotype of interest are associated with the same 
locus, provide strong evidence of a genetic link. Using GeneNetwork.org we can 
build biological networks, moving from genetic variant, to expression difference, 
to protein expression, to whole-system outcomes, with just a few keystrokes, and 
without touching a lab bench [134–136]. Entire manuscripts can be written without 
leaving a web browser [137]. This is a massive step forward that is under-appreci-
ated by many.

The above demonstrates how the BXD can help us achieve our goal of predic-
tive modeling of disease risk and the efficacy of interventions [138]. Indeed, the 
family has already been used to test specific functional predictions of behavior 
based on neuroanatomical variation [139]. The BXD family is well placed to 
address these questions that encompass both high levels of genetic variation and 
gene-environmental interactions: our many-to-many-to-many problem. This is 
bolstered by the family’s easy extendibility into a massive diallel cross popula-
tion (DAX).

4. Diallel crosses

The diallel cross is another simple idea that has been with us for over 60 years 
[140–142]. We now have the major opportunity to take full advantage of this 
approach using large panels of fully sequenced isogenic strains. A DAX is the set of 
all possible matings between several genome-types (Figure 1D). For the C57BL/6 J 
and DBA/2 J there are the two reciprocal F1s, and these have been used to study 
parent-of-origin effects and to estimate heritability (e.g. [53]). As the number of 
parental strains increases, the number of potential diallel crosses increases expo-
nentially, and tools have been developed to deal with large DAXs [143]. Although 
we have learnt much about the genetic architecture of traits [53, 143–147], QTL 
mapping has been more difficult, given the relatively small number of strains used 
[148]. We can now imagine the full DAX for the BXD family of 140 strains – 19,460 
replicable isogenic F1s, all of which have a reproducible, entirely defined genome, 
and any subset of which can be generated efficiently for in vitro and in vivo pre-
dictive biology and experimental precision medicine. Just as the C57BL/6 J and 
DBA/2 J are the parents of the BXDs, the BXD strains are the parents of a potentially 
huge isogenic DAX.

At the first level, this has important consequences for power and precision. The 
number of strains phenotyped can be increased massively, giving power to detect 
loci with even the weakest of effect sizes [148]. Precision can also be enhanced, as 
F1s can be produced which segregate for a narrow region of the genome, producing 
a small QTL interval containing fewer genes. All the data collected in these F1s can 
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be coherently integrated into the phenome already aggregated for the BXD, mean-
ing that every new phenotype measured adds quadratically to the phenome and that 
any user of this F1 has access to over 40 years of data.

At the next level up, it also allows us to detect, for example, dominance and 
parent-of-origin effects mentioned above. Small DAXs of mouse strains have been 
able to identify parent-of-origin effects, epistasis, and dominance, but have been 
unable to map the loci causing these effects [53, 143–146, 149, 150]. By using recip-
rocal crosses of inbred strains (e.g. BXD001xBXD002F1 vs. BXD002xBXD001F1), 
we can produce isogenic litters, the members of which are all genetically identical, 
and whose only differences are due to parent-of-origin effects [151] (Figure 1C). 
By building a large DAX of reciprocal crosses, the genomic loci causing these 
dominance, epistatic, and/or parent-of-origin effects can be identified. Mapping 
of these non-additive effects is a complete dark zone in fully homozygous inbred 
populations.

Finally, and most importantly, the DAX provides a population for the testing 
of predictions. Using the BXD family we have enough strains to make associa-
tions, whether gene-phenotype, environment-phenotype, or gene–environment-
phenotype, with high power. However, using only the inbred BXD lines, we do not 
have a second population in which to test predicted associations. The BXD DAX 
provides a matrix of 19,600 isogenic genome-types. If only the ‘diagonal’ of inbred 
BXD strains are used to detect associations and make predictions, any of the 19,460 
isogenic F1s are available to test these associations and predictions (Figure 1D).

We can expand the DAX even further using easily available isogenic strains. 
There are approximately 200 RI strains from other two-parent mouse populations, 
including AXB/BXA (29 strains), AKXD (20), BXH (11), BRX58N (7), CXB (19), 
ILSXISS (60), LGXSM (~18), NXSM (16) and SWXJ (12), plus approximately 55–75 
strains from the Collaborative Cross 8-parent RI population [28]. From these inbred 
parents, there are over 152,100 isogenic F1s that can be produced and replicated. An 
additional expansion of this design is to cross RI families to genetically engineered 
disease models.

5. Diallele crosses to genetically modified strains

Genetically modified animals, including humanized, transgenic and knockout 
mouse models, have been a vital piece in uncovering genotype–phenotype associa-
tions, but they have often suffered from the same N-of-1 problem as above – for 
example, a knockout has been produced on a single genetic background, and then 
phenotyped. There is ample evidence that a genetic modification produced on one 
genetic background can have a different phenotypic effect compared to an identi-
cal modification on a different genetic background [152–165]. Expanding above 
this N-of-1 had been difficult, as each new isogenic strain had to be produced 
independently with a consequent near linear increase in effort. However, each of 
these genetically modified isogenic lines can be added into a DAX. Now, each of any 
of hundreds of F1 crosses is genetically defined, replicable and isogenic, but also 
contains one copy of the genetic modification (Figure 1C and D). Given that there 
are now thousands of knockout strains available (e.g. from the International Mouse 
Phenotyping Consortium [166, 167]), creating a DAX is a relatively cheap and 
quick method by which to test the effects of genetic background [158, 168–171]. 
By using an RI population, we can map the location of modifier loci, genes, and 
variants [172–174].

An excellent example of this already exists: the Alzheimer’s disease BXD 
(AD-BXD) panel developed by Kaczorowski and colleagues [175, 176]. By crossing 



Preclinical Animal Modeling in Medicine

10

C57BL/6J-congenic females hemizygous for the humanized 5xFAD transgene (JAX 
Stock No. 008730) to males from BXD strains, they produced litters, half of which 
had the 5xFAD transgene (the AD-BXD), and half of which did not have the 5xFAD 
transgene (non-transgenic-BXD). The whole litter is genetically and environmen-
tally identical except for the presence of the transgene, giving an immediate and 
directly comparable control (Figure 1C). By crossing the humanized 5xFAD line 
on a single genetic background to a diverse but defined set of BXDs, they produced 
a population that incorporates high levels of sequence variation mirroring that 
of humans. They have mapped genetic and molecular causes of cognitive loss in 
AD-BXD mice [154, 175–179], including a broad spectrum of cognitive loss similar 
to that of humans with familial and late-onset AD [177]. The human transgenes in 
the 5XFAD line [180] sensitizes BXD hybrids to a greater or lesser degree—some 
begin to lose conditioned fear memory as early as 6 months; others well after a year 
[175], demonstrating a gene-by-gene-by-age interaction. Variation is highly heri-
table and mappable and gives a powerful means by which to define genetic causality 
and mechanisms of memory and non-cognitive loss and resilience to loss.

Neuner et al., were also able to demonstrate ‘reverse translation’ from human 
genomic data to mouse phenotype [175]. They generated a polygenic genetic risk 
score using 21 human genes which increase Alzheimer’s disease risk, and showed that 
the allele dosage was significantly associated with cognitive outcomes in the AD-BXD. 
This confirms firstly, that naturally occurring variation in these networks has over-
lapping effects in mice and humans, and secondly that gene-phenotype associations 
translate across species. This approach can be applied to many other phenotypes.

Given that phenotypes from genetically engineered mice on a single genetic 
background cannot be reliably generalized to other mouse genetic backgrounds 
[158], it is unsurprising that there are difficulties in generalizing to other species. By 
crossing genetically modified lines to RI strains to produce a DAX, we overcome this 
problem and allow the integration and translation of data to other populations and 
other species.

6. Integration and translation with other populations

Compared to conventional F2s and advanced intercrosses (AIs), outcrossed 
heterogenous stock, or diversity outbred stock, the BXD are particularly advanta-
geous when the heritability of a trait is moderate or low because the genetic signal 
can be boosted greatly by resampling isogenic members of the same line many times 
[38]. The drawbacks of the BXDs are lower precision, and a decreased amount 
of variation in the population compared to e.g. multiparent families (such as the 
Collaborative Cross and the Diversity Outbred), and a consequent decrease in the 
total phenotypic variance [181]. We consider this an acceptable drawback, as we 
have shown that medically relevant phenotypes have variation in the family and 
it is possible to achieve subcentimorgan mapping precision using only half of the 
full set of strains [82]. Beyond this level of precision, an efficient method to transi-
tion from QTLs to causal genes, variants, and mechanisms is to take advantage of 
complementary resources. These include sets of other murine mapping resources, 
efficient in vitro and in vivo screens [74, 132, 182], and human genome-wide asso-
ciation study (GWAS) data.

As a specific example of combining murine populations, Taylor’s cadmium testicu-
lar toxicity mutation (BXD Phenotype 13035) that was unmappable in 1973 now maps 
to 3 Mb on GeneNetwork.org. When combined with SNP data for common strains, 
the variant can be restricted to a 400 Kb region that includes the causal Slc39a8 gene, a 
heavy metal transporter expressed almost exclusively in the testes [183].
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Mouse-to-human genetic translation has at least a 20-year history [184], but 
has taken off now that GWAS are routine [48, 78, 111, 112, 123, 125, 185, 186]. 
Human GWAS data can be used to refine QTL found in mice, e.g. taking advantage 
of the power to detect associations in the BXD to identify a homologous region 
in humans, and then using the precision of human GWAS to identify a candidate 
gene [185–187].

More importantly, mouse data can be used to determine the function and causal 
pathway for associations made in humans. Finding variant-phenotype associa-
tions for any phenotype with GWASs is now only limited by one’s ability to collect 
phenotypes, but interpreting and determining the function of these variants is far 
more difficult, given the environmental and genetic variation in any human popula-
tion. RI mice, such as the BXD, provide a method of ‘reverse-translation’, from 
human-to-mouse. Again, the work of Kaczorowski and colleagues above provides 
an excellent example [175] that can be applied to any other phenotypes.

7. Conclusions

Despite occasional arguments to the contrary [188, 189], mice, when used 
correctly, are a good model of human biology and medicine [12, 190–192]. Indeed, 
at least 40 Nobel Prizes have been awarded for research involving mice (http://
www.animalresearch.info/en/medical-advances/nobel-prizes) [193], and their 
use has been vital in understanding the pathogenesis of many diseases. For true 
predictive medicine, we need to understand all gene-by-gene-by-environment-
by-age-by-sex-by-treatment interactions [160], and animal models are the only 
way to do this at scale. The importance of using genetically diverse mice has often 
been overlooked, leading to difficulties with translation. RI families, such as the 
BXDs, and their expansions [130], including diallel crosses and reduced complex-
ity crosses [194, 195], overcome this problem and are a vital step towards accurate, 
individualized, predictive medicine.
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Chapter 2

Parenteral Nutrition Modeling and 
Research Advances
Roshan Kumari, Lydia M. Henry and Joseph F. Pierre

Abstract

Parenteral nutrition (PN) provides nutritional support intravenously to 
individuals who have gastrointestinal (GI) failure or contraindication to enteral 
feeding. Since the initial development of PN, researchers have developed special-
ized formulas with complete macronutrients, micronutrients, vitamins, minerals, 
and electrolytes to support patients’ metabolic needs. These formulas prevent 
malnutrition and optimize patient health, especially under long-term feeding 
circumstances. Although PN is commonly used and essential in preterm and 
malnourished patients, complications associated with PN feeding include gastro-
intestinal defects, infection, and other metabolic abnormalities such as liver injury 
and brain related disorders. In this chapter, we highlight an overview of PN and its 
association with abnormalities of microbiome composition as well as with gastro-
intestinal (GI), immune, hepatic, and neuronal disfunction. Within the gut, PN 
influences the number and composition of gut-associated lymphoid tissue (GALT) 
cells, altering adaptive immune responses. PN also modulates intestinal epithelium 
cell turnover, secretions, and gut barrier function, as well as the composition of the 
intestinal microbiome leading to changes in gut permeability. Collectively, these 
changes result in increased susceptibility to infection and injury. Here, we highlight 
animal models used to examine parenteral nutrition, changes that occur to the 
major organ systems, and recent advancement in using enteric nervous system 
(ENS) neuropeptides or microbially derived products during PN, which may 
improve GI, immune cell, hepatic, and neuronal function.

Keywords: parenteral nutrition, animal models, gastrointestinal immunity, Paneth 
cells, microbiome, mucosal immunity, parenteral nutrition associated liver disease 
(PNALD), neurodevelopmental disorder

1. Introduction

Parenteral nutrition (PN) is a clinical nutrition strategy that provides patients 
with essential calories, macronutrients, and micronutrients needed for metabolic 
function through vascular access. PN is necessary in preterm babies and malnour-
ished adult patients who are unable to feed, such as following gut trauma or general 
surgery, or in instances where the bowel requires rest under chronic inflammatory 
conditions. ‘Parenteral’ derives from the English para (beside) and ancient Greek 
enteron (intestine) and is usually administered via the central vein (jugular or 
subclavian vein). The formulation typically contains vital nutrients such as dex-
trose (D-glucose), amino acid cocktails, electrolytes, vitamins, tracer elements, 
and usually emulsified lipids in a hypertonic solution that is added just before 
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administration. When lipids are added, the term total parenteral nutrition (TPN) 
is applied. PN helps preserve lean body mass, supports immune functions, and 
reduces metabolic complications and oxidative stress in patients who are otherwise 
unable to consume and digest food by GI [1]. In the United States today, approxi-
mately 40,000 patients remain permanently dependent upon TPN and another 
350,000 require transient PN for the treatment of or to prevent malnutrition [2]. 
Prior to the clinical use of PN, thousands of individuals developed severe malnutri-
tion and while others starved when faced with GI failure.

2. History of parenteral nutrition development

The complexity of PN technique proved challenging and successful long-term 
administration was not performed until 1968, even though PN is now considered an 
essential clinical strategy in modern medicine [3]. Interestingly, NASA accelerated 
the field by attempting to formulate standardized elemental nutrition solutions 
during the Mercury space program. For almost 400 years prior, clinicians attempted 
to administer numerous solutions intravenously, including salt water, milk, and 
wine, with limited success [4]. The first successful use of PN in humans was per-
formed by Dudrick and Wilmore when they intravenously supported an infant with 
PN for 6 weeks [3]. This development led to the rapid use of PN in clinical settings. 
Early on, PN was administered prophylactically to many patients in pre- and post-
surgical settings regardless of their nutrition status. In today’s practice, patients are 
first assessed for whether the risks outweigh the benefits of either short-term or 
long-term PN feeding. The decision to use PN has become more selective because 
long-term PN confers certain clinical risks related to vascular access, inflammatory 
bowel disease, catheter site infections, improper brain development (in neonatal 
settings), and other metabolic complications such as hepatic steatosis and cho-
lestasis related to the continuous hypertonic glucose solution entering circulation 
compared with intermittent enteral feeding. When PN is used in otherwise healthy 
and well-nourished patients, these individuals are exposed to these risks without 
room for significant nutritional benefit [5–8].

Several clinical trials supported the shift to reserving PN for those with GI fail-
ure or malnutrition. In one trial, 400 general surgery patients were preoperatively 
randomized to receive either PN alongside ad lib oral feeding or ad lib oral intake 
alone [9]. The results demonstrated that PN elevated the risk of major infections 
and did not reduce non-infectious complications between treatment groups. 
However, further analysis demonstrated that subjects with existing malnutrition in 
the cohort did benefit from PN by exhibiting improved wound healing compared 
with the control group [9]. These results showed that PN provides the greatest 
benefit in malnourished patients, and that nutritionally replete patients could be 
exposed to harm from PN complications with minimal benefit. Clinicians are still 
faced with challenges, since definitions of nutrient status and malnutrition vary 
across the life span, clinical settings, and between disease states, making exact cat-
egorization of patient nutritional status and risk-benefit balance difficult [10]. With 
these challenges in mind, PN is generally targeted to surgery patients with existing 
malnutrition or individuals who are not expected to feed enterally for 7–10 days, 
since loss of lean muscle begins within 2 weeks following lack of enteral intake.

In addition to general surgery settings, another common setting of nutritional 
deficiency occurs in patients with hypermetabolic states following acute infection 
or those with traumatic injuries where rapid proliferation of immune and organ 
cells is required [1]. The average human typically maintains 1200 kcals in hepatic 
glycogen storage, before lean muscle mass and peripheral fat are utilized to support 
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energy requirements [11]. Under acute infectious or injurious challenge, enhanced 
immune activation, increased oxygen consumption, and elevated muscle catabo-
lism rapidly results in negative nitrogen balances. Even patients with no existing 
nutritional deficiencies may require PN when their energy needs are increased 
beyond their stored nutrient capacity. These settings also present challenges to the 
clinician, as it is established that a greater degree of injury leads to a higher risk of 
malnutrition [12, 13].

It is now accepted that enteral nutrition with a functional GI tract is the pre-
ferred route of nutrition in stable patients who can feed or tolerate feeding of either 
normal diet or standardized formula. Enteral nutrition is not without challenges, 
especially in patients where obtaining enteral access is difficult and the intestine 
requires time to adapt to calories. Specific to the latter case, enteral feeding also 
increases the risk of diarrhea, gut distention and upset. When tolerated, enteral 
nutrition leads to better clinical outcomes, including decreased risk of intra-
abdominal abscess and respiratory infection, total length of stay, medical costs, and 
mortality [5, 9, 13–19]. PN remains essential for patients who cannot feed enterally, 
but these risks must always be considered. This chapter will discuss how PN impacts 
the gut immune system and microbiome, gut-liver axis, gut-brain axis, and future 
opportunities in PN research (Figure 1).

3. Models used to study parenteral nutrition

Animal have become a valuable preclinical model for nutritional studies. This 
includes mice, rats, rabbits, guinea pigs, dogs, and pigs [20–22]. As with all models, 
some species are considered to be more physiologically relevant to humans, and 
hence better models for understanding mechanistic pathways influenced by PN in 
pediatric and adult patients.

Rodents (mice and rats) have many similarities to humans including stages of 
development, anatomical features, immune responses, and associated physiology. 
Mice share many common genes, many of which can be knocked out or modified, 
as well as similar metabolic pathways compared with humans. Rodents are also cost 
effective and easily manipulated in a controlled environment, with a relatively short 
gestational period (19–22 days). These animals also offer a valuable tool for easy 

Figure 1. 
The rise in parenteral nutrition biomedical research publications determined by pubmed keywords used 
between 1940 and 2020.
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genetic/transgenic manipulation. These practical considerations make rodents suit-
able for many studies. One important difference to note is that the poorly developed 
guts and brains of pups at birth mature gradually during the early lactational 
period before weaning, whereas human infants show mature guts at full gestational 
birth. This feature of mice pups offers a great model to compare rodent guts with 
the guts of premature human infants. This allows the modeling of PN under the 
premature setting following a short time protocol [23]. Neonatal dogs are also used 
to determine the effect of enteral and parenteral feeding on GI growth and matura-
tion because of immature intestines at birth relative to mature newborn human 
intestines [24–26].

Rabbit models have been used to characterize the nutritional value of different 
combinations to determine the effect of different TPN components on hepatic 
cholestasis and bacterial translocation. This includes characterization of nutrition 
supplements using different solutions such as carbohydrate-based solution, lipid-
based solution, enriched amino acid-based solution, and protein deficient solution 
on newly born rabbits. Rabbits with protein deficient calories developed cholestasis 
after 7 days of administration [27]. Additionally, newborn rabbits provided with 
protein deficient solution had increased bacterial translocation [28]. Guinea pigs 
have been used to study multivitamin mixed lipid emulsion vs. amino-acid and dex-
trose based mixed solution [29]. Additionally, guinea pigs have been used to study 
the effect of light exposure on multivitamin mixed lipid emulsion which generates 
peroxide free radicals and induces oxidative stress in the lung [30].

Extensive research has demonstrated that premature neonatal piglets are a pre-
ferred model over rodents to study long term PN related chronic and acute effects 
on organ size and developmental outcome. This includes effects on tissue compo-
nents such as immune cells, hepatocytes, neurons, and other metabolic tissues. In 
particular, the neonatal pig, unlike rodents, rabbits, guinea pigs, and dogs, has been 
shown to be highly homologous with the human neonate regarding the function of 
numerous organ systems, especially the liver and the gastrointestinal tract, several 
aspects of metabolism, and stages of development [22, 31]. Although the piglet has 
a slightly immature digestive system and shorter gestational length (~115 days) 
compared with humans, it offers a very good animal model to study the effect of 
enteral/parenteral nutrition in early life on postnatal growth and development [20]. 
In early postnatal days, the rapid intestinal growth, adaptation to food, bacterial 
colonization and improved nutrient absorption provides an elegant model to study 
PN related issues in premature children. Newborn piglets have been used to study 
gut maturation and functional changes in preterm piglets (107 day of gestation) and 
full-term piglets (115 day of gestation) because they are physiologically similar to 
human preterm infants [20, 22, 31]. Further, preterm neonatal piglets are a well-
established model to study PN associated PNALD including hepatic cholestasis and 
brain related disorders [32, 33]. In late postnatal days, the growth of the intestine 
is gradual, reflecting the transition from milk-feeding to solid-food feeding. This 
may provide a model for TPN in immature children/neonates and adults. The piglet 
model is also favored over other model organisms because of body size, which 
allows for extensive surgical manipulation.

4. Importance of enteral feeding

In the 1970s and 1980s, early researchers focused on sepsis found that enterally-
fed, well-nourished animals had a 70% survival rate, whereas animals given PN 
had only a 10% survival rate, regardless of whether they were malnourished 
[34]. Initially this observation was hypothesized to occur from a lack of essential 
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nutrients in the PN formulation. However, further experiments showed that animal 
survival improved when the same volume and composition of PN components were 
provided orally [35, 36]. This outcome demonstrated the importance of gut stimu-
lation and homeostasis.

5. Overview of gastrointestinal innervation and immunity

The gastrointestinal (GI) tract has several vital functions, acting as not only a 
digestive organ but also as an important endocrine and immune organ. The GI tract 
handles the breakdown and acquisition of nutrients as well as influences peripheral 
nutrient handling. The GI tract is home to vital neurological networks, including 
both the autonomic nervous system (with sympathetic and parasympathetic fibers 
that communicate with the spinal cord and central nervous system (CNS) through 
the dorsal root ganglia) and the unique enteric nervous system (ENS) [37]. The 
ENS, unlike the autonomic nervous system, is autonomous from the CNS and is 
comprised of over 108 sensory, motor, and interneurons that release acetylcholine 
and neuropeptides [38]. In response to ingested nutrients and bulk, GRP triggers 
enteroendocrine cell hormone release that regulate intestinal motility, digestive 
enzyme release from the pancreas, bile acid and bicarbonate release, stimulation of 
splanchnic blood flow, and electrolyte balances, each of which shape the stability 
and composition of the gut microbial ecology [39].

Approximately, 70 and 80% of all active immune cells in the body are inner-
vated by ENS fibers connected to the epithelial and immune cells that make up 
the gut’s huge surface area of over 400 m2 [40]. This immune function is the vital 
barrier between the host and its environment. The gut and other mucosal surfaces 
are tasked with defending against dietary, microbial, and environmental products 
through innate barriers, adaptive immunity, and stable microbial colonizers. 
Barriers include ranging from simple cellular layers, complex secreted products 
such as antimicrobial peptides and glycoproteins, specific and non-specific immu-
noglobulins (IgA), and maintenance of the gut microbiome [38]. During periods 
of both feeding and fasting, the defenses provided by ENS-innervated immune 
cells facilitate digestion, maintenance of immune response, and the prevention of 
pathogens from entering systemic circulation.

6. Changes in gastrointestinal immunity following PN

6.1 The gut-associated lymphoid tissues (GALT) following PN

The Gut-Associated Lymphoid Tissues (GALT), a compartment which contains an 
astonishing 70–80% of all active immune cells, consists of both innate and adaptive 
cells residing beneath the epithelium and sampling the intestinal lumen [41]. The GALT 
facilitates release of sIgA on mucosal surfaces throughout the body. sIgA serves as an 
opsonin that can bind pathogens either specifically or non-specifically [42]. sIgA can 
mediate tolerance leading to attenuated inflammatory responses and induction of Treg 
lymphocytes [43]. One of the major detrimental effects of PN is GALT atrophy which 
occurs quickly after cessation of enteral feeding, and is driven by changes in blood flow, 
decreased expression of leukocyte binding, and decreased cellularity throughout the 
splanchnic bed. Grossly, PN-induced gut atrophy is observed with decreased organ wet 
and smaller bowel circumference approaching declines of 10% [44].

In rodent models of PN, Peyer’s patch lymphocyte numbers begin to decline 
within 1–2 days of PN, where 75% of total cells are lost by 3 days compared with 
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controls [45]. While total cellularity decreases, the ratios of T to B-lymphocytes, 
CD4+ to CD8+ cells, and relative percentages of memory, activated, and naïve cells 
remain stable [46]. In normal Peyer’s patch function, specialized microfold cells 
cover Peyer’s patches and sample luminal antigen to present to dendritic cells and 
naïve αβ+ T and B-lymphocytes within underlying germinal centers [47]. The naïve 
cells are localized to the Peyer’s patches via expression of the integrins L-selectin 
and to a lesser extent α4β7. The integrins interact with mucosal addressing cellular 
adhesion molecule-1 (MadCAM-1) [41]. Diapedesis of the naïve cells into the 
Peyer’s patch is facilitated by the chemokines CXCL13, CCL19, and CCL21 [48].

PN alters MAdCAM-1 expression within the Peyer’s patch tissues by altering two 
MAdCAM-1 regulatory networks, through the lymphotoxin β receptor (LTβR) and 
noncanonical NFkB signaling pathways [49]. In the LTβR pathway, lymphotoxin 
α and β on the surface of systemic lymphocytes bind LTβR within the GALT tis-
sues, elevating MAdCAM-1 and Th2 cytokines including IL-4 [50]. Following PN, 
Peyer’s patch and GALT expression of LTβR rapidly declines, leading to decreased 
MAdCAM-1 within 4 h [51]. Mechanistically, inhibition of LTβR alone with block-
ing antibodies significantly decreases MAdCAM-1 expression. Conversely, provid-
ing stimulation of the LTβR under PN feeding through anti-LTβR monoclonal 
antibodies increase Peyer’s patch lymphocyte numbers and mucosal release of sIgA 
in the gut and respiratory tract [44].

The second MAdCAM-1 regulatory signaling pathway is noncanonical 
NFkB, which is regulated in-part through lymphoid receptors and LTβR signal-
ing described above. The canonical (or classical) NFkB pathway is stimulated 
in infectious and injurious insults, driving inflammatory tissue responses. In 
contrast, noncanonical NFkB triggers nuclear P52/RelB dimer formation and 
subsequently elevation of MAdCAM-1. Animal studies providing PN have dem-
onstrated that both the canonical and noncanonical NFkB pathways are reduced 
during PN feeding [52]. Experimental inhibition of LTβR signaling significantly 
decreases nuclear P52/RelB dimerization and leads to lower MAdCAM-1, CCL19, 
CCL20, and CCL25 expression, but blockade of LTβR does not affect canoni-
cal NFkB protein levels [51]. Experimental stimulation of LTβR with agonists 
during PN drives expression of MAdCAM-1, P52/RelB, and IL-10. On the other 
hand, blocking ligands administered to control animals result in less MadCAM-1, 
L-selectin, and α4β7 [51]. These studies highlight the changes that occur in gut 
signaling following PN with lack of enteral stimulation. Fortunately, providing 
enteral stimulation drives normalization of these parameters in experimental 
animals within 2 days [53].

Peyer’s patches serve as important induction sites for gut immune responses, 
where cells subsequently enter the lymphatics and circulation before returning to 
mucosal effector sites throughout the body. During transit through these compart-
ments, plasma cells are activated and return producing IgA [54]. Through the same 
anatomical transit, T helper lymphocytes subpopulations are stimulated, including 
Th1, Th2, Th17, Th22, and Treg [55]. Th2 lymphocytes generate IL-4, IL-5, IL-6, 
IL-9, IL-10, IL-13, and IL-25, which plasma cell IgA production by plasma cells. 
These cytokines also have important roles in driving epithelial machinery that is 
required to translocate IgA to the luminal surface, such as polymeric immunoglobu-
lin receptor (pIgR) [56]. Enterocyte pIgR bonds with a dimeric for of IgA where 
endocytosis moves the complex to the luminal surface before releasing secretory 
IgA (sIgA). The ratios of cytokines expressed in the lamina propria balance the 
release of sIgA production and release. For instance, IL-10, IL-17, and TGF-β drives 
plasma cell IgA production and pIgR expression, while IL-2, IFN-γ, and TNFα 
decrease pIgR expression [57, 58]. Of these cytokines, TGF-β appears to be critical, 
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as mutant animals lacking TGF-β fail to present sIgA at mucosal surfaces, perhaps 
in part due to the need for this cytokine in plasma cell maturation [59].

By reducing the expression of α4β7, the integrin that binds MadCAM-1to help 
localize lymphocytes to the lamina propria, PN functionally results in reduced sys-
temic lymphocytes dedicated for mucosal defense (CD4+CD25+) as well as resident 
lymphocytes in GALT tissues [46]. Furthermore, the activated lymphocyte popula-
tion has a reduced capacity for tolerance or memory of self-antigens, as evidenced 
by reduced expression of Treg (CD4+CD25+Foxp3+) and memory (CD44+). The 
reduction in Treg cells also results in less TGFβ and IL-10 are produced, which 
usually support plasma cell function by counteracting the pro-inflammatory Th1 
cytokine IFN-γ. PN decreases GALT IL-4 and IL-10 levels [45].

PN alters Th1:Th2 ratios by reducing the production of Th2 but not Th1 cyto-
kines. Implications are increased neutrophil recruitment through ICAM-1 expres-
sion due to loss of IL-4 and IL-10 with stable IFN levels [60, 61]. Following PN, 
elevates neutrophils are observed in multiple organs, which may result in greater 
injury following hemorrhagic shock, ischemia, and sepsis. Experimental injury 
demonstrates that the percentage of activated neutrophils is significantly higher 
following PN, functionally resulting in greater mortality (50%) than enterally fed 
controls (5%).

Mucosal IgA responses are specific and vital, as has been shown in IgA muco-
sal vaccination studies for poliovirus and enterotoxigenic Escherichia coli, where 
specific sIgA appears at all body surfaces following mucosal exposure [62, 63].

Viral and bacterial challenges in rodent models have shown that functionally, 
PN leads to lower IgA-mediated immunity for antigen recognition and elimina-
tion of pathogens. Immunizing mice against Pseudomonas (Ps) aeruginosa leads 
to 90% survival when exposed to an intra-tracheal challenge compared with only 
10% survival in control animals [64]. Given the dramatic effect of PN on adaptive 
immune responses, immunized animals provided PN survive intra-tracheal Ps at 
the rate of unimmunized animals. Similar results were obtained with influenza 
shedding studies, illustrating the loss of adaptive immunity to specific pathogens 
in the absence of gut feeding [65]. These findings draw a larger working schematic 
that PN feeding, without enteral intake, functionally alters the GALT compartment 
into a state that is far less protective. Unfortunately, these adaptive immune changes 
occur in parallel with increased pro-inflammatory neutrophil infiltrates that make 
any subsequent injury or infection more severe.

7. Changes in gut barrier defense following PN

The epithelial barrier of the intestine, which turns over rapidly due to highly 
proliferative pluripotent Lgr5+ stem cells in the intestinal crypts, serve as the first 
line of defense against the external environment of the gut. The epithelium turns 
over every 3–5 days [66]. One cell type that does not turn over rapidly are small 
intestinal Paneth cells, that turn over every 20–30 days. The selective barrier allows 
absorption of water, electrolytes, and some macromolecules via tight-junction pro-
teins, including zonulins, occludins, and claudins between enterocytes. Epithelial 
permeability increases significantly during PN feeding [67, 68], in parallel with a 
loss of tight-junction proteins [69]. In addition to the physical barrier along the gut 
lining, subepithelial dendritic cells extend dendrites between epithelial cells, which 
are hypothesized to sample luminal antigens and augment barrier responses [70]. A 
smaller proportion (10%) of intestinal cells secretory cells, including enteroendo-
crine cells and mucous secreting goblet cells [47].
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The epithelium’s contribution to defense includes not only physical barrier 
formation, but release of antimicrobial molecules that influence microbial com-
munity composition and membership. Enterocytes comprise 90% of total epithelial 
cells in the gut and release β-defensins and RegIIIγ enzymes that limit microbial 
growth at the mucous barrier [71]. The far less abundant Paneth cells, found at the 
crypt bases, produce a large array of antimicrobial peptides and enzymes, includ-
ing lysozyme, RegIIIγ, secretory PLA2, Angiogenin4, and α-defensins (murine 
cryptdins) [72]. These cationic antimicrobials localize to the negatively-charged 
mucous surface and work by targeting conserved aspects of microbial cell walls and 
membranes [67]. Studies demonstrate Paneth cell antimicrobial molecules reach 
15–100 mg/mL within intestinal crypts, exceeding antimicrobial concentrations 
[73]. The colon exhibits two layers of mucous, an inner sterile layer and an outer 
more loosely colonized layer.

Paneth cell antimicrobial release is regulated by Th2 cytokines, including IL-4, 
IL-9, and IL-13, GLP-2, and insulin [37, 74, 75]. Stimulatory triggers include the ligands 
TLRs and NOD2 and parasympathetic cholinergic stimulation [76]. PN decreases 
antimicrobial production through lower levels of intestinal IL-4 and IL-13 [77, 78]. 
Enterocyte release of RegIIIγ is also lost during PN [79]. Exogenous administration 
of IL-25 stimulates production of IL-4 and IL-13 cytokines and levels of Lysozyme, 
sPLA2, and RegIIIγ compared with PN feeding alone [80]. Following PN, mucosal 
secretions contain less Paneth cell antimicrobial products, leading to decreased killing 
of bacteria in vitro [76]. Tissue explants from PN fed animals have been demonstrated 
to be more susceptible to enteroinvasive E. coli compared with controls [81].

The function of goblet cells is to produce the mucous barrier, composed of gly-
coprotein mucins. These proteins have numerous carbohydrate residues including 
O-glycosylation, N-actyl-galactosamine, galactose, and N-actyl-glucosamines [82]. 
Functionally, mucins mucous serves as a selective physical barrier that allows for 
movement of luminal digesta, absorption of nutrients, and limiting bacterial access 
to the gut wall. Mucins also help concentrate Paneth cell antimicrobial molecules 
and sIgA through charge interactions [83]. The importance of mucins is demon-
strated by in mutant animals lacking the more abundant mucin, MUC2, which leads 
to inflammatory enteritis and increased risk of tumor formation [45].

PN decreases the release of MUC2, RELMβ, and trefoil factor 3 (TFF3) in neo-
natal piglets and adult mice [75, 84]. TFF3 promotes epithelial response to injury. 
Animals deficient in RELMβ display increased susceptibility to Citrobacter rodentium 
challenge. The release of goblet cell products are influenced by Th2 cytokines, includ-
ing IL-4 and IL-13, which are decreased under PN feeding [85]. Exogenous adminis-
tration of the Th2 stimulating cytokine, IL-25, elevates luminal MUC2 levels [77].

Although only 1% of the total intestinal epithelial cells are enteroendocrine cells 
(EECs), they collectively make up the largest endocrine organ, expressing almost 2 
dozen peptide hormones that shape metabolism, immunity, and behavior [86, 87]. 
EECs respond to enteral nutrients as well as microbial ligands [88]. EECs are also 
intricately linked to innate immunity, indirectly activating and recruiting immune 
cells by producing the chemokines CXCL-1, CXCL-3, and the cytokine IL-32. EEC 
hormones can also influence epithelial cell function in the gut, including Paneth cell 
release of antimicrobial molecules. GLP-2 mutant animals are at increased suscepti-
bility to gut infection than wild-type littermates [37].

8. Changes in the gut microbiome under PN

The microbial communities within the gut contain vast numbers of microor-
ganisms from the domains of bacteria, archeae, yeasts and fungi, protists, and 
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virus. The number of individual microbial cells rivals that of the human host and 
contains upwards of 150 fold the genetic content of the mammalian host [89]. The 
bacterial population, which accounts for >99% of all microbial DNA, contains 
trillions of organisms from numerous phyla, including Firmicutes, Bacteroidetes, and 
Actinobacteria. The basic role of the microbes in digestion is to breakdown nutrients 
and to synthesize novel compounds—including short chain fatty acids (SCFAs) and 
vitamins, including vitamin K and numerous B vitamins. Intestinal colonizers play 
complex roles in gut colonization and community establishment, creating barri-
ers to intruding pathobionts and serve the host through modification of secreted 
molecules, including bile acids, and consumption of secreted glycoproteins. 
O-glycosylated mucin glycoproteins secreted by the host serve both as nutrients for 
the microorganisms and as a substrate for colonization by Akkermansia muciniphila, 
Bacteroides thetaiotaomicron, and Bacteroides fragilis [89].

PN challenges the host with a unique set of circumstances. On one hand, 
elemental nutrients are plentiful in the bloodstream, yet the physiology required 
for host adaptation are bypassed. From a gastrointestinal standpoint, lack of 
central intake only occurs during hibernation and prolonged fasting or starvation. 
These circumstances are associated with catabolism. However, the goal of PN is to 
prevent catabolism and drive stable metabolic homeostasis or anabolism. Given the 
close interdependence of the gut microbiome and diet, it is unsurprising that the 
primary driver of microbial community structure is host nutrition [90]. Resident 
got colonizers are adapted to metabolize the breakdown of indigestible fiber and 
play important roles in coordinating host responses to dietary intake, influencing 
incretins, bile acid pools, and gut enterohormones [91]. Some of these hormones 
have direct effects on the pancreatic islet and acinar cells (GLP-1, secretin), liver 
homeostasis (FGF15/19), and gall bladder (CCK).

Given that Firmicutes are efficient degraders of dietary carbohydrate, this 
phylum is decreased under PN while increased relative abundance of Proteobacteria 
are frequently observed [92]. Proteobacteria can digest alternate food sources, such 
as amino acids and various host secretions, making them more resilient in a fasted 
or starved state. Prior work showed that elemental nutrients from PN enter the 
gut lumen in low abundance through the use of tracers and that these nutrients 
are utilized by resident Enterobacteriaceae [93]. Since PN reaches the lumen, it is 
perhaps unsurprising that dirurnal variations in host metabolism may also influ-
ence gut community structure, even in the absence of dietary intake. Leone et al. 
demonstrated that the intestinal microbiome oscillates in composition over 24-h 
circadian rhythms, regardless of whether the host is enterally fed or PN [79]. This 
finding further illustrates the role of the diet, host, and combined metabolites in 
shaping and selecting for gut microbial community members.

In the absence of enteral feeding, pathogens may proliferate in the setting of PN 
due to decreased commensal nutrition that would usually lead to an ecology capable 
of outcompeting with them. Under PN feeding Proteobacteria blooms include many 
pathogens such as E. coli, Salmonella, Yersinia, Helicobacter, and Vibrio [92, 94]. 
In addition to providing competitive exclusion, other beneficial bacteria, includ-
ing Bacteroides fragilis, are decreased. The presence of B. fragilis can support sIgA 
release [95]. The problematic changes in gut microbiome communities occur in 
concert with a loss of gut barrier, innate, and adaptive immune responses which can 
render the gut susceptible to a source of infection. Fecal microbiome transplanta-
tion (FMT) have demonstrated PN microbiome communities alone can decrease 
gut inflammation and decrease tight junction protein expression when placed into 
enterally fed previously germ-free animals [93].

In addition to bacteria, PN also reduces resistance to fungal pathogens, such as 
Candida albicans [96]. While C. albicans is found in healthy humans, it can become 
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virulent in the gut and oral cavity, eventually entering systemic circulation, and 
causing disease. Experimental inoculation of C. albicans during PN results in 
increased gut translocation systemic infection of C. albicans compared with con-
trol animals [97]. As with bacteria, it is likely that changes in innate and adaptive 
immune arms underscore the increased susceptibility to otherwise harmless gut 
microbes [40, 98].

9. Changes in liver function during PN

PN is a valuable clinical method supporting complete nutrition in the case of 
intestinal failure. However, PN can lead to serious metabolic complications includ-
ing gut atrophy and dysfunction and hepatic abnormalities. Liver dysfunction is 
common in infant and adult patients receiving PN for both short- and long-term. 
Prolonged PN feeding can lead to PN associated liver disease (PNALD), fibrosis, 
steatosis, and eventually liver failure [99, 100].

Depending on the patient’s age and duration of the PN administration, PNALD 
can be classified into three types: hepatic steatosis, cholestasis and gallbladder 
sludge [101, 102]. PN associated steatosis is mostly seen in adult patients with 
higher caloric intake from carbohydrates such as dextrose or carbohydrate-
nitrogen imbalance with elevated triglyceride synthesis in the liver. PN associated 
cholestasis is more common among premature newborns (40–60%) and infants 
receiving short-term and long-term PN than adults. PN associated cholestasis 
was first reported in premature infants receiving TPN. Cholestasis occurs when 
bile flow is impaired with an elevation in bilirubin level > 2 mg/dL. Other hepatic 
enzymes including alkaline phosphatase (ALP) and gamma glutamyl amino-
transferase (GGT) involved in the synthesis and secretion of bile are also impaired. 
This occurs within 1–5 weeks of PN administration [103]. Gallbladder sludge is 
seen in both adults and children and develops due to bile storage in the bladder for 
an extended period. Biliary sludge develops in patients having PN between 3 and 
6 weeks [104].

Several risk factors have been shown to contribute to the development of 
PNALD including poor nutrition with inappropriate ratio of dextrose, lipid, and 
amino acid, premature birth, duration of PN, bacterial/fungal infection and short 
bowel syndrome. Evidence from the literature suggests that PN associated liver 
dysfunction can be improved by avoiding excess calories and maintaining dextrose/
lipid/amino acid balance. This will promote fatty acid oxidation, avoiding hyper-
insulinemia in the liver and reducing the risk for the development of PN associated 
fatty liver disease [105].

Another key factor for the prevention or reversal of PNALD includes either fish 
oil-based lipid emulsion or lipid emulsion infusion of fish oil, soybean oil and olive 
oil mixture rather than a soybean oil-based formulation. Pro-inflammatory ω-6 
fatty acids having a high amount of phytosterols in soybean oil promotes the prolif-
eration of Kupffer cells and development of PNALD by impairing bile secretion and 
activating excessive secretion of pro-inflammatory cytokines such as TNF-α, IL-6, 
IL-1β, IFN-γ, and reactive oxygen species (ROS) [106]. Soybean oil derived lipid 
component phytosterols alter the intestinal microbial composition including the 
overgrowth of specific bacterial components associated with PNALD [7]. Farnesoid 
X receptor (FXR) is known to inhibit bacterial overgrowth and induce the expres-
sion of genes involved in the protection of gut [107]. Soybean-derived phytosterols 
are FXR agonists. TPN studies in piglet and mouse models have suggested that 
alteration in the bile acid mediated FXR-FGF19 axis may lead to the pathophysiol-
ogy of PNALD [108, 109].
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Alternatively, fish oil-based lipid emulsion or lipid emulsion of fish oil, olive oil 
and soybean oil mixture can reverse the development of PNALD. Anti-inflammatory 
ω-3 polyunsaturated fatty acids (PUFA) in fish oil, which have a high amount of 
omegaven and a low amount of phytosterols, can reduce the development of PNALD 
by suppressing the cytokine TNF-α [103, 110–114]. Additionally, a study from 
Harris, JK et al., shows that parenteral nutrition associated liver injury (PNALI) 
mice receiving fish oil derived lipid emulsion with a high amount of Omegaven 
harbor a specific composition of fecal microbiota. Specifically, there is a reduction 
in Erysipelotrichaceae, which appears to prevent the activation of Kupffer cells and 
subsequent PNALD as compared to soybean oil based lipid emulsions [32, 106]. 
Further, piglet studies have shown that replacing soybean oil based PN with fish oil 
based PN in neonatal piglets results in lower bilirubin, alanine transferase (ALT), 
aspartate transferase (AST) and improved PNALD [115, 116].

As mentioned, bacterial overgrowth and bacterial translocation is another 
potential cause of PNALD, which can be augmented with antibiotics such as 
metronidazole. Metronidazole administration in a rat model showed reduced fat 
accumulation with lower alkaline phosphatase (ALP), aspartate aminotransferase 
(AAT), and gamma glutamyl transpeptidase in the metronidazole treated group 
relative to the control group receiving PN [117, 118]. Further glutamine supple-
mentation, an essential energy source for the gut, prevented liver steatosis in a PN 
rat model [119]. Considering the importance of a healthy gut microbiome in early 
life on immune development and metabolic growth, it remains unclear what the 
implications of antibiotic administration in neonates have on long-term growth 
and development.

10. Challenges in supporting healthy neonatal growth during PN

The ultimate goal of NICU physicians is to support optimal infant growth 
and maturation until the child is stable for discharge. This goal is complicated by 
increased metabolic needs in infants who commonly have infectious stresses and 
underdeveloped GI and immune organs function. Preterm infants do not require 
the same nutrition intake as weight-matched term infants; they often require 
greater caloric intake due to weight loss after birth and high metabolic rates [120]. 
Despite the years of research and clinical trial and error that have gone into creating 
the PN formulas used in NICUs today, several developmental delays are still noted 
in neonates during PN. Among these are neurodevelopmental delays, which have 
been widely observed, but the underlying mechanisms remain poorly characterized 
[121]. There are also delays in development of the immune system and the closely 
related enteric nervous system in the intestine. PN infants also show slowing of 
intestinal and hepatic development.

Developmental outcomes for preterm infants have mostly only been studied 
during the NICU stay. What is less clear is the longer-term effects of neonatal 
growth delay. Several studies have examined the effects of too little growth and/
or the deficiency of certain nutrients during infancy on height, BMI z-scores, and 
other developmental factors measured later in life. In a cohort study of preterm 
infants receiving either standard or energy-enhanced PN (meaning an increased 
calorie:protein ratio), no significant difference in growth was found at 24 months 
of life. Both types of PN did, however, cause PN-related complications in 98% 
of patients [122]. Other studies have shown little or no significant difference in 
the effects of different protein or fat compositions of neonatal formula on height 
or BMI after 1 year of age [123]. It has, however, been found that breast feeding 
reproducibly leads to a higher IQ in childhood compared to formula feeding, and by 
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extension PN. As discussed in Section 12, supplementation of PN with DHA may 
help alleviate some detriments of neurological development [123].

Though most of the focus is on supporting adequate growth in the neonate, 
some researchers have questioned the effect of overcompensation and accelerated 
growth on later life. It has been observed that overly accelerated growth in infants 
may lead to increased incidence of obesity and other related diseases later in life. 
This appears to be true whether the infants are term or premature [124]. These long-
term effects are thought to occur through “nutritional programming”; that is, the 
nutrients received in certain key developmental periods can lastingly alter endo-
crine function, immune function, and other health indices via epigenetic responses 
to early life nutrients [123]. A cohort study in the UK identified several risk factors 
in children who were obese at 7 years of age. In that study, neonatal “catch up” 
growth was identified as an independent risk factor for obesity. However, large 
birth weight was also an independent risk factor, suggesting a trade-off between 
these two variables [125]. The clinical goal is to strike a balance between providing 
enough nutrition to prevent neurodevelopmental delays and prevent hyperalimen-
tation associated with long term obesity risk. It is also important to note that most 
of these studies have focused on accelerated growth with enteral feeding (either 
breast milk or formula), so little is known about the compound effects of over-
accelerated growth on PN.

11. Changes in brain development during PN

Preterm infants on PN long-term are at high risk of having compromised brain 
development and delayed cognitive skills. Neurodevelopmental delays and defects 
are commonly seen among 40–50% of preterm infants [121]. Preterm babies 
born during late second and third trimesters (30 weeks) with extremely low body 
weight < 1 kg with poorly developed GI tracts show delayed brain development 
and maturation. These preterm babies rely on PN for proper growth and develop-
ment. Magnetic resonance imaging (MRI) technology has shown that the total 
brain development including white and gray matter happens around 25–37 weeks 
of gestation with cerebellum enlargement [126–129]. PMID: 17151398 showed 
that using a preterm pig model with EN vs. PN, preterm pigs on PN for 10 days 
had neurodevelopment delays, smaller brains, immature myelination patterns and 
compromised motor skills compared to those on EN [8]. In addition, PN pigs had 
smaller cerebellums with slower locomotion than EN pigs regardless of similar body 
weight. These results suggest that maintaining preterm infants on PN long-term 
may be detrimental for optimal brain development [8].

The effect of soybean derived fat components of PN and their association with 
fatty liver disease was discussed in an earlier section. Here, we discuss the effect 
of soybean derived oil on the brain in PN patients. Neurodevelopmental disorders 
among PN infants occurs due to the effects of soybean oil derived PN and its asso-
ciation with the gut microbiome, and the development of gut microbiome-brain 
axis [130].

This raises the prudence of replacing soybean oil derived lipid emulsions with 
fish oil derived lipid emulsions for protection against PNALD and to ensure support 
of optimal brain growth and development. It has also been shown that dietary ω-3 
fatty acid docosahexaenoic acid (DHA) and arachidonic acid in fish oil modulate 
brain development in piglets [131–133]. To date, there are no specific clinical models 
established to study PN associated neurodevelopmental disorders in preterm 
infants and children. Therefore, further studies are needed to identify the cause of 
PN associated neurodevelopmental disorders.
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12. Metabolite supplements for restoring homeostasis during PN

PN is required in patients with progressive malnutrition, which is exacerbated 
by infectious and injurious challenge, leading to hypermetabolism. A major goal 
of recent research has been to find combinations of PN additives that will reduce 
the detrimental impact on the gut’s immune and metabolic functions, as well as on 
the mucous composition in the intestinal and respiratory tract. Immune enhanc-
ing nutrition formulations include the addition of glutamine, arginine, cysteine, 
tyrosine, leucine, choline, ω-3 fatty acids, nucleotides, and micronutrients (vitamin 
C, selenium, and tracer elements including iron and zinc). Glutamine has been 
studied most extensively as the most prominent free amino acid that supports nor-
mal metabolism but becomes limited during gut atrophy and critical illness [134]. 
Recent reviews have concentrated on the effects of these additives in basic and 
clinical work [135]. Outside of macronutrients classes, targets that stimulate aspects 
of immune and neuronal signaling have promise in mediating elevated immune and 
barrier response when PN is necessary.

12.1 Enteric nervous system molecules

Outside of the central nervous system, the enteric nervous system contains 
an enormous number of autonomous neurons and glial cells that coordinate the 
physiological functions of digestion, gut immune homeostasis, and diverse num-
bers of epithelial functions. Among the targets of ENS neuropeptides, including 
gastrin-releasing peptide (GRP), substance P, and VIP, are GALT immune cells. 
During normal feeding, ENS fibers release GRP, stimulating a cascade of digestion 
and immune cell responses [136]. Analogues for GRP, including bombesin (BBS), 
have been used to efficiently stimulate the GRP receptor and mimic gut feeding 
responses. Administration of BBS to mice on PN significantly elevates intestinal 
blood flow, Peyer’s patch lymphocytes [46], activated and memory lymphocytes in 
the lamina propria, and elevated pIgR and luminal IgA [137–139]. BBS also drives 
increased expression of Paneth cell antimicrobial enzymes. Functionally these 
changes following BBS results in increased resistance to infectious organisms, 
including respiratory H1N1 and Pseudomonas [140], and intestinal enteroinvasive 
E. coli [141], compared with PN alone. Outside of the immune compartment, BBS 
stimulates GI motility and pancreatic secretions during PN that are otherwise 
attenuated [142].

In summary, providing rodents with exogenous neuropeptides, for example 
BBS, can compensate for the loss of normal enteral nutrient stimulation that drives 
gut physiological and immunological responses. Artificial stimulation of these gut 
functions may hold promise in patients where prolonged periods of PN are needed 
and patients may otherwise be at increased risk of mucosal immune atrophy and 
infectious microorganisms.

12.2 AHR molecules

Given the loss of microbial community structure and function in the absence 
of enteral feeding, disturbances in the gut microbiota occur rapidly following PN. 
One such change is the loss of microbial Aryl hydrocarbon receptor (Ahr) ligands 
production that normally stimulate IL-22 production. IL-22 generates epithelail 
barrier responses, including antimicrobial molecule production [143]. Ahr deficient 
animals are at increased susceptibility to infectious challenge, including Citrobacter 
rodentium. Prior work demonstrates that microbial Ahr production elevates bone 
marrow B cell maturation [144, 145].
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12.3 SCFAs

Short chain fatty acids (SCFAs) Are generated by microbial fermentation of 
dietary carbohydrates. SCFAs phase can reach 130 mmol/kg in the distal gut where 
they stimulate the receptors, GRP41, GPR42, and GPR109a, shaping immune 
responses and modifying the release of enteroendocrine hormones. Exogenous 
administration of SCFAs stimulates the number of IgA+ producing plasma cells in 
the gut and elevates circulating immunoglobulins [146]. Functionally, the impor-
tance of these metabolites in immune stimulation have been demonstrated through 
experimental studies administering SCFA to mice during infection with Citrobacter 
rodentium, and enhanced IgA levels and pathogen clearance was observed. In addi-
tion to driving antibodies at mucosal surfaces, SCFAs mitigate pro-inflammatory 
responses and stimulate tolerance by inducing Treg cells [147]. Isolated plasma cells 
enhance production of IgG and IgA when exposed to SCFAs, demonstrating the 
direct effect of these metabolites on immune function [146]. At the mucosal barrier, 
through GRP receptors, SCFAs stimulate goblet cell mucin gene expression and 
improve tight junction protein expression [148, 149]. Dietary SCFAs administra-
tion improves diet induced metabolic complications including liver dysfunction 
via the G-protein coupled receptor FFAR3 and prevents de-novo lipogenesis in mice 
[150, 151]. SCFAs modulate gut microbiome-brain communication by crossing the 
blood-brain barrier and regulating signaling pathways involved in central nervous 
system (CNS) production of neurotransmitters such as dopamine and serotonin 
[152]. SCFAs alleviate blood-brain barrier permeability and microglia maturation 
and function [153]. Also, dietary administration of SCFAs increases serum plasma 
of GLP-1 and protects mice from diet-induced obesity [154].

12.4 Polyamines

Polyamines are a unique class of polycationic metabolites produced by many 
lifeforms. Diets lacking polyamines lead to slowing of intestinal development and 
atrophy of the mucosa [155]. By enhancing expression of occludin and E-cadherin, 
polyamines improve epithelial tight-junction function in addition to improving 
mucous glycoprotein release [156, 157]. Polyamines are also demonstrated to drive 
IgA levels and increase lamina propria CD4+ T cells [158, 159]. Considering the 
importance of these molecules in normal gut homeostasis, this class of molecules 
represents one area of innovation for researchers investigating PN additives for 
improved outcomes.

12.5  Bile acid agonists (INT-777, INT-747): supporting liver function and gut 
epithelial signaling

Bile acids play a crucial role in maintaining lipid and glucose metabolism via 
G-protein coupled receptor (TGR5) and farnesoid X receptor (FXR) signaling. FXR 
regulates key pathways involved in metabolism in the liver. Alteration in bile acid 
signaling reduces bile acid synthesis in the liver and leads to hepatic cholestasis and 
inflammation [160, 161]. Recent literature suggests that altered bile acid signal-
ing increases insulin resistance and promotes hepatic gluconeogenesis [162, 163]. 
TGR5 activates the cAMP/PKA pathway to regulate lipid metabolism. INT-777 and 
INT-747, novel and selective agonists of TGR5 and FXR respectively, stimulate bile 
flow. INT-777/TGR5 activation inhibits nuclear translocation of NFkB and displays 
an anti-inflammatory effect by reducing the secretion of TNF-α, IL-6, IL-1β and 
IFN-γ. Bile acids activate FXR, which regulates the transcription of FGF19 and 
binds to FGFR4. FGFR4 blocks CYP7A1 and represses bile acid synthesis [164, 165]. 
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Treatment using bile acid receptor agonists INT-777 (TGR5) and obeticholic acid/
INT-747 (FXR) can attenuate hepatic steatosis and improve the overall metabolic 
profile induced by high fat diet (HFD). Animal models show that INT-747 and 
INT-777 supplementation promote fatty acid oxidation in the liver by regulating 
the expression of key genes (acyl-CoA oxidase and carnitine palmitoyltransferase) 
involved in fatty acid metabolism [166, 167].

12.6  Lipid formulations (soy vs fish oil lipid emulsions); enhancing brain 
growth, normalizing PNALD

For decades, intravenous soybean oil-based lipid formulations have been used 
extensively in PN patients in the United States. However, the use of soybean oil-
based lipid emulsion may not be optimal for the safety and benefit of PN patients. 
While this is a great source of essential fatty acids, soybean oil based lipid contains 
a higher amount of proinflammatory ω-6 PUFA including oleic acid, linoleic acid 
(18:2), and phytosterols [168]. A high amount of linoleic acid in ω-6 fatty acid has 
inflammatory properties [169]. Plant based phytosterols inhibit bile flow, increase 
triglyceride storage, increase hepatic cholestasis, and increase neurological disor-
ders [170, 171]. Phytosterols are thought to be toxic to hepatocytes, but if they are 
taken enterally, they are absorbed by GI tract.

Over the years, PN with a fish oil-based lipid emulsion or a mixture of fish, 
soybean, and olive oil derived lipid emulsions have been preferred. Recent literature 
supports the idea of considering the use of fish oil based lipids solely, or a mixture 
of fish, olive and soybean oil based lipid emulsions as an alternative as significant 
improvements have been observed using fish oil based composition. This espe-
cially applies to preterm babies with immature brains and pediatric patients with 
PNALD. Fish oil or mixed oil lipid emulsions have increased antioxidant properties 
because the triglycerides formed from each lipid emulsion differ based on the fatty 
acid content, such as long vs. short chain fatty acid chains (LCFAs vs. SCFAs) and 
unsaturated vs. saturated. Different length FAs have different biological properties 
and clinical outcomes. Fish oil based lipid emulsions contain a high concentration 
of anti-inflammatory ω-3 unsaturated fatty acids with small amounts of linoleic 
acid and higher amounts of Omegaven, docosahexaenoic acid (DHA) and eicosa-
pentaenoic (EPA). These have been shown reduce oxidative stress and inflammation 
by blocking proinflammatory cytokines to prevent or reverse PNALD with cholesta-
sis in neonates as well as in the setting of intestinal failure [172–174]. DHA and EPA 
are the major metabolites of ω-3 fatty acids highly enriched in fish oil. DHA plays 
an important role in reducing inflammation by suppressing inflammatory mark-
ers [110]. Additionally, DHA present in Omegaven modulates the liver X-receptor 
involved in bile regulation [175, 176]. Further, DHA and arachidonic acid present 
in fish-oil or mixed lipid modulate neuronal development and brain maturation 
in piglets and preterm infants [132, 133, 177]. Alternatively, olive oil-based lipid 
emulsions have been proven as another alternative because they have a low amount 
of ω-6 fatty acid which reduces oxidative stress with no major changes in liver 
enzymes [178].

13. Future directions in PN research

Although PN is highly effective in pediatric and adult patients, the pathophysiol-
ogy of its association with PNALD and neurological disorders and the underlying 
mechanisms are not well understood and are of high priority in the clinical setting. 
Over the years, most of the research has emphasized understanding the maturation 
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of the GI tract in PN patients. There are no specific safer therapies yet established 
for the prevention or treatment of multifactorial PNALD or brain abnormalities in 
PN patients. There are challenges to overcome in terms of the characterization and 
standardization of PN supplements for optimal nutrition to promote normal brain 
development trajectories and normal liver function. PN is essential but detrimental 
in preterm babies and infant patients on long term feeding, and they are at high 
risk for liver and brain abnormalities. Optimal nutrition with minimal side effects 
is highly important in early neonates for their developing brain and normal liver 
function. Several key questions need to be addressed including (1) the revision of 
PN components, (2) the characterization of current PN components, (3) the use 
of ω-3 fatty acid enriched fish-oil based lipid or mixed oil based lipid rather than 
soyabean oil based lipid, 4) the inclusion of essential short chain FA (SCFAs) and 
essential amino acids, and 5) the effects of specific dietary solutions in the rapidly 
developing brain in early life.

There is a need to consider cyclic PN (cPN) rather than continuous PN for long 
term in infants. Studies in neonates suggest that patients on cyclic (cPN) have 
delayed liver dysfunction compared to continuous PN [179]. Another study from 
Costadel Sol Hospital in Spain shows that patients ≥18 years had delayed hepatic 
abnormalities on cPN for 12–15 days compared to patients on continuous PN. The 
cPN patients showed significant reduction in hepatic enzymes such as Bilirubin, 
AST, ALT and GGT with no change in ALP [180]. However, the limitations of this 
study were the exclusion of patients having early liver abnormalities and sample 
size [180]. Future studies involving cPN instead of continuous PN administration 
will help in addressing early hepatic and brain related issues.

There is also the possibility for improvement of the route of PN, including 
partial enteral nutrition (EN) that may reduce the risk of developing PNALD. Given 
the limitations of current therapies, more research is needed for the optimization 
of current nutritional components and advancement in PN associated with neuro-
logical disorders and PNALD. The next key question in the field is to identify the 
driving factors and associated cellular and molecular mechanisms that modulate 
neurodevelopmental outcomes in the rapidly developing brain of preterm neonates 
and infants.

Another key factor to consider is how to maintain bacterial diversity 
(Bacteriodities vs. Firmicuties) and prevent unwanted bacterial overgrowth. 
Additionally, we need to focus on understanding the molecular mechanisms driving 
gut-brain maturation in pediatric patients on PN. In summary, there are several 
challenges remaining in clinical trials to optimize efficacy and safety of PN for 
patients.

14. Conclusions

The work that has been done in animal models to both characterize the 
molecular effects of PN on the body and to optimize PN additives has influenced 
the development of safer PN for patients. PN is essential and life-saving, so it is 
important that GI, immune, hepatic, and nervous system complications be mini-
mized. Researchers have described the changes in intestinal cellularity, mucous 
composition, microbial population, innate immune function, enterohepatic 
circulation, and brain development induced by PN. Even though many patients 
requiring PN are critically ill and often malnourished making them predisposed 
to infection and underlying metabolic complications, a vast body of work dem-
onstrates that route of feeding can dramatically alter the gut immune system, gut 
microbiome, metabolic handling, and organ function, which may contribute to 
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Gut Feeding the Brain: Drosophila 
Gut an Animal Model for Medicine 
to Understand Mechanisms 
Mediating Food Preferences
Zoha Sadaqat, Shivam Kaushik and Pinky Kain

Abstract

Fruit fly, Drosophila melanogaster is a most powerful animal model for exploring 
fundamental biological processes and modeling molecular and cellular aspects 
of human diseases. It provides the flexibility and tool box with which scientists 
can experimentally manipulate and study behavior as well as gene expression in 
specific, defined population of cells in their normal tissue contexts. The utility and 
increasing value of a sophisticated genetic system of flies, the tool box available for 
studying physiological function, functional imaging, neural circuitry from gut to 
brain, taste receptors expression and controlling gene expression by determining 
the specific cells in the intestine, makes fly gut the most useful tissue for studying 
the regulation of feeding behavior under changing internal state. To understand the 
intestine and its connectivity with the brain, Drosophila has proved an ideal model 
organism for studying gut brain axis aspects of human metabolic diseases. Various 
markers and fly lines are available to characterize the expression of transgenes in 
the intestine. The newly generated genetic tools aim to streamline the design of 
experiments to target specific cells in intestine for genetic manipulations based on 
their type and location within physiologically specialized intestinal regions. This 
chapter will be useful for understanding post-ingestive sensing system that mediate 
food preferences and to investigate fundamental biological processes and model 
human diseases at the level of single cells in the fly gut. Furthermore, the utility 
of adult fly gut can be extended to the study of dietary and environmental factors 
relevant to health and disease by screening for cells and micro circuits stimulated by 
internal state or the consumption of various nutrients.

Keywords: gut brain axis, Drosophila, taste receptors, enterocytes,  
enteroendocrine cells

1. Introduction

Mammalian central nervous system (CNS) consists of brain and spinal cord. 
The neuronal network extends from the brain to all over the body and various 
neurotransmitters help transmit the message to target cells in different tissues. The 
part of the nervous system located in our gut is called the enteric nervous system 
(ENS). In all animals, gut brain axis is a lesser known nervous system so far. Our gut 
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or “second brain” (ENS) chemically connects with the brain through neurons, 
secreted chemicals like hormones and neurotransmitters that send messages to 
the brain. The enteric nervous system’s network of neurons and neurotransmitters 
extends along the entire digestive tract – it starts from the esophagus to the stomach 
and intestines, and down to the anus. The “gut microbiome” comprises of microor-
ganisms living in the gut (bacteria, viruses, and fungi) that can affect the chemical 
messages that pass between the gut and the brain. Microorganisms residing in the 
gut help regulate the body’s immune response. Since, the brain and the gastrointes-
tinal (GI) system are intimately connected, therefore, they play key roles in certain 
diseases and to maintain our overall health to regulate cognitive and digestive 
behavior. The bidirectional communication between the brain and digestive system 
hence, are opening up avenues to think about diseases considering this angle.

Gut has recently become a subject of research in medical sciences wherein 
subjects with depressive symptoms, Parkinson’s and Alzheimer’s disease, autism, 
amyotrophic lateral sclerosis, multiple sclerosis, pain, anxiety and other neurode-
generative conditions are beginning to be looked to see what is going on in the gut. 
Effects of conditions like ulcers, constipation, and other GI problems have been a 
focus of research on aspects of brain functioning. The enteric microbiota impacts 
the gut brain axis (GBA), interacts locally with the intestinal cells and ENS as well 
as with the CNS through neuroendocrine and metabolic pathways. These studies 
suggest that GBA plays a vital role in maintaining mental health and can affect the 
feeding behavior when nutrient detection or absorption does not function properly 
as in case of metabolic conditions.

To ensure stability in the internal environment of body and drive adaptive 
changes, control mechanisms are key to animal’s survival. Recently GI has been 
recognized as a major source of signals modulating feeding behaviors, food intake, 
metabolism, insulin secretion and energy balance. Through its interaction with 
microbiota, it can shape our physiology and behavior in complex and sometimes 
unexpected ways. A growing scientific community has exploited the genetic 
amenability of Drosophila gut in great and resourceful ways. In this chapter, we 
are shedding some light on a broad range of biological questions revolving around 
gut-brain axis, neural connectivity and its role in regulating food preferences by 
using inter-organ signaling and disease state, especially metabolic and neurode-
generative diseases. Despite being a relatively new research area for fly biologist, 
many of the mechanisms active in the intestine of flies have already been shown to 
be more widely applicable to gastrointestinal systems of higher system and humans, 
and may therefore become relevant in the context of human pathologies such as 
metabolic disorders, neurodegenerative diseases, gastrointestinal cancers, aging, or 
bowel disorders. This chapter will be summarizing our current understanding and 
knowledge of function of the adult Drosophila digestive tract with a major focus on 
gut-brain neural connectivity and role in digestive/absorptive functions.

2.  Drosophila as an emerging model system for studying gut: comparison 
of human and fly gut

Easy genetic manipulation and effortless genetic tools make flies an insect of 
choice to study inter organ neuronal signaling including gut-brain axis neuronal 
connectivity. To understand human metabolic diseases and how a GI play a key 
role there is a recent focus of research. Some progressive studies also draw a link 
between neurodegenerative disorders and gut microbiota of humans and other 
insects. Drosophila’s assistance for studying these and metabolic diseases with 
respect to its gut will be covered in this chapter.
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Fruit flies have a simple and similar to humans- gut system (Figure 1). In mam-
mals including humans, the esophagus (Drosophila foregut) passes the consumed 
food to the stomach (crop in flies), where food stores and digestion proceeds. 
Nutrient absorption takes place in the small intestine (anterior midgut in flies). 
Later nutrient, water and electrolyte absorption commences in the large intestine 
(fly hindgut). Finally, it reaches the rectum and anus for excretion (Figure 1) [1, 2]. 
In flies, after food passes through the middle midgut (a region of low pH, contains 
the iron and copper cells), it transits through the posterior midgut for further 
absorption and through the hindgut and rectum to exchange water and electrolytes 
and finally reaches the anus for excretion. Malpighian tubules (renal-like struc-
tures) are tubular excretory organs in flies connected to the midgut-hindgut junc-
tion and they absorb solutes, water and waste from the surrounding hemolymph, 
and release them in the gut in the form of solid nitrogenous compounds (Figure 1) 
[3]. Though the malpighian tubules are drastically different from human kidneys, 
similarities have been seen in function and development.

The adult Drosophila gut is like a tube structure lined by an epithelial 
 monolayer comprising of four cell types: intestinal stem cells (ISCs), absorptive 
enterocytes (ECs), secretory enteroendocrine (EE) cells, and enteroblasts (EBs) 
(Figures 1 and 2). Ectodermally derived foregut consists of esophagus, crop, and 
cardia (Figures 1 and 2). The crop is a diverticulated structure unique to Diptera. 
A complex array of valves and sphincters ensure passage of intestinal matter in and 

Figure 1. 
Comparison between human and Drosophila gut. Organs with similar functions are coded with same colors. 
Drosophila contains many tissues/organs that functionally resemble to most essential human gastrointestinal 
system: Esophagus (foregut), midgut (small intestine) and large intestine (hindgut), stomach (crop), kidneys 
(malpighian tubules).
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out of the crop into the main alimentary canal. Crop function is poorly determined, 
its function in processes like early digestion, detoxification, microbial control, 
and food storage in flies has been speculated from other insects [4]. The cardia (or 
proventriculus) is a complex bulb-shaped structure composed of three epithelial 
layers. It makes the peritrophic matrix (site of antimicrobial peptide production) 
[5, 6] which may act as a valve, regulating the entry of ingested food into the mid-
gut (Figures 1, 2B and C). Posterior to the cardia is endodermally derived midgut 
(with average length of 6 mm in adult flies), the main digestive/absorptive portion 
[7, 8] (Figures 1, 2A and B). It has been found that fly midgut epithelial cells have 
an opposite arrangement of junctions, with occluding junctions above adherens 
junctions, as in mammals [9]. The visceral muscle surrounds the epithelium. It is 
protected toward the lumen by secreted mucus and, posterior to the foregut, by a 
chitinous layer (peritrophic matrix) [10] (Figure 2C).

The fly midgut has been segmented into the anterior, middle and the posterior 
midgut (Figures 1, 2A and B). It has been further subdivided morphologically and 
molecularly into 10–14 regions (Figure 2B) [11–13]. Midgut regionalization has been 

Figure 2. 
Fly gut anatomy. (A) the Drosophila gut-brain axis consists of central nervous system (brain and ventral nerve 
cord-VNC; shown in white), gastrointestinal system (foregut, midgut and hindgut), crop and malpighian 
tubules. (B) the whole fly gut is divided into foregut (esophagus, crop and proventriculus), midgut (R1-R5), 
and hindgut (gray). pH divisions are also observed in midgut. (C) In Drosophila gut epithelia, the epithelium 
is protected by the peritrophic matrix and thin mucus layer apically and is covered in a basal lamina and 
visceral muscle cells. The fly midgut is composed of absorptive enterocytes (ECs) and secretory enteroendocrine 
cells (EE) that stand up from differentiation of the basally embedded intestinal stem cells (ISCs). Enteroblasts 
(EBs) are transient progenitors destined to differentiate into ECs.
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seen in the muscles, trachea and neurons that surround it [12–15]. Physical proper-
ties (e.g., luminal pH), histological and cellular features (villi size, lumen width), 
stem cell proliferation rates, and gene expression profiles [11–13, 16, 17] have been 
used to characterized all midgut regions. The middle midgut (R3) contains a copper 
cell region in R3ab, which produces gastric acid, followed by a large flat cell region 
(R3c) with uncertain role (Figure 2B). Two boundaries flanking this region are 
inflection points where the midgut folds stereotypically inside the body cavity.

The Malpighian tubules release at the junction between the midgut and hindgut 
(Figures 1,2A and B). The water/ion exchange occurs in the hindgut which consist 
of pylorus (a second valve-like structure), ileum, and rectum [7, 8]. The muscles 
that surround the epithelium in flies are striated, as opposed to the smooth muscles 
found in mammalian intestines [18]. An outer layer of longitudinal muscles found 
surrounding the midgut. Circular muscles are found to be present throughout the 
fly tract. Physiology of the intestine is maintained and regulated by autonomic 
innervation and by hormones. The tracheal system forms a branched structure sur-
rounding the gut during development [15] and may influence epithelial regenera-
tion in the adult. Owning to similarity of flies and human gut, we will be discussing 
further how gut of the flies is handled and controlled to understand about neural 
circuitry drawing it closer to the brain and diseases related to intestinal illnesses.

2.1 Intestinal anatomy of Drosophila and human

Both humans and fly intestines share similar tissue, anatomy and physiological 
function [19, 20]. Their gut are of endothelial origin in nature [21, 22] and comprise 
of an epithelial monolayer of columnar or cuboidal ECs. A series of sequential 
depressions called the crypts of Lieberkühn, along the small and large intestine, 
and protruding villi along the internal surface of the small intestine in mammalian 
intestinal epithelium maximize its surface area [23]. Extensive folding has not been 
reported in the Drosophila intestine. Cytoplasmic extensions (microvilli) of the 
apical side of ECs and ISCs [24] do increase the cellular surface area facing the gut 
lumen in both flies and mammals. Microvilli spread parallel to each other toward 
the lumen to form the brush border [24–26]. A layer of mucus present above the 
brush border protects the host from intestinal microbes. The peritrophic matrix in 
Drosophila gut helps to sequester microbes from coming in contact with the midgut 
and hindgut [27, 28] (Figure 2C).

In both flies and mammals, the epithelial monolayer is associated on its basal 
side on an extracellular collagenous matrix (known as basement membrane) [29]. 
A checkerboard of innervated and trachea-oxygenated longitudinal and circular 
muscles tissue underneath the basement membrane in flies drive the peristaltic 
movements [30] (Figure 2C). Mammalian intestine has a similar organization 
of intestinal external musculature in the outer layers where musculature is also 
innervated and oxygenated by a plexus of vasculature [31, 32]. Layers including, 
the submucosa, (a dense layer of connective tissue containing nerves and lymphatic 
and blood vessels); muscularis mucosae (an additional muscle layer); and the 
lamina propria underling the intestinal epithelium and contains connective tissue, 
lymph nodes (Peyer’s patches), immune cells (leukocytes, and dendritic and mast 
cells), vessels and myofibroblasts [33], fill the space between the outer musculature 
and the basement membrane in mammals.

2.2 ISCs, ECs, and EE cells of fly gut

About 65% of human-disease causing genes are shared as a functional homolog 
in fruit flies. This shows conservation of genes and function at an evolutionary 
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level. Fundamental processes such as digestion is also conserved from flies to 
humans. Drosophila intestine is composed of many cell types of heterogeneous 
developmental origin. Adult multipotent ISCs are present in both fly and mamma-
lian guts [34–37]. ISCs differentiate throughout to self-renew and form new spe-
cialized cells namely absorptive type ECs and secretory type EE cells (Figure 2C) 
[38]. ECs and EE cells are found in both mammals and flies. ECs help in absorbing 
nutrients. EE cells release hormones for gut mobility and function. They also have 
antimicrobial purposes which are fulfilled by analogous cells in humans such as 
goblet and Paneth cells [39, 40]. Drosophila intestine produce both mucus and 
AMPs, but secretory cells (mucus-producing goblet cells) and the AMP-producing 
Paneth cells of mammalian gut have not been found in Drosophila midgut [28, 41]. 
Mammalian ECs and secretory cells are located at the bottom of the crypts and spe-
cifically express Lgr5 and/or Bmi1 (stem cell markers). Both of these cell types can 
give rise to all lineages of intestinal cells, including the transient amplifying (TA) 
cells that lie immediately above ISCs. TA gradually move upwards while maturing 
to eventually reach complete maturation close to the opening of the crypts. There is 
a continuous turnover of TA cells, which are either shed or become apoptotic upon 
maturation [23, 42].

The lineage of fly posterior midgut with only one type of mature absorptive 
cell and one main type of secretory cell is very simple. Although asymmetric ISC 
divisions in the fly midgut produce transient cells (EBs), these cells do not undergo 
further cell division and remain close to the ISCs before maturation. Fly midgut 
ISCs are situated basally and are broadly dispersed in the intestinal epithelium. 
The cellular composition and regeneration in Drosophila hindgut are interest-
ingly similar to mammals. As in mammals, the ISCs of the hindgut are specified 
anteriorly and move posteriorly, as TA cells do, before their further differentiation 
in the posterior hindgut [37]. Nonetheless fly hindgut has not been examined as 
extensively as the midgut which has served as the prototype Drosophila tissue for 
the study of intestinal pathology [43–45].

2.3 The fly intestine functions

Like the regional specialization of digestive functions, the expression of diges-
tive enzymes has also been found to confined to specific segments of the digestive 
tract in flies [12, 46, 47]. In addition to its roles in nutrient extraction and utiliza-
tion, the digestive tract responds to the food and bacteria in its lumen. Digestion 
takes place in fly midgut [48] which can be further modulated by various factors 
like temperature, redox potential, pH, and intestinal transit [8, 48]. It has been 
shown that the expression and activity of digestive enzymes are tightly regulated in 
many insects like enzymes involved in the breakdown of sugars in flies are enriched 
in anterior (R1/R3) portions of the adult midgut and Peptidase genes express more 
posteriorly [47].

The enzymatic activity of the intestine is a key factor determining availability 
of certain nutrients. A substantial reduction of intestinal digestive enzyme activi-
ties (trypsin, chymotrypsin, aminopeptidase, and acetate esterase) has been 
reported in flies lacking EE cells [49]. Though not extensively investigated in 
Drosophila, modulation by nutrient quality and quantity, neuronal activity, and 
endocrine signals has been described in many insects [8, 50, 51]. Models suggest-
ing role of ECs in integrating information about sugar uptake (sensed intrinsically 
in the intestine by Mondo-Bigmax) and the carbohydrate status of the fat body 
(relayed by TGF-β/Activin signaling) to modulate expression of the carbohydrate 
digestive enzymes have been proposed. Repression mechanism involving the 
TGF-β/Activin ligand Dawdle (Daw) which, upon refeeding with nutritious sugars 
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(but not non-nutritious sugars) after a period of starvation, reduces the expression 
of carbohydrate digestive enzymes in the adult ECs [52]. Activation of the intracel-
lular sugar sensor complex Mondo-Bigmax promotes the expression of both Daw 
and the transcription factor sugarbabe (sug) [53]. Sug further repress the expres-
sion of amylases. Low cholesterol in the diet upregulate expression of the Hr96 
nuclear receptor (homologous to the vertebrate LXR receptor involved in regulated 
cholesterol homeostasis) [54]. Hr96 binds cholesterol and promotes the expression 
of genes involved in cholesterol homeostasis and lipid breakdown including Magro 
(Mag) [54–56]. Mag plays a dual role in breaking down intestinal cholesterol esters 
to maintain cholesterol homeostasis. It also enables triacylglyceride (TAG) break-
down, required for intestinal lipid absorption and peripheral fat accumulation 
[56, 57]. It has been suggested that intestinal mag expression can also repressed 
by a sugar-rich diet in a foxo-dependent manner [58]. Such a mechanism becomes 
chronically active in the aging intestine due to disrupting lipid homeostasis and 
activation of JNK pathway affecting the metabolic homeostasis [58].

2.3.1 Role in nutrients absorption

Carbohydrates: A diverse array of transporters internalizes simple sugars into 
the ECs for further digestion and absorption [59] in insects like Glucose transport-
ers, the GLUT/Slc2 family of facilitative glucose transporters and the SGLT/Slc5 
family of Na+-glucose symporters [60–64]. GLUT-like gene has been described 
in flies [65]. Drosophila genome harbors homologs of other glucose transporters 
including a homolog of SWEET family of sugar transporters [66, 67] a disaccharide 
transporter Slc45–1 [68]; trehalose transporters (Tret1–1 and Tret1–2) [69] and 
Slc45–1 (can transport sucrose) [68, 70]. The possible intestinal activity of many of 
these transporters deserves further investigation.

Proteins: A mixture of amino acids, di- and tri-peptides are products of protein 
break down. This chemical diversity is handled by a broad range of apical and baso-
lateral transport systems (many are homologous to known mammalian transporter 
systems) [59, 71]. Drosophila homologs of cationic amino acid transporters [72], 
ion-dependent and independent amino acid transporters for neutral amino acids 
[73–76] and oligopeptide transporters [77, 78] are some examples. Intestinal expres-
sion of amino acid transporters Pathetic [74] has also been reported. Minidiscs [73], 
NAT1 and other Slc6 family members [75, 79], and the oligopeptide transporters 
Yin and CG2930, with enriched expression in proventriculus/hindgut and midgut 
[77, 78] has been shown. The nature, physiological modulation, and significance of 
many of these amino acid/oligopeptide transporters remains to be investigated.

Lipids and sterols: Intestinal lipid transport in Drosophila is still undetermined. 
Intestinal cells absorb free fatty acids, glycerol, mono- and diacylglycerols, and 
phospholipid derivatives (products of lipid digestion) along with dietary sterols. 
Diffusion and emulsification have been proposed for absorption [80]. Vertebrates 
emulsify by covering lipids with bile salts, but in insects emulsification is achieved 
by forming fatty acid-amino acid and glycolipid complexes, as well as fatty acids and 
lysophospholipid micelles [80]. In ECs, the products of lipid breakdown are used to 
resynthesize diacylglycerols and TAG. They get packaged together with cholesterol 
and fat body-derived carrier proteins to form lipoprotein particles and trafficked 
throughout the body [81] ensuring that the products of lipid breakdown are kept at 
low concentrations inside the ECs, which may facilitate diffusion. Mutants in which 
lipoprotein secretion from the fat body is compromised has revealed both anterior 
and posterior midgut regions as sites of lipid efflux [81]. The absorption of sterols 
is crucial to insects as they cannot synthesize sterols and require a dietary source 
of sterol for the synthesis of the steroid molting hormone ecdysone. In Drosophila 



Preclinical Animal Modeling in Medicine

68

Niemann-Pick Chomologs-Npc1a and Npc2a are broadly required for intracellular 
sterol trafficking [82], whereas Npc1b is expressed in the midgut and is required for 
intestinal sterol absorption [83].

Changes in the expression of p38 kinase or the Atf3 and Foxo transcription 
factors cause accumulation of neutral lipid in ECs [58, 84]. It has been shown that 
neutral lipid increase following depletion of the EE hormone Tk [85], or in sterile 
female flies after mating [86]. It has been suggested that activation of intestinal 
lipogenesis is key to survival in diet-restricted flies. Indeed, nutrient scarcity 
induces expression of the sugar sensor transcription factor sug in the intestine 
which, in turn, promotes intestinal lipogenesis. Internal nutritional challenges may 
be equally dependent on deployment of these intestinal adaptations [86].

2.3.2 Intestinal pH

Many animals generate localized regions of low pH inside the intestinal lumen 
to facilitate protein breakdown, absorption of minerals and metals, and limit the 
survival of ingested microbes. While mammalian digestion takes place in acidic con-
ditions, insect digestion occurs at neutral or basic pH including Drosophila (neutral or 
mildly alkaline). Luminal pH does, however, display consistent transitions along the 
length of the intestine and becomes strongly acidic (pH 2–4) in the copper cell region 
of both larvae and adults [24, 87, 88]. Posterior to this region, the midgut lumen 
becomes mildly alkaline again (pH 7–9), but is again acidified in the hindgut (pH 5), 
partly as a result of discharges from the malpighian tubules. Diet affects the acidity of 
rectal ampulla where final pH adjustments may take place [14]. Copper cells are spe-
cialized ECs with a highly invaginated apical membrane, similar to the mammalian 
gastric parietal cells [89]. During aging in adult flies, genetic interference with copper 
cell identity or their progressive loss are associated with loss of gut acidity [90].

The contribution of five ion transporters enriched in the acidic region have been 
studied [88]. These include: the potassium/chloride symporter Kazachoc (Kcc), a 
member the Slc12 family of electroneutral cation-chloride transporters (express in 
intestine) [91, 92]; the Slowpoke pore-forming subunit of a calcium-activated K+ 
channel (express in neurons, muscles, tracheal cells, and two types of midgut ECs 
in the copper and iron cell regions) [93]; the ligand-gated chloride channel pHCL-2 
which, in addition to regulating fluid secretion in malpighian tubules (express in 
the copper cell, iron, and large flat cell regions of the midgut) [94, 95]; the carbonic 
anhydrase CAH1; and the bicarbonate/chloride exchanger CG8177, belonging to the 
Slc4a1–3 subfamily of anion exchangers (express in a specific midgut pattern simi-
lar to that of pHCl-2) [96]. Collectively, these findings suggest that the transport of 
H+, Cl−, K+, and HCO3− contributes to acid generation in the Drosophila midgut.

2.3.3 Water and osmolytes

Flies extract water from their diet to maintain hydration and ionic balance. This 
compensates for substantial water loss resulting from metabolic and physiological 
processes. Although malpighian tubules are important for this process, but intestine 
also contributes. Water absorption from the food occurs in the insect midgut and in 
rectal pads of rectum [8]. The rectal pads are also the crucial site for reabsorption 
of ions. Ions and water can cross the intestinal epithelium through or between cells 
and their transport play an important role in the maintenance of ion gradients that 
sustain active transport in the intestinal epithelium. The scanning ion-selective 
electrode technique (SIET) provides a way to probe intestinal gradients for ions 
such as K+, Na+, H+, or Cl− [24, 97]. K+ and Na+ absorption occur largely in the large 
flat cell and posterior regions of the midgut and, also in the anterior hindgut in the 



69

Gut Feeding the Brain: Drosophila Gut an Animal Model for Medicine to Understand…
DOI: http://dx.doi.org/10.5772/intechopen.96503

case of Na+ [97]. The two Drosophila Nha members express in intestine epithelia 
and their ubiquitous knockdown decrease survival, especially under Na+ stress 
[12, 98–100]. Including kcc, four different genes encoding homologs of the cation-
Cl− Slc12 cotransporters express in osmoregulatory organs (gut, anal pads, and 
Malpighian tubules) [91, 92].

2.3.4 Metal ions

Metal ions such as copper, iron and zinc are essential micronutrients required 
for the correct folding and activity of a broad range of enzymes. The contribution 
of the intestine to metal homeostasis has not been extensively investigated but 
midgut regions, the Cu cell and Fe regions, are the most proposed sites of metal ion 
absorption. The Cu cell region turns bright luminescent orange upon Cu ingestion 
due to the fixation of copper by metallothionein [101, 102], and appears to be an 
important site of accumulation of ingested radioactively labeled Cu [101, 103]. 
The Fe cell region in R4a stains by Prussian blue and also accumulates exogenously 
administered radioactive Fe [101, 104]. Many studies have confirmed the roles for 
the Cu/Fe regions by exploring the molecular machinery involved in the intestinal 
uptake, intracellular trafficking, and efflux of metal ions.

2.3.5 Transit and excretion

Nutrient extraction and utilization may get affected by the passage of food along 
the alimentary canal and by its subsequent excretion. Transport of food to travel the 
entire length of the digestive tract takes less than 1 hour [105] in flies. As suggested, 
the amount of food retained in the crop is much larger in starved flies then refed 
flies than in flies fed ad libitum [2, 105]. Starvation also lowers defecation rate long 
before the gut is emptied [14]. Chronic food deprivation during the larval life has 
been shown to subsequently increase excretion in adult flies [106]. The hindgut may 
contribute to the pH adjustment of excreta, which may help offset the excess acid 
produced [14]. Changes in intestinal fluid retention are likely to involve the distal 
part of the hindgut (rectum and/or rectal glands), as known for its role in water 
reabsorption in other insects [8], and may help maximize absorption at a time of 
high nutritional demand. Such a mechanism is partly mediated by the sex peptide 
transferred by males during copulation [14, 107], affecting the HGN1 (Hindgut 
Neuron1) subset of hindgut-innervating neurons [14]. Further investigations are 
required to clarify the connections between intestinal fluid retention, absorption, 
peristalsis, and excretion where crop may prove to be a key organ, given that its 
differential peristalsis and engorgement can determine whether food is temporar-
ily stored or released into the midgut for digestion and absorption [4]. Apart from 
affecting the nervous system, mutations in the drop-dead gene are also associated 
with increased crop size, reduced transfer of ingested food from the crop to the 
midgut, and reduced defecation [108, 109].

3. ENS and GBA

The ENS in humans, equivalent to GBA in flies is a part of the peripheral ner-
vous system (PNS) that governs the running of the neurons which influence the 
GI. It is exploited nowadays in flies to understand more about how the two organs 
affect one another and lead to decisions regarding appetite, feeding mechanisms, 
taste preference and how to deal with hunger and satiety. How taste receptors detect 
different nutrients in the gut remains to be explored.
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3.1 Gustatory receptors in gut

3.1.1 Humans

In humans, G-protein coupled receptors (GPCR) are involved in detection 
of five common tastes- sweet, salty, bitter, sour and umami. T1R family of taste 
receptors determine sweet and umami flavor. T2R family includes the bitter recep-
tors [110]. Sweet taste receptors (T1R family) are found in intestinal tract as well 
as EE cells [111]. T1R1, T1R2, T1R3 and α-gustducin are expressed in the stomach, 
intestine and colon of humans and mice [112]. Cells of duodenal villi show co-local-
ization of T1R1, T1R3 and α-gustuducin. Mammalian Gustducin protein is involved 
in bitter and sweet taste signaling and detection [113, 114]. α-subunit of gustducin 
is expressed in gastric cells and may play a role in nutrient detection [115–117] 
in rats and mice. Present in the mucosal lining of mammals and taste cells of the 
epithelium suggesting its possible role in taste uncovering on exposure to luminal 
contents [118]. Expression of T2R receptors in mouse GI tract including mT2R119 
and mT2R108 has been looked into. mT2R119 expression is found in gastric and 
intestinal tissues, tongue and liver [115] like mT2R134 [118]. mT2R108, mT2R138 
are present in the fundus, antrum, duodenum and tongue (not in liver) [119].

It has been found that sweet taste receptors stimulated in rat intestine influence 
and increase glucose absorption [120] through GLUT (glucose transporter) [121]. 
Presence of sugar in the diet galvanizes ECs into action to release hormones which 
in turn activate SGLT (Na+ / glucose cotransporter) [122, 123]. Similar results are 
shown in sheep where sugar receptor / sensor present on the luminal membrane 
stimulates SGLT1 via cAMP and G-protein dependent pathway [124]. Equine 
T1R2 (homologous to cows and pigs) is expressed on the luminal membrane of EE 
cells in the small intestine. In response to increased sugars, T1R2 along with T1R3, 
stimulates SGLT1 and enhances the ability of gut to absorb more glucose [125]. 
Analysis of in vitro line of ECs suggest that T1R2 and T1R3 detect sweet taste and 
exposure to sucralose increases release of hormones such as GIP (Gastric Inhibitory 
Polypeptide) and GLP (Glucagon like peptide) which further activate glucose 
activation and metabolism. An inhibitor of these receptors inhibits glucose metabo-
lism suggesting these receptors present in the gut alter feeding mechanisms and 
post-ingestion decisions [120, 121].

3.1.2 Flies

Gustatory system in Drosophila includes the taste receptors spread all over 
its body including proboscis, legs, wings and ovipositor. These receptors help in 
detecting the appropriate nutrient rich food, and avoid toxic chemicals. Because of 
the similarities in structure and functioning of mammalian intestine and flies’ gut, 
the expression of gustatory receptors (Grs) in flies gut has been investigated. Using 
Gal4/UAS system, 15 Grs (Gr28b.e, Gr33a, Gr36c, Gr39a.a, Gr39a.b, Gr43a, Gr64a, 
Gr93a, Gr28a, Gr59a, Gr28b.a, Gr28b.b, Gr28b.c, Gr28b.d, Gr58c) are found to be 
expressed in gut, but only 12 of these Grs labeled EE cells in the midgut of fly [126]. 
Different nutrient sources to monitor the activation of EE cells in midgut have been 
used. With minimal sucrose, EE cells show high activation in middle midgut [127]. 
Other than sugar, protein cues also leads to the activation of EE cells but in posterior 
midgut, suggesting a role in the detection of nutrients in the diet including amino 
acids specifically. These cells do not get activated by carbohydrates per se and only 
react to proteins and amino acids. This subset of EE cells also co-expresses neuro-
peptides such as Diuretic hormone 31 (DH31) and Tachykinin (Tk). These brain-
gut peptides get involved in feeding pathways and nutrient sensing mechanism 
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[85, 127, 128]. In other organisms such as rat, it has been shown that Gq-coupled 
calcium sensing receptor such as CaSR, expressed in EE cells is involved in amino 
acid sensing [129]. Taste cells or EE cells in mammals also produce several peptides 
which have roles in feeding, satiety, hunger as well as metabolism. They include 
Glucagon, Neuropeptide Y, Peptide YY and some others [130]. Drosophila has 
homologous proteins for these and other peptides which points toward obvious 
conservation of these peptides and their functions.

3.2 Gut-brain Neural Circuits

3.2.1 Humans

Nutrient signaling and sensing are fundamental processes that animals includ-
ing humans and flies undergo [131]. Proper coordination and communication 
between gut and brain is necessary to regulate metabolic homeostasis and physiol-
ogy in all animals. In this regard, many research groups have shown the role of 
enteric neurons and endocrine signals as important mediators of these processes. 
The way the enteric nervous system communicates to the brain via neural circuits is 
a multifaceted question and poorly explored. In mammals such as humans, altera-
tions in neuropeptides and brain – gut hormone levels can derail people otherwise 
on the path to a healthy life. These changes can also lead to diseases such as neuro-
degenerative diseases, metabolic syndrome and diabetes [132].

Gluconeogenesis is a biochemical pathway by which animals make sugars from 
non-carbohydrate precursors and sources [133]. It is used to regulate homeostasis 
and a stable internal state in post – fed state [134]. Studies in rats showed that 
stimulation of intestinal gluconeogenesis (IGN) sends a signal from sodium – 
glucose co- transporters present at the intestinal mucosa to the brain, initiating a 
neural gut – brain axis [135–137]. Diets rich in protein [138–140] and fiber [141] 
promote IGN stressing on the importance of nutrient sensing for initiating several 
gut – brain axis [137]. It has been found that μ – opoid receptors (MOR) regulate 
IGN. These receptors (present in the nerves in the portal vein wall) react to neu-
ropeptides to stimulate a gut – brain neural circuit that affects IGN, hunger and 
satiety mechanisms [141]. Further analysis of MOR deficient mice shows the role of 
MORs in regulating food intake, referred as “reward” system [142, 143]. Analyses of 
MOR-knockouts (MOR-KO) demonstrate how they play a role in managing satiety 
effects of alimentary proteins, through a neural gut-brain circuit [140].

Vagus nerve (VN; pneumogastric nerve) is the longest cranial nerve [144] in 
humans which runs from the medulla oblongata in brain to colon in GI [145]. It 
innervates other structures as well such as larynx, pharynx, heart and lungs thus 
affects digestive, cardiovascular and respiratory system – all at one [146]. Vagal 
efferent send down signals from the brain to gut, which accounts for about 10% – 
20% of all the nerve fibers. Remaining 80% is accounted for by the vagal afferents 
carrying information from the gut to the brain [147]. Vagal sensory neurons in the 
GI keep an eye on stomach volume and luminal contents through different neural 
circuits [148]. VN contains and branches into several sensory neurons (~2300 in 
mouse) that further innervate and render support and supply to other internal 
organs. A variety of sensory neurons, one side facing the brainstem and the ter-
minal one facing the organ such as GI [149] have been revealed. Free terminals 
of vagal afferents are rooted within lamina propria of intestinal villi [148]. Some 
mammalian models like in cat and rat, it has been shown how these sensory neurons 
detect different nutrients in diets with the help of unambiguous and explicit fibers 
[150–152]. Vagal afferent endings in the intestine express several mechanosensi-
tive as well as chemical receptors [153]. Glucagon- like peptide 1 (GLP1) is a gut 
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hormone receptor that intercedes the nutrient sensing mechanism via VN [154]. 
GLP1R (GLP1 receptor) is present in many cells [155]. Agonists for GLP1R show 
how it affects brain further proving its presence in both, gut and brain [156]. 
Another receptor of vagal afferents, GPR65 near the intestinal villi, plays a role in 
nutrient detection drawing attention to how these sensory neurons are a part of 
the gut – brain axis [157, 158]. It detects serotonin and impact gut motility [147]. 
Such receptors detect several hormones present in the gut, like choleocystokinin 
(CKK), ghrelin and leptin which play a role in the regulation of hunger and satiety 
[159–161]. Because of its role in gut motility and mobility, VN and its afferent 
neurons present in the gut play a role in Intestinal Bowel Syndrome (IBS) [162] 
and new treatment plans around the same are being looked at in rat [162] and mice 
[158] models.

To take the findings in vagal nerves forward, nerves allowing communication of 
cNST (caudal nucleus of the solitary tract) with gut were focused on. Information 
about sugar detection to cNST via gut – brain axis is a topic of research nowadays. 
In live mice, it is noticed that glucose detection by cNST is robust and VN transac-
tion silences that activation [163]. Nodose ganglion of vagus nerve when silenced 
prevents the sugar preference of cNST [163] suggesting the presence of a physi-
cal gut – brain axis. It has been shown that inactivation of sugar-activated cSNT 
prevents the mice to choose sugar from water or an artificial sweetener [163]. This 
study specifically calls attention to how organisms have paths for detecting nutri-
ent signals, sensing them in the diet and also have circuitries to carry forward the 
signals and communicate with the rest of the body, purposely the brain.

3.2.2 Drosophila

With the help of several markers and reporter genes, it is found that Drosophila 
intestine is innervated by neurons- efferent and sensory [14]. Other studies have 
stated that fly’s gut receives innervations from three regions – stomato-gastric 
nervous system [164–167]; the corpora cardiaca, neurosecretory structures [168]; 
and neurons located in the CNS extending their axons toward three different por-
tions of the digestive tract [14, 169–172]. The expression of Ret receptor tyrosine 
kinase in gut innervating neurons in adult fly has recently been shown to contribute 
to the development of stomato- gastric ganglia in flies [173, 174]. In contrast to 
mammalian gastrointestinal tracts which are profusely innervated throughout their 
entire length, the innervation of the fly’s digestive tract is restricted to only three 
different portions. The first is the anterior-most slice comprising the pharynx, 
esophagus, crop and anterior midgut. The second is midgut/hindgut junction and 
third is the posterior hindgut [14, 164, 167, 172]. Muscle valves present in all three 
regions support and regulate peristaltic regulation and intestinal transit functions 
of gut-innervating neurons. Most neurites terminate on the visceral muscles and 
some reach the underlying epithelium, particularly in the esophagus, proventricu-
lus, pyloric valve, and rectal ampulla [14, 175] suggesting neuronal regulation of 
epithelial properties such as secretion or absorption. In flies, not all innervation is 
efferent. Gustatory neuron afferents from the pharynx send their axons to the subo-
esophageal zone (SEZ, the primary taste center of the fly brain), where they target 
a distinct domain adjacent to the projections of other (leg/labellum) gustatory 
receptor neurons [176–179]. Dendrites of peripheral sensory neurons can be seen in 
the anterior and posterior-most regions of the digestive tract [14], and appear most 
abundant in the esophagus and anterior midgut.

In the anterior portion of adult and larval midgut, serotonin positive neurites 
and various neuropeptides including Akh, Dh44, Myosuppressin, and possibly 
Allatostatin C and FMRFamide (or an FMRFamide-like peptide such as the NPY-like 
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neuropeptide short neuropeptide F [sNPF]) [131, 168, 172, 180–182] have been 
described suggesting chemical diversity of enteric innervation. Four serotonergic 
neurons are found to innervate the enteric nervous system in fly larva. These 
neurons project from the antennal nerve (AN) near the SEZ and extend throughout 
the ENs [14]. These projections end at the anterior region of the midgut and are 
primarily around the proventriculus region and the foregut. These innervations are 
considered structurally analogous to the mammalian VN because of similar projec-
tions from the brain to the different structures of the foregut. It is yet to be seen if 
there are functional similarities as well [172].

Pigment- dispersing factor (Pdf), Ion transport peptide, and Proctolin positive 
neurites have been reported in the larval and adult hindgut [169, 183–186]. All 
three innervated regions receive insulinergic innervation from the CNS; the pars 
intercerebralis (PI) insulin-producing cells extend axons beyond the ring gland that 
innervate the anterior midgut and crop in adult flies (Figure 3), and the insulin-
like peptide 7 (Ilp7)-producing neurons of the abdominal ganglion innervate the 
midgut/hindgut junction and the rectal ampulla [170, 187]. Interestingly, putative 
dendritic termini of both kinds of insulin-producing neurons have been found in 
very close proximity in the CNS. This data suggests the release of different insulins 
to the different portions of the digestive tract may be co-regulated centrally [14].

Functional studies of insect innervation have primarily focused on the control 
of peristalsis and peptide hormone secretion so far. Studies of peristaltic regula-
tion in flies have primarily concerned the effects of neuropeptides (Allatostatins, 
Myosuppressin, or Drosulfakinins) on ex vivo intestinal preparations [188–191] 
ascribing distinct roles for these peptides in the modulation of crop or anterior 
midgut contractions in adults. Both intestinal and non-intestinal roles of Pdf-
expressing neurons in the regulation of muscle peristalsis for a set of hindgut-
innervating neurons located in the abdominal ganglion of the CNS have been 
demonstrated [171, 192]. It is found that this neural source of Pdf (a neuropeptide 
related to mammalian vasoactive intestinal polypeptides, known for its roles in the 
central circadian clock) promotes peristalsis of hindgut muscles and sustains the 
defecation cycle in larvae [192]. Pdf can also promote contractions of the muscles of 
the ureters, the proximal part of the malpighian tubules [171]. Hence, the digestive 
tract is used by some enteric neurons as a docking site to exert their functions on 
other internal organs at some distance.

Recently epithelial roles for gut-innervating neurons e.g. role in the control 
of fluid balance have been revealed by a semi-automated analysis of defecation 
behavior in adult flies, providing quantitative readouts for food intake, fluid/ion 
balance, and intestinal transit [14, 193]. The HGN1 neurons (2–5 CNS neurons 
located in the posterior segments of the abdominal ganglion) innervate the hindgut 
and the rectum (Figure 3), with a subset of their neurites projecting through the 
visceral muscles to reach the underlying epithelium [14]. HGN1 neuronal silencing 
experiments resulted in increased defecation rate. These neurons are shown to be 
required for the post-mating changes in intestinal fluid retention due to their epi-
thelial innervation. It has been established that HGN1 neurons and the Pdf hindgut-
innervating neurons have their direct action on the hindgut and anal sphincter 
muscles [192]. A role for gut-innervating neurons in the maintenance of epithelial 
turnover has also been suggested by the finding of anatomical proximity between 
enteric neurites in the posterior midgut and adult somatic intestinal progenitors, 
and the reduced ISC to EC differentiation resulting from downregulating Hedgehog 
(Hh) signaling (albeit pan-neuronally) [194]. The more anterior innervation of 
the proventriculus may also play a role in maintaining gut permeability. This is 
inferred from the finding that inactivation of a relatively broad subset of neurons, 
including a subset of anterior midgut-innervating neurons results in an abnormal 
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proventricular structure, increased permeability of the epithelial barrier, and 
increased susceptibility to oral bacterial infection: all suggestive of defects in the 
production of peritrophic matrix [175].

In adult flies, inactivation of insulin-producing neurons results in contrasting 
effects on the hyperphagic response triggered by nutrient scarcity. Silencing of the 
insulin-producing cells of the brain PI that innervates the anterior midgut lowered 
this response, whereas silencing of the hindgut-innervating Ilp7 neurons increased 
it, and also resulted in higher circulating glucose [14, 195]. Not much is known 
about the importance of sparse sensory innervation of the intestine. One remark-
able exception are the pharyngeal taste neurons. Pox-neuro (poxn) mutant flies lack 
gustatory function in the legs and labial palps but retain expression of sweet taste 
receptors in their pharynx and a preference for sweet compounds, highlighting the 
pharyngeal contribution to sugar detection [196, 197]. Further understanding of 
the taste circuit relaying this pharyngeal sensory signal is provided by IN1 neurons 
(subset of interneurons) receiving input from the pharyngeal sensory neurons. 

Figure 3. 
Innervation of adult Drosophila intestine. Enteric innervation (shown in green) along Drosophila gut-brain 
axis (central nervous system and gastrointestinal system). Neurons from brain and enteric ganglia innervate 
anterior portion of gut. Neurons from ventral nerve cord send axons in the hindgut which also extend 
anteriorly along the posterior midgut. Adopted from Miguel-Aliaga et al., 2018.
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The activity of IN1 neurons is exquisitely dependent on the amount and duration of 
feeding [198]. Posterior to the pharynx, in the gastrointestinal tract, the contribu-
tion of sensory innervation to nutritional homeostasis remains to be investigated.

Post-ingestive sensory feedback from the gut has been assumed to inhibit 
feeding based on work in other insects for example severing the recurrent nerve 
or the medial abdominal nerve, which transmit information from the gut to the 
brain, results in overconsumption in blowflies [199]. Work done in flies lends 
support to this idea; whereas severing the medial abdominal nerve did not disturb 
food consumption, severing the recurrent nerve elevated consumption of sucrose 
but not water or bitter tasting solutions [200]. The existence of neuronal stretch 
receptors on the gut that monitor the volume of ingested food is supported by both 
neurophysiological and anatomical data in numerous other insects [4, 80, 199, 201]. 
However, the existence and molecular nature of these receptors in Drosophila 
remains to be established. Interestingly, six peripheral neurons on the proventricu-
lus have been shown to express the gustatory receptor Gr43a (function as fructose 
receptor), which is also expressed by some pharyngeal neurons [202–204]. These 
proventricular neurons extend dendritic processes into the foregut lumen, and a 
subset of their axons innervate the midgut, whereas another subset extends along 
the esophagus, forming a nerve bundle with axons of gustatory receptor neurons 
projecting toward SEZ. Hence, they may relay nutritional information back to 
central/more anterior neurons or act locally on the gut. Establishing their roles will 
require genetic tools able to target the enteric subset without affecting the central or 
peripheral Gr43a-expressing neurons.

4. Enteroendocrine hormones, neuropeptides and signals

4.1 Humans

The gut–brain transmission systems involve both circulation-based endocrine-
like and neuronal communication routes [205]. Neuropeptides (transmitters or 
neurosecretory) act as messenger molecules of enteric, sensory, autonomic and cen-
tral neurons. Several peptide families have been found in both brain and gut. They 
act as neuropeptides and/or gut hormones and have significantly contributed to the 
understanding of gut brain interaction. Central and peripheral neurons together 
with EE cells in the GI tract and other endocrinologically active cells produce vari-
ety of peptides [206–211] including hormones peptide YY (PYY) and pancreatic 
polypeptide (PP); neuropeptide Y (NPY), on the other hand [212]. These and other 
peptide families represented by glucagon-like peptide (GLP), ghrelin, cholecysto-
kinin (CCK), corticotropin-releasing factor (CRF), leptin, osteocalcin and insulin 
(the last three are extra intestinal endocrine peptides) act on specific and geneti-
cally related groups of receptors that are expressed by distinct cells in the periphery 
and CNS. For their functional roles, endocrine peptides and neuropeptides are 
relevant for the regulation of digestion, control of food intake, metabolic homeo-
stasis, and the impact of GI signals on sensation, emotion, affect, and cognition. 
Disturbances of the gut microbiota–brain axis result in changes of the expression 
and activity of many neuropeptides and their receptors in the CNS. Neuropeptides 
are therefore important secondary messengers of gut microbes in cerebral neuro 
circuitries that mediate the alterations in brain function and behavior that take 
place in response to changes in the GI microbial community [212]. Together it is 
emerging that neuropeptide systems such as NPY, CRF, ghrelin, and brain-derived 
neurotrophic factor (BDNF) play a particular role in the cerebral manifestations of 
gut microbiota perturbations.
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In rats, choleocystokinin and glutamate neuro-epithelial circuit makes the 
communication between the brain and intestinal lumen possible stressing on 
the importance of a physical gut – brain axis [213]. It has been proposed that the 
physical connection between vagal nodose neurons and EE cells is present in rats 
which leads to regulation of gastrointestinal functions [213]. Intragastric nutrient 
infusion and optical readings of AgRP (Agouti-related protein) neurons in live 
and awake mice [214] suggest AgRP neurons affect long term homesostasis and 
energy balance of the body and do not get altered by minute changes in nutrient 
levels [215]. AgRP neurons get inhibited by high levels of satiation signals such as 
CCK and PYY (peptide YY). Receptors for both CCK and PYY are expressed by 
vagal afferent neurons’ terminals that innervate GI [159] suggesting a possibility 
of a physical connection between the gut and brain carrying the message from one 
point to another [216].

4.2 Drosophila hormones and neuropeptides

Apart from using neurons, fly intestine can also communicate with other organs 
through systemic signals. Intestinal physiology is modulated by both extrinsic 
hormonal signals (emanating from endocrine glands, neuroendocrine structures, 
or organs such as the fat body) and by its own peptide hormones, produced by 
EE cells. In turn, gut-derived signals such as EE cell-derived peptide hormones 
can have long-range effects on other internal organs. EE cells accounts for 5–10% 
of midgut epithelial cells in flies compared to 0.4–0.6% in the mammalian small 
intestine [217–219]. Majority of them express peptide hormones, often more than 
one and with regional stereotypy [219–222]. The developmental program of EE cells 
shares similarities with that of neurons, probably reflecting a common phyloge-
netic origin [223–225]. Consistent with this idea, all known EE peptide hormones 
(exception insect CCHamides) [226] are also produced by the brain. Acting through 
these hormones, EE cells may play “neural-like” roles in regulating intestinal 
physiology and conveying intestinal as well as nutritional state to other cell types 
or organs. These roles are particularly prominent in the midgut given the relatively 
sparse innervation of midgut region. Scute mutant flies lacks all EE cells and show 
normal food intake and fertility, but are short-lived and display abnormal intestinal 
homeostasis [49].

A role for EE cells on muscle peristalsis has been suggested by the finding that 
ablation of Diuretic hormone 31 (Dh31)-expressing EE cells or Dh31 downregula-
tion both reduce muscle peristalsis in the larval anterior midgut, which may func-
tion as a valve to minimize mixing of acidified and non-acidified food in the acidic 
region of the midgut [227]. Adult EE cells produce Bursicon. Signaling through 
the Bursicon/DLGR2 receptor in visceral muscle, represses the production of the 
visceral muscle-derived mitogen Vein and, consequently, ISC proliferation. Another 
study found in scute mutants, depletion on EE cells compromised the nutrient-
dependent midgut growth that occurs post-eclosion [49] partly by the lack of EE 
cell-derived Tk, which normally promotes expression of the visceral muscle-derived 
Ilp3 insulin-like peptide shown to sustain ISC proliferation and nutrient-dependent 
midgut growth [49, 228]. A recent comparative fly–mouse–human study has 
pointed to neurotensin-like signaling from EE cells to ECs in flies, with effects on 
lipid metabolism and AMPK activation. Indeed, expression of mouse neurotensin 
from Drosophila EE cells (and possibly also peripheral sensory neurons) promoted 
lipid accumulation in both standard and high-fat diets in the midgut, fat body, and 
oenocytes, and also decreased gut AMPK activation [229]. The effect was dependent 
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on expression of the Pyrokinin 1 receptor in ECs, but did not seem to be mediated by 
EE cell-derived Pyrokinin 1, pointing to an involvement of a different ligand [229].

A high-sugar diet leads to increased midgut EE cell number and enhanced 
production of EE-derived Activin ligand (Activin-β not Daw) [230] suggesting 
systemic roles for EE-derived peptide hormones. Mirroring the activin-mediated 
fat-to-gut signaling involved in sucrose repression, midgut-derived Activin-β binds 
to the TGF-β receptor Baboon in fat cells which, in turn, leads to enhancement of 
Akh signaling it the fat body and consequent hyperglycemia [230]. CCHamides are 
insect hormones [231, 232] and their expression is promoted by nutrient availability 
and sites of expression include the gut EE cells, a subset of central neurons and, 
possibly, the fat body [226, 233, 234]. Their receptors are expressed in the nervous 
system including the insulin-producing neurons, and are absent from the gut 
[226, 234]. Although not strictly gut-derived, a new peptide hormone produced not 
by EE cells, but by an adjacent secretory gland may have provided the most com-
pelling example to date of gut-to-brain communication. Indeed, Limostatin (Lst) 
peptide is produced by the corpus cardiacum: the Akh-producing gland which, in the 
adult, is found adjacent to the hypocerebral ganglion on the gastrointestinal tract, at 
the junction between the esophagus and anterior midgut. Lst is released in response 
to nutrient restriction and suppresses insulin production by the insulin-producing 
cells of the brain PI. Lst mutant flies accumulate excess fat and display phenotypes 
associated with insulin excess [235].

In animals with a vascular system, peptides secreted from EE cells can enter the 
bloodstream and reach tissues at a considerable distance, ranging from other cells 
in the digestive tract to brain centers regulating appetite [236]. Nutrient availability 
can also affect the number of EE cells; signaling through the nuclear hormone 
receptor Hr96, dietary lipids control EE differentiation during the first few days of 
adult life, providing another way to couple nutrient availability with tissue architec-
ture and physiology [237]. Modulation of intestinal physiology by systemic signals 
has also been looked into [220, 221]. Control of epithelial turnover by insulin-like 
peptides or JH (juvenile hormone), and the coupling of dietary availability of sugars 
with EC digestive enzyme production via the fat body-derived Activin ligand Daw 
are some examples. The actions of the diuretic peptide Leucokinin (Lk), secreted 
into the circulation from CNS-derived nerves that terminate at the abdominal wall 
[14, 238, 239] is an another example. Downregulation of either this peptide or its 
receptor leads to abnormal excreta and extreme fluid retention that can rupture the 
abdominal wall [14]. Finally, a link between energy balance, intestinal permeability, 
and immunity has been suggested by the finding that sNPF is a target of the Crtc/
CREB energy sensing pathway, and functions to maintain epithelial barrier integ-
rity acting through its receptor in ECs [240]. Although the precise source of sNPF 
remains to be established, tissue-specific genetic and expression data points to roles 
in neurosecretory cells [240], consistent with roles as a neuroendocrine hormone 
or in gut-innervating neurons. Gut can also produce long-range signals to affect the 
physiology of other organs, for example by production of the signaling protein Hh 
by larval EC. Circulating Hh regulates developmental timing by controlling ecdys-
teroid production in the prothoracic gland, and is required for mobilization of fat 
body TAG stores during starvation [241].

Other functions of brain-gut peptides and hormones include detection and 
utilization of nutrients during hunger, stress or normal conditions. Diuretic hor-
mone 44 (Dh44), a homolog of the mammalian corticotropin –releasing -hormone 
(CRH) activate by nutritive sugars. Disturbed activity of Dh44 neurons leads to 
fail to select nutritive sugars [131]. These neurons localized to PI in adult brain, 
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counterpart of mammalian hypothalamus [242] are filled with neurosecretory cells 
[131]. Dh44 conveys information from Dh44 neurons to Dh44 receptor R1 neurons 
in the brain and R2 cells in the gut suggesting requirement for nutrient selection. 
Artificial activation of these neurons causes rapid PER and it has been suggested 
that Dh44 is necessary and sufficient for gut motility and excretion in flies [131]. 
Both Dh44 neurons and the gut-innervating insulin-producing neurons of the PI 
are innervated by Hugin-producing neurons that suppress food intake and induce 
locomotion, providing a possible link between food-related behaviors and intestinal 
physiology [243]. It is seen later that Dh44+ neurons rapidly activate during amino 
acid feeding and are a direct sensor of dietary amino acids [244].

Fly gut peptide Dromyosuppressin [181] expresses in the number of cells in 
central nervous system (CNS) in adult stage, extending into the rectum, near the 
anus; part of the adult gut. Their immunoreactive fibers also project into the crop 
and show expression of Dromyosuppressin [172] and crop abundantly expresses 
Dromyosuppressin receptors (Dromyosuppressin receptor I) [220]. The effects 
of neuropeptide on neural regulation of crop motility and contractions have 
been shown [245]. Serotonergic neurons have also been shown to regulate insulin 
producing cells (IPC) located in the PI of the adult brain of the fly [246]. DILP2, 
3 and 5 express particularly in midgut [187, 220, 247] and extend their axons to 
proventriculus, crop and corpora cardiaca [248]. DILP2 is particularly involved in 
carbohydrate metabolism [249]. Decreased levels of DILP2 affects stored trehalose 
as well [248]. IPC knockdown flies show increased glycogen storage, high levels of 
circulating triglycerides and extended lifespan [248].

Mammalian neuropeptide NPY (Neuropeptide – Y- precursor) has an invertebrate 
homologous peptide called NPF due to characteristic C- terminal F residue [250]. 
NPF has been shown to co- localize within midgut cells in Drosophila and in brain 
and it plays a role of co- transmitter in many neural circuits [251, 252]. Its receptors 
are expressed primarily in the malpighian tubules but also hindgut and midgut [253]. 
There are some regulatory peptides found in both gut and brain. Small neuropeptide-
F (sNPF) is found in the neurons in the hypocerebral ganglion innervating the 
midgut as well. sNPF gene encodes four kinds of sNPFs and is predominantly found 
in the central nervous system suggesting it might be directly involved in several 
neural circuits that affect hunger and feeding mechanisms [254]. The receptor for 
sNPF is further identified and found to be expressed in the crop, Malpighian tubules, 
hindgut, and the midgut [253]. Over expression or knockdown of sNPF leads to an 
increase or decrease in adult feeding respectively [255]. sNPF also directly affects 
and alters DILPs levels in larval and adult IPCs [254]. RFAmides are a class of differ-
ent neuropeptides, all containing a common C-terminal RFamide sequence [256]. 
Using antisera to recognize the gene products of the five genes in Drosophila genome 
encoding for RFAmides, endocrine cells in anterior, middle and posterior midgut 
are labeled [220], axons in the midgut and crop as well as hypocerebral ganglion. 
RFAmides also play a key role in food intake, sensing and feeding mechanisms point-
ing toward conservation in these pathways from insects to mammals [257].

Other neuropeptides include Allatostatin characterized into three kinds namely 
Allatostatin A/B/C [258–260]. The endocrine cells producing Allatostatin are found 
in the posterior midgut and is innervated by axons from thoracico-abdominal gan-
glion [220]. Its receptors, DAR1 and DAR2 are predominantly located in the central 
nervous system and gastrointestinal tract (including crop, midgut and hindgut) 
respectively [261, 262]. Allatostain is also present throughout midgut. Another 
major peptide is PDF. It is expressed in central nervous system [263] and its neurons 
are also found in thoracico-abdominal ganglion [184]. Axons from these neurons 
innervate midgut and hindgut and in the crop. These neuropeptides are closely 
associated to circadian rhythm [264] and locomotor activity as well.
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5. Drosophila gut brain axis: role in health and disease

Various studies have suggested that intestinal health has a significant impact 
on neurodegeneration. Specifically, dysregulation of GBA cross talk has been 
associated with metabolic syndrome [265, 266] and psychiatric disorders. GBA is 
largely mediated by CNS, ENS and intestinal microbiota. With its much simpler 
gut microbiota (1–30 taxa) as opposed to vertebrates intestine (1–500 taxa) [267], 
Drosophila intestine provides an experimental tools where whole microbiota can be 
removed in its entirety to perform screens to probe the relation between gut flora 
and the brain disorders.

5.1 Metabolic disorders

Most genes and pathways that play crucial roles in metabolic diseases are con-
served between flies and humans [268]. Diet-induced obesity in flies is associated 
with many of the pathophysiological consequences found in humans, including 
hyperglycemia, insulin resistance, cardiac arrhythmia and fibrosis, reduced longev-
ity [269, 270] and nephrosis [271]. The gut is crucial for peripheral body fat storage 
and serves as a major site of dietary lipid absorption and absorbs other dietary 
macronutrients (sugars, proteins and fats). It also metabolizes both glucose and 
lipids into metabolic intermediates, which after loading into hemolymph get used in 
other tissues and organs. In flies, lipoprotein complexes containing apolipophorins 
carry sterols and diacylglycerols from the gut to other tissues [81]. Fly lipoproteins 
also contain Hh, a cholesterol-linked, gut-derived ligand that binds the transmem-
brane receptor Patched on fat body target cells to promote lipolysis during larval 
starvation [241, 272]. The human anti-obesity drug orlistat, a gastric lipase inhibi-
tor, has been shown to reduce body fat accumulation in adult flies [56]. Supporting 
a crucial role for lipolysis, midgut lipid accumulation and global fat storage are 
reduced by the insulin signaling pathway inhibitor Foxo in enterocytes, via reduc-
ing the expression of magro as flies age [58]. Excessive lipid accumulation in the fly 
gut and fat body is also a feature of ‘humanized’ flies upon cross-species expression 
of the human peptide neurotensin in Drosophila midgut EE cells. Obesity in these 
flies is triggered by an evolutionarily conserved mechanism acting via the cellular 
energy sensor 5′ adenosine monophosphate (AMP)-activated protein kinase [229]. 
Additionally, the acidic pH of the gastric lumen may be important for fly obesity 
given that both global vacuolar-type H+-adenosine triphosphatase (ATPase) mutants 
and flies treated with pharmacological inhibitors of alimentary acidity store extra 
fat [273]. This effect could be mediated via the gut microbiome, which both shapes 
and depends upon the acidity of the gut [88]. Collectively, these data emphasize the 
importance of gut physiology for fat homeostasis in Drosophila and highlight the 
intricate interaction between the gut epithelium and the gut microbiome.

The gut microbiota and its metabolism plays an important role in modulation 
of fat storage in the fly. As seen in humans, fly gut is enriched in Lactobacillus 
and Acetobacter species. Adult axenic flies overstore fats under various dietary 
conditions compared with natural gut microbiota flies [274]. Lactobacillus sp. 
abundance supports co-colonization by Acetobacter sp. in the adult gut, which in 
turn negatively correlates with the fat storage level of the fly [275]. The diet of a fly 
impacts the composition of the gut microbiota as a high-sugar diet shifts the gut 
microbiome to uracil-producing species, which promote fat storage and growth in 
Drosophila larvae [276]. The availability of dietary glucose to the adult fly depends 
on the microbiome because flies with commensal Acetobacter tropicalis eat more 
than axenic flies but store less TAG owing to the consumption of dietary sugar by 
the bacteria [277].
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5.2 Neurodegenerative diseases

Alzheimer’s disease (AD): AD is a progressive neurodegenerative disease 
characterized by senile plaques consisting of misfolded β-amyloid (Aβ) fibrils 
and oligomers [278]. Presence of hyper phosphorylated tau protein in the various 
regions of the brain including cerebral cortex, locus coeruleus, and hippocampus 
[279] has also been suggested. Microbial dysbiosis [280], dietary changes [281], 
probiotics [282], or a variety of other disease conditions [283, 284] results in 
involvement of the GBA in the pathophysiology of neurodegenerative diseases. 
Multiple studies have shown an association between gut microbiome dysbiosis and 
the aggregation of Aβ peptides in intestinal epithelial cells [285, 286] and the CNS 
[287, 288] after high-fat diet feeding. Many neurodegenerative diseases exhibit 
accumulation of fibrillary, misfolded proteins similar to the propagation of prion-
opathies in the CNS [289]. Prionopathy also involves the GBA and the local immune 
system, where prions accumulate in dendritic cells in the Peyer’s patches and other 
lymphoid follicles once entering the intestinal epithelium layer [290]. Senescence-
accelerated mouse model studies have identified systemic senile amyloid proteins 
in Peyer’s patches [291]. By interacting with dendritic cells, the misfolded protein 
may transport to the ENS, and ultimately spread to the CNS compartment [290]. 
Gut bacteria can affect peripheral nerve functions through the production of 
neuromodulatory metabolites such as short-chain fatty acid (SCFAs) [292]. It has 
been suggested that Lactobacillus probiotics, given orally through feeding, showed 
improvement in the rough-eye phenotype, famous of the AD flies [293] and reduces 
Wolbachia’s presence in the gut, which is known to be associated to neurodegenera-
tive disorders. These studies emphasize on the relation between gut microbiota, 
GBA and the disorder. Pharmaceutical companies are hence targeting these probiot-
ics and prebiotics in order to treat the disorder.

Parkinson’s disease (PD): PD is a progressive brain disorder like other neuro-
degenerative diseases affects thinking, mobility, walking, balance and coordina-
tion. Research on PD using Drosophila has revealed links between gut microbiota 
composition and PD to one of the major genes parkin, which in an autosomal 
recessive fashion causes this disease [294, 295]. Both Parkin and PINK1 genes dis-
turb mitochondrial function and integration in PD patients. Parkin mutants shows 
steep rise in gut microbiota in comparison to control flies. Also PINK1 mutants 
did not show much of a difference suggesting that gut microbiome gets affected 
independently in both autosomal recessive genes [294]. It is also found that parkin 
gene in ECs is required to maintain the microbial load. It has been seen that the 
microbial composition in parkin mutants is drastically different from those of 
wild-type flies.

Autism spectrum disorder (ASD): ASD is a developmental brain disorder 
characterized by impaired social behavior and disrupted communication and 
language. Loss of function mutants of histone demethylase KDM5 in Drosophila 
show how change in the abundance and composition of gut microbiota leads to 
impairment of social behavior, characteristic of ASD. Decreased levels of KDM5 
cause intestinal epithelium disruption. As opposed to the control flies, the pres-
ences of gases produced by the overgrowth of bacteria cause bubble formation 
in the midgut in mutants [296]. It is found that KDM5 mutant flies has different 
composition of gut flora than controls [296]. The administered of Lactobacillus 
plantarum to KDM5 mutant flies rescued social behavior and other intestinal 
defects. Flies supplemented with L. plantarum also shows 2.3 fold increase 
approximately in longevity [296]. kdm5JmjC*, another kind of KDM5 mutant 
displayed impaired gut permeability, intestinal epithelium and microbiota. In 
this case as well, administration of L. plantarum rescued gut permeability, the 
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defective social interaction and communication. These studies have helped estab-
lishing a link between gut microbiota and ASD. The probiotics that rescued ASD 
flies are good candidates for pharmaceutical companies to be sold as therapeutic. 
These results can be used for drug discovery and in treatment of these otherwise, 
untreatable disorders.

5.3 Intestinal dysbiosis and infections

Drosophila and its microbiome has provided invaluable information in under-
standing intestinal dysbiosis and chronic inflammatory infections. Two pathways 
that are present in Drosophila innate immune system to act against microbiota 
are immune deficiency (IMD) pathway (homologous to human NFκB pathway) 
and dual oxidase (DUOX) pathway. IMD pathway leads to anti-microbial peptide 
(AMP) synthesis whereas DUOX pathway leads to the formation of reactive oxygen 
species (ROS). Intestinal AMP overproduction changes the microbial community 
structure. This change is dysbiotic in nature because it leads to cell apoptosis of host 
cells [297]. IMD pathway over-activation leads to an increase in dysbiotic com-
munity structure and IMD inactivation leads to over-proliferation of community 
members in general [44]. Inflammatory bowel disorders also involve apoptosis of 
intestinal cells in humans which shows a link between the intestinal pathogenesis 
in both mammals and flies [297]. DUOX knockdown (DUOX-KD) flies show a high 
mortality rate after gut infections, which indicates DUOX-dependent ROS forma-
tion. These flies show huge amounts of microbial cells in the gut as opposed to 
wild-type flies. DUOX-KD flies survive normally in a GF environment. Inactivation 
of this pathway leads to host infections [298] whereas over-activation induces 
oxidative stress in host [299]. Extensive research in Drosophila midgut shows that 
intestinal epithelium damage induces inflammatory signals and growth factors to 
lead to ISC proliferation and tumor proliferation.

5.4 Gut-cancer model

Drosophila is an important tool in medicine to explore the details of cancer. 
There are a wide range of cancers where Drosophila is taken into consideration – 
from brain, gut to thyroid and lung. The loss of Adenomatous polyposis coli gene 
(APC, tumor suppressor gene) in flies leads to an increase in ISC proliferation in the 
gut [300]. This resembles the condition seen in intestinal adenomas (benign tumor 
of epithelial tissue). JNK-Wg signaling controls the number of ISCs found in the 
gut. Injured or damaged ECs lead to an increase in JNK signaling and increase in Wg 
ligands in (EB). This in turn activates JAK STAT ligands - Upd2 and Upd3, which 
further increase ISCs’ non-autonomous over proliferation [301]. Loss of Apc in ISCs 
increases JAK–STAT pathway as well, which in turn affects ISCs proliferation. This 
helps in establishing the conservation of pathways that regulate ISC proliferation 
and gut homeostasis [302]. In some studies, it is also shown that Apc and RAS con-
trol growth of cells in gut by interacting with one another. Non-receptor tyrosine 
kinase c-Src is associated to quite a few forms of cancer including colorectal cancer 
(CRC). In wildtype Drosophila, orthologous forms of c-Src act exactly how they 
would in mammals. Activation in c-Src leads to ISC proliferation and decrease or 
inactivation in c-Src inhibits further ISC proliferation [303]. These results show 
beyond doubt how ISC proliferation is directly involved with cancer formation and 
these genes and mechanisms are conserved from flies to mammals. Few studies 
have looked into hindgut (equivalent of mammalian colon) as a model for cancer. 
Oncogenes in the hindgut synergize with innate immunity system to stimulate 
tumor cell invasion. After bacterial infection, ISCs proliferate but less in hindgut as 
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opposed to midgut. RAS oncogene, RASv12 induces cell invasion and dissemination 
of ECs into the abdominal cavity. Upon RASv12expression, hindgut shows cancer-
like phenotype. It activates JNK signaling pathway which in turn increases ISC 
proliferation and hence, tumor growth [304].

6. Conclusion and outlook

Recently Drosophila has emerged as a model to study intestinal infection and 
pathology because of conservation between Drosophila and mammalian intestinal 
pathophysiology, regeneration, and signaling pathways that control them. Real 
time and other Drosophila assays provide the complex cellular composition of a real 
intestine and opportunities to assess toxicity in a whole organism at a relatively low 
cost compared to mammalian system. Its simpler cellular structure, flexibility to 
doing screening, availability of molecular markers and other genetic tools adds up 
to its value as an ideal model system to study intestine. Also, it has been shown that 
human intestinal pathogens can cause intestinal pathology in flies as well.

In the recent past, data from the intestinal mechanisms found in flies have been 
shown to be active in mammals, and may therefore become relevant in the context 
of human pathologies including diabetes, obesity, neurodegenerative diseases, 
gastrointestinal cancers, or aging. Parallel findings of communication between gut 
and brain via neuropeptides in Drosophila and humans highlight on the importance 
of GBA in maintaining health. Identification of neural circuitries is of prime 
importance to apprehend more about the link between the gut and brain and their 
link with metabolic and neurodegenerative diseases. Greater understanding of 
gut-brain feeding circuits, paracrine signaling of peptides and physical commu-
nication via neural circuitries will establish their functioning in several metabolic 
disorders, neurological syndromes, aging and cardiovascular diseases. Research 
using flies on specific gut regions, cell types during various developmental stages 
and on stem cell biology and aging have been conducted so far. Other functions 
including role of unidentified taste receptors in the gut, their connection with the 
brain mediating nutrient digestion and transport, or organs such as the crop and 
the proventiculus, remain poorly characterized. Deeper understanding is required 
on the function of gut brain neural connectivity and to investigate what may be 
their key role in human or insect (patho)physiology concerning feeding behavior 
and appetitive learning. Techniques like in vivo CRISPR transcriptional activation 
(CRISPRa) and interference (CRISPRi) approaches [288, 305], to allow tightly 
regulated and reversible promoter activation and blocking in fly gut can be fruitful 
for future studies.

Developing new techniques and behavioral assays can help us explore physi-
ological drives: what is the gut function to maintain the overall health of the 
animal. It would be interesting to find out the key intestinal sensors. How the 
physical association between gut and brain via neural micro circuits regulate deci-
sions regarding nutrition, hunger and satiety is under question. Better “holistic” 
and quantitative methods, integration of spatial and temporal information about 
genetic events more comprehensively are required, so that cause and effect can 
be uncoupled in a physiological context [306]. We anticipate and hope that fly 
models of intestinal pathology, in addition to uncovering newly identified genes 
(chemosensory and others) and basic biology mechanisms will emphasize the most 
conserved aspects of human intestinal biology. As a result, fly will contribute to 
translational research investigating drug effects, and microbial and host genetic 
component analyses, leading to biological findings that are broadly applicable to 
human health and disease.
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Duchenne Muscular Dystrophy 
Animal Models
Tatiana V. Egorova, Ivan I. Galkin, Yulia V. Ivanova  
and Anna V. Polikarpova

Abstract

Duchenne muscular dystrophy is a complex and severe orphan disease. It 
develops when the organism lacks the expression of dystrophin - a large structural 
protein. Dystrophin is transcribed from the largest gene in the human genome. At 
the moment, there is no cure available. Dozens of groups all over the world search 
for cure. Animal models are an important component of both the fundamental 
research and therapy development. Many animal models reproducing the features 
of disease were created and actively used since the late 80’s until present. The 
species diversity spans from invertebrates to primates and the genetic diversity 
of these models spans from single mutations to full gene deletions. The models 
are often non-interchangeable; while one model may be used for particular drug 
design it may be useless for another. Here we describe existing models, discuss their 
advantages and disadvantages and potential applications for research and therapy 
development.

Keywords: Duchenne muscular dystrophy, DMD, dystrophin, animal models, mdx, 
genome editing, exon-skipping, gene therapy

1. Introduction

Duchenne muscular dystrophy (DMD) was primarily described in 1834–1836 
by Neapolitan physicians Giovanni Semmola and Gaetano Conte. Dr. Guillaume 
Duchenne de Boulogne made a significant contribution to the description of the 
disease in 1860s [1]. DMD is considered a rare, or orphan, disease but it is definitely 
one of the most frequent among muscular dystrophies. About one male in 3500 is 
diagnosed with DMD. DMD is an X-linked recessive disease so women are affected 
with a frequency of 1 case per 50 million [2–4]. Many attempts of various groups 
and organizations are set towards the search for the cure. Different strategies such 
as genome editing, replacement therapy, anti-inflammatory and antioxidative drug 
treatment are developed [5]. These therapies target different components of an 
extremely complex scheme of DMD pathogenesis. So animal models are important 
for study of the disease, research and development of the therapies. Many animal 
models were created or, in some cases, adapted from natural sources.

It is important to understand the mechanism of DMD pathogenesis and pro-
gression in order to discuss origins, purposes and potential uses of animal disease 
models. DMD develops when the organism lacks dystrophin expression. Dystrophin 
is encoded by the largest gene in the genome (DMD) that consists of more than 2.3 
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megabases (Mb). The gene contains 7 promoters and two polyadenylation signal 
sequences which orchestrate expression of 17 known isoforms. Three large isoforms 
are produced by three distant promoters. These isoforms are brain isoform Dp427c, 
muscle isoform Dp427m and Purkinje isoform Dp427p [6]. Each of them consists of 
79 exons which include the first unique exon and 78 common exons. Several smaller 
isoforms are operated by 4 internal promoters and some of them have alternatively 
spliced variants. These isoforms are retinal Dp260, Dp140 which is prevalent in 
central nervous system (CNS) and kidney, Dp116 which is expressed in Schwann 
cells and ubiquitously expressed Dp71 and Dp40 [6, 7]. Muscle isoform Dp427m is 
the most characterized and widely studied due to its crucial role in DMD manifesta-
tion. Most of the mutations that lead to DMD progression are large insertions, exon 
deletions or duplications which lead to the shift of the reading frame in the Dp427m 
[8]. Usually these mutations produce preliminary stop codon leading to the com-
plete absence of the protein [8]. Point mutations (deletions, insertions or substitu-
tions) are responsible for a small portion of all DMD cases [8]. Other isoforms are 
studied less. The deficiency of most of them is usually linked to CNS and behavioral 
disorders while Dp260 deficiency is linked to retinal impairment [6, 7].

Muscle dystrophin is a very complicated molecular machine. The function of 
muscle dystrophin is formation of dystrophin-associated protein complex (DAPC) 
and absorption of mechanical tensions which occur due to muscle constriction 
[9]. Muscle dystrophin is 427 kDa protein that consists of 3685 amino acids [10]. 
The protein is usually divided in four functional and structural superdomains. The 
N-terminal superdomain consists of two calpain-homology domains and provides 
binding of the protein to actin. The second superdomain is called rod domain. It is 
the largest domain that includes 24 spectrin-like repeats and 4 unstructured hinge 
domains. It acts as a spring that adsorbs mechanical tensions. The third superdo-
main (referred to as cysteine-rich domain, or CR) includes WW-motif, two EF 
motifs and ZZ-motif. This domain binds dystrophin to the sarcolemmal proteins 
being the central driver of DAPC formation. C-terminal domain binds to several 
proteins performing mostly signal functions [10].

DAPC is located in sarcolemma and provides the linkage between dystrophin 
and external proteins such as laminin and collagen. The complex includes ɑ- and 
β-dystroglycans, ɑ-,β-, 𝛾𝛾-,δ-,ε-sarcoglycans which interact with CR domain of 
dystrophin; and dystrobrevin, α1, β1, and β2-syntrophins, neuronal nitric oxide 
synthase (nNOS) and several other proteins which interact with C-terminal 
domain. The deficiency of these proteins also induces several pathologies such as 
limb-girdle muscular dystrophy, myotonia and some others [9].

The loss of dystrophin leads to several consequences. The initial one is the loss of 
membrane integrity and toughness. This causes membrane damage during muscle 
contractions and consequent membrane leakage. The homeostasis of extra- and 
intracellular components (calcium ions being the most important of all) is disrupted. 
This leads to calcium signaling imbalance, mitochondrial dysfunction (as mitochon-
dria acts as calcium depo), proinflammatory and apoptotic signaling activation and 
other damaging consequences [11]. Finally, this results in muscle cell death and its 
replacement by new muscle cells originating from satellite predecessor cells that 
finally leads to depletion of the pool of satellite cells. Damaged and regenerating 
muscle tissue is characterized by central nuclei. The fraction of central nucleated 
myofibers is a quantitative marker of DMD progression and therapeutic treatment 
[12]. Normal muscular tissue is also replaced by connective tissue (fibrosis) and 
adipose tissue in addition to regeneration. Neutrophil and macrophage infiltration 
also accompanies the disease progression [13].

The first symptoms of DMD usually arise at the age of 16–18 months. The chil-
dren may experience issues with walking, running or rising, toe walking or Gower’s 
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sign. At the age of 2–3 years old the muscles of lower limbs begin to degrade. The 
children suffer from extensive weakness and obtain specific gait patterns. Scoliosis 
and flexion contractures of the limbs also develop in DMD patients. At the age of 
10–12 years old children begin to use a wheelchair. Later, at 14 y.o., some patients 
develop dilated cardiomyopathy and arrhythmia. Patients usually die at 20 years 
due to heart failure or respiratory distress in absence of proper treatment. Female 
carriers do not suffer from severe symptoms; they usually have cardiomyopathy, 
mild respiratory issues, creatine kinase (CK) level enhancement and pseudo hyper-
trophy of the backside of the shin [14].

If any suspicious symptoms are observed CK level estimation is the first 
diagnostic procedure. This is a cheap and fast but not selective test as CK growth 
is a symptom of various muscle and nonmuscle (i.e. liver) diseases. So further 
diagnostics is required. If the CK is elevated the screening for exon deletion or 
duplication should be performed. About 30% of mutations may not be identified by 
these techniques (multiplex ligation-dependent probe amplification or comparative 
genomic hybridisation array) and full sequencing of the gene is required. The muta-
tion location and character may help to predict the type and severity of the disease. 
If the mutation is still unidentified the muscle biopsy sample should be tested for 
dystrophin protein presence by immunohistochemistry or western blot [14].

In some cases, mutations in DMD gene do not lead to reading frame shift or do 
not cause severe instability or protein dysfunction. If the function of the protein 
is slightly affected the milder form of muscular dystrophy develops. This disease 
is referred to as Becker muscular dystrophy (BMD). BMD is characterized by a 
very wide spectrum of symptoms. In some cases disease may be almost as severe 
as DMD while in other cases it may develop comparatively mild phenotype [15]. In 
1990 a patient with a large part (>50%) of the DMD gene deletion was discovered 
[16]. The patient was active at 61-year-old and demonstrated mild myodystrophy 
phenotype further described as BMD. The analysis of the mutant gene and its prod-
uct revealed extremely valuable data on the mechanism of dystrophin molecular 
action. The deletion of the part of the gene did not lead to reading frame shift and 
functional protein was expressed. This protein lacked most of the rod domain while 
N-terminal, cysteine rich and C-terminal domains remained intact. Obviously the 
rod domain which is the largest part of the protein may be truncated without com-
plete function loss. The second important outcome is the frameshift rule formula-
tion. The restoration of the reading frame may lead to the synthesis of truncated but 
still partly functional protein and shift the DMD type to BMD type. These findings 
set the initial point for development of several antiDMD therapies [5].

Currently no ultimate cure for DMD exists. Several treatment strategies are 
currently applied and many approaches are waiting for approval or being devel-
oped [5]. Most of the approved treatments target the farther consequences of dys-
trophin loss [5, 11]. Glucocorticosteroids suppress fibrosis and inflammation and 
mechanical ventilation helps patients with respiratory deficits. Anti-inflammatory 
and antioxidant drugs are also used or being tested [11]. But these approaches do 
not target the primary issue and are capable of lengthening the lifespan for about 
a decade. Several more complex approaches are now being developed. One of the 
most promising candidate therapies is the gene replacement therapy [17]. The idea 
is the delivery of a shortened but still functional gene copy to the muscles lacking 
its natural variant. The delivery may be provided via various types of vectors such 
as viral vectors, nanoparticles or even plasmids [18]. Several difficulties compli-
cate the path to success. These are extremely high research and production costs, 
immune response and comparatively large size of the protein and correspond-
ing genetic construct. Another class of therapies being developed is restoration 
of the reading frame [19]. This may be achieved by introduction of antisense 
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oligonucleotide, genome editing or some other techniques. The next class of 
therapies is utrophin modulation. Utrophin is an autosomal paralog of dystrophin 
which shares almost similar domain organization and high sequence correlation 
with dystrophin. In embryonic muscles utrophin localizes similarly to dystrophin 
and performs the same functions. In muscles utrophin is replaced by dystrophin 
in early childhood and in adults it is present in such non-muscle tissues as renal 
epithelia. In the adult organism utrophin expression is extremely low. In the case 
of dystrophin deficiency the expression of utrophin starts to increase but its level 
is still insufficient for dystrophin replacement in humans. Several approaches such 
as transcription modulators may potentially increase utrophin expression and slow 
down the disease progression [20]. Interestingly, several species such as mice are 
able to increase utrophin expression to sufficient level without any modulators 
[21]. This may provide fundamental data about dystrophy compensation mecha-
nisms. However, it questions the adequacy of the DMD model based on these 
species. Other strategies include cell-based therapies which are being developed 
for a long time and interesting exosome-based approach which originated from 
cell-based one [22].

As can be seen from the above, the existing and potent strategies for DMD 
therapy include genome editing, pre-mRNA splicing and cell modification, gene 
or cell delivery, and others [5]. All of them require animal models to be tested. In 
most cases these models are not interchangeable. For example, if one develops an 
exon-skipping strategy for a rare mutation, they will need an animal model with 
a corresponding mutation. So ideally a unique model is essential for every single 
mutation (at least for most common of them). The type and location of mutation is 
also important as, despite almost all mutations lead to absence of three major iso-
forms, the presence or absence of short isoforms depends on mutation location and 
type. So different mutations on similar backgrounds may have different phenotypes 
and may be valuable both for research and drug development. Many animal (mostly 
mouse) models with different specific mutations were developed both for funda-
mental studies of the gene and protein function and role of short isoforms and for 
proof-of-concept and preclinical studies of potential therapies.

Despite mouse models of DMD being the most common due to their relative 
cheapness they possess a significant disadvantage. All dystrophin-deficient animals 
have dystrophic symptoms but the severity of them does not often correlate with the 
disease severity in DMD patients. For example the lifespan of classic mouse model 
mdx is about 80% of normal [23, 24] while the lifetime of a human with DMD is not 
more than one third of healthy. To circumvent these demerits, several other species 
were used to reproduce the phenotype of DMD in animals. These are large animal 
models (dogs, pigs, primates) or mouse models with mutations in additional genes, 
or crossbreed models. In some cases the genetic structure of these models does not 
correspond to any known DMD mutation in humans but similar phenotype makes 
them useful for studies of the disease and several symptomatic therapies.

Here we describe animal models starting from classic mdx identified in 80’s 
to the newest ones introduced in 2020. The list of model species includes species 
from such invertebrates as D. melanogaster and C. elegans to monkeys. The origin, 
genotype, phenotype and purpose of these models are very diverse. We basically 
divide the models into two large groups. Chapter 1 will focus mostly on phenotypic 
properties of the most common models, the comparison of their advantages and 
disadvantages and their use in research and drug development. Chapter 2 will focus 
on the models created for development of unique and precision therapies. These 
are mostly murine models with various spectrum of mutations suitable for targeted 
drug design such as exon skipping.
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2. Animal models to study the pathogenesis of DMD

The most widely used and well described animal model for Duchenne muscu-
lar dystrophy (DMD) research is the mdx mouse. Spontaneous X chromosome-
linked mutation arose in inbred C57BL/10 colony of mice and produced viable 
and fertile homozygous animals. Mutant mice exhibited specific features similar 
to human DMD such as elevated plasma pyruvate kinase and CK levels and 
histological lesions of skeletal muscles. Later, the nature of the mutation was 
established. Nonsense point mutation caused by a single base substitution of 
C for T within an exon 23 leads to a premature termination of the dystrophin 
translation [24]. In addition to the absence of dystrophin all proteins of the 
DAPC such as sarcoglycans, syntrophin, nNOS, dystrobrevin, α-dystroglycan 
are significantly reduced at the sarcolemma in mdx skeletal muscle [9]. The 
absence of dystrophin and destabilization of the DAPC complex are believed to 
make muscle cells susceptible to stretch-induced damage and increased intracel-
lular calcium influx. These pathological processes lead to skeletal and cardiac 
muscle degeneration [9]. Despite the absence of full-length dystrophin, mdx 
mice have mild symptoms of muscular dystrophy compared to DMD patients 
or the golden retriever muscular dystrophy (GRMD) dog model [24]. The 
pathogenesis of muscular dystrophy, physiological, biochemical and histological 
characteristics have been well studied in mdx mice of various ages. Birth body 
weight and neonatal death rates do not differ from their wild type counterparts. 
Significant histopathological abnormalities begin to be observed in mdx muscles 
at 3–4 weeks. The occurrence of extensive necrosis followed by regeneration and 
involving skeletal muscles was documented in mdx mice as young as 16–17 days 
[25]. In humans DMD is characterized by muscle hypertrophy in the early 
ages and atrophy in the late stages of disease. Contrary, in mdx mice myofibers 
pass through progressive hypertrophy from week 24 till the end of life without 
atrophy signs. Myofiber branching increased with the age and contributed to the 
hypertrophy. Aged mdx myofibers are also hypernucleated. The “extra” nuclei 
are central nuclei which highlight that the muscle undergoes continuous cycles of 
degeneration-regeneration. The estimation of synapse number indicated signifi-
cant myofiber loss in mdx mice with the age [26]. The damaged skeletal muscle 
fibers with impaired function lead to a 20–30% loss in maximum specific force 
depending on mice age. The weakness is more severe in muscles of old mdx than 
in younger mice and healthy control mice [27]. Mdx muscle also demonstrates 
high susceptibility to contraction-induced injury [28]. Except skeletal muscles 
the diaphragm is severely damaged in mdx mice showing progressive deteriora-
tion, as is also typical for affected humans [24]. Compared to the voluntarily 
moving limb muscles, diaphragm fibers in mdx mice are subjected to early 
contraction-induced membrane rupture due to continuous action in the absence 
of dystrophin [24]. Histopathological changes of mdx diaphragm start to be 
observed at 4 weeks and include myofiber degeneration, necrosis, mineralization 
and large areas of fibrosis. But in contrast to the limb skeletal muscles, which 
are constantly affected to cycles of degeneration and regeneration, diaphragm 
undergoes progressive degeneration. By 16 months of age the mdx diaphragm 
looks pale due to extensive myofiber necrosis and replacement fibrosis. Changes 
in the physiological properties of mdx diaphragm correlate to histopathological 
lesions. Another muscular organ that is affected in mdx mice as in DMD patients 
is the heart. Echocardiographic signs of cardiomyopathy arise after ~8 months 
of age, while histological evidence of interstitial cardiac fibrosis does not appear 
until about 17 months [29].
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Similar to DMD patients, mdx mice have increased levels of CK, marker of 
muscle damage, wherein CK levels were shown to increase with age, exercise, and 
male gender [30].

Since the pathogenesis of DMD in the mdx mice is genetically, biochemically 
and histologically similar to DMD patients, they have been extensively used as a 
preclinical model for DMD over the last 20 years. These mice are used to study the 
mechanisms of disease occurrence and dystrophin function, to test pharmaceuti-
cal drugs and to establish proof-of-concept for gene and cell therapy focusing on 
restoration of dystrophin expression [24, 30, 31]. The efficacy of a large number of 
pharmacological agents such as prednisone, deflazacort and other immunosuppres-
sive and anti-inflammatory drugs currently used in therapy of DMD patients was 
tested in mdx mice in preclinical trials [30]. Also mdx mice were used in preclinical 
trials of replacement gene therapy on adeno-associated viruses carrying the dystro-
phin microgene/minigene. This therapy is currently in clinical trials [17].

Although mdx mice are the most commonly used animal model for DMD, its 
main disadvantage is the mild phenotype compared to DMD patients. To enhance 
muscular dystrophy pathology a lot of animal models with a more severe pheno-
type were created. Several approaches were used to create new murine models 
with DMD symptoms: N-ethylnitrosourea (ENU) mutagenesis (mdx2Cv, mdx3Cv, 
mdx4Cv, mdx5Cv mice models), generation of humanized transgenic mice with yeast 
artificial chromosomes (YAC) (hDMD mice), CRISPR/Cas9 (Clustered Regularly 
Interspaced Palindromic Repeats/CRISPR associated protein 9) and homologous 
recombination in embryonic stem cells (different murine models with exons dele-
tion/duplication), Cre-loxP (Cre is from gene name cre that means “causes recom-
bination”; loxP is for Locus of Crossover in P1) recombination system (Dmd-null 
mice), breeding mdx mice with other backgrounds (DBA/2-mdx mice, albino-mdx 
mice, BALB/c-mdx mice, immune deficient mdx mice) or other knockout (KO) 
murine models (hDMD/mdx mice, hDMD/Dmd null mice, mdx/Cmah−/−, 
hDMD/mdx/Utrn−/−, mdx/Utrn−/−, mdx/a7−/−, mdx/MyoD−/−).

Four new mdx murine models (mdx2Cv, mdx3Cv, mdx4Cv, mdx5Cv) were generated 
with ENU chemical mutagenesis [32]. Nature of these mutations was characterized. 
It was established that mdx2Cv allele results from mutation affecting mRNA splic-
ing, and is located in the splice acceptor of intron 42 [33]. The mdx3Cv allele arises 
from a mutant splice acceptor site in intron 65 [32]. Similar to the mdx2Cv allele, the 
mdx3Cv splice acceptor mutation generates a complex pattern of aberrant splicing 
that generates multiple transcripts. But, in contrast to the mdx3cv mutation, alter-
native transcripts generated from mdx2Cv allele do not preserve the normal open 
reading frame [33]. In the case of the mdx4Cv allele, mutation is a C to T transition 
in exon 53, creating a stop codon (CAA to TAA). In the mdx5Cv allele, the dystrophin 
mRNA contains a 53 base pairs deletion and a single A to T transversion in exon 10 
which does not alter the encoded amino acid. But a new splice donor was created 
(GTGAG) that generates a frameshifting deletion in the processed mRNA [33]. 
Despite all four new mutants show elevated serum CK level and muscle pathology 
similar to original mdx mice [32], each strain of mutant mice has unique features. 
Although each strain of mutant mice has unique features. The mdx3Cv mice exhibit 
abnormal breeding behavior and cognitive defects in addition to dystrophic 
muscle pathology. The levels of DAPC proteins and full-length dystrophin were 
decreased. So mdx3Cv mice may act as a useful model for studying the effect of 
subtherapeutic level of dystrophin on DMD phenotype recovery. Surprisingly, 
skeletal muscle strength was only slightly reduced compared to wild type mice and 
muscles were partially protected from eccentric contraction-induced injury [34]. 
Histopathological analysis of skeletal muscles, heart and diaphragm of the mdx4Cv 
and mdx5Cv mutants indicates 10-fold fewer revertants than in the muscles of mdx 
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mice [24]. Also mdx5Cv mice have a more severe skeletal muscle phenotype than 
mdx mice. These mice showed pronounced functional deficits and lower interindi-
vidual variability in motor activity tests compared with mdx mice which is a great 
advantage in studies with small numbers of animals [24, 30, 31]. Both of these 
murine models mdx4Cv and mdx5Cv are currently used in preclinical trials of gene 
therapy [35].

There are several models of mice obtained by crossing mdx mice with other 
genetic backgrounds such as albino mice [36], BALB/c mice, DBA2 mice [37], 
C57BL/6 mice, C3H mice [38], FVB mice and immune deficient mice [24]. In some 
cases background does not dramatically alter dystrophic phenotype of mdx mice 
(BALB/c-mdx mice, C57BL/6-mdx mice, FVB-mdx mice). But some murine models 
obtained during the crossing showed new phenotypic features and more severe 
phenotypes than mdx mice (albino mdx mice, DBA2/mdx mice). For example, 
albino-mdx mice combined signs of muscular dystrophy (histopathology of skel-
etal muscles, increased serum CK level, body and muscle weights) with signs of 
oculocutaneous albinism (skin, fur and eye depigmentation) [36]. In contrast to 
original black mdx mice, albino-mdx mice showed slow geotaxis, which can indi-
cate a deterioration of neurological state of DMD [39], and increased circulating 
cytokines levels [40].

The most phenotypically relevant to the human DMD murine model was cre-
ated on the DBA2 background. The DBA2 inbred mouse strain carries a naturally 
occuring in-frame deletion within the latent TGFβ-Binding Protein 4 (LTBP4) gene. 
This promotes enhanced inflammation and loss of ambulation in DMD patients 
[41]. The DBA2-mdx (D2-mdx) mice showed progressive development of muscular 
dystrophy. These mice had severe histopathological features, including the rapid 
progression of fibrosis in diaphragm and skeletal muscles. In addition, all muscles 
of these mice had zones of extensive calcification. In contrast to original mdx mice 
D2-mdx mice developed cardiomyopathy at an earlier age, moreover, more fibrous 
tissue was observed in the hearts of D2-mdx mice [37]. The more pronounced dys-
trophic phenotype and faster progression of the disease in D2-mdx mice compared 
to mdx mice on C57BL/10 background makes D2-mdx mouse strain more suitable 
for evaluation of treatment efficacy in preclinical trials [42]. Immune-deficient 
mdx mice are used to test cell therapies as one of the approaches to treating mus-
cular dystrophy. These strains were created by crossing of mdx mice with different 
strains of mice with mutations in different genes (c-kit receptor gene, IL-2 receptor 
gene, DNA-dependent protein kinase catalytic subunit deficient and others) and 
deficiency of B cells, T cells and NK cells [43], cytokine signaling deficiency [43], 
hematopoietic cells deficiency [44] or with severe combined immunodeficiency 
[45]. Severity of phenotypical features in immune-deficient dystrophic mice are 
usually similar to mdx mice. But these murine strains are a good model for preclini-
cal trials of cell transplantation therapies.

Mdx murine model lacking dystrophin expression demonstrates less pronounced 
degenerative changes in comparison with DMD in humans. This may be attributed 
to various species-specific compensatory mechanisms in mice, increased expression 
of other membrane proteins in murine muscles, or the characteristics of the skeletal 
and cardiac muscles themselves. To study the effect of compensatory mechanisms 
in mice, double-knockout (DKO) murine models and humanized murine models 
were created. Compensation for the lack of dystrophin with structurally related 
proteins possibly leads to a milder DMD phenotype in mdx mice than in DMD 
patients. In mdx mice, unlike humans, the expression of utrophin, in skeletal 
muscles, diaphragm, heart and non-muscular tissues persists throughout life [46]. 
The amino acid sequence of utrophin repeats largely dystrophin and can hypotheti-
cally substitute it on the sarcolemma and participate in muscle contraction [9].  
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Therefore, upregulation of utrophin may be one of the treatment options for DMD. 
To test such drugs as well as to study DMD pathogenesis, mice deficient in both 
dystrophin and utrophin were created. This double-knockout (mdx/utrn−/−, u-dko) 
murine model was derived from breeding dystrophin deficient mdx mice with 
utrophin deficient mice [47]. In contrast to mdx mice u-dko mice were smaller and 
weaker and developed severe muscular dystrophy phenotype similar to phenotype 
in DMD patients. All clinical signs of the disease (pathohistology of skeletal and 
cardiac muscles, muscle functions) were more pronounced in u-dko mice than in 
mdx mice. These mice also started to show DMD symptoms at an earlier age [47]. 
This murine model is currently used in preclinical trials of gene therapy drugs 
based on adeno-associated or adenoviruses carrying shortened utrophin genes. 
Several studies have shown that utrophin-delivering therapy is equally effective as 
micro/minidystrophin-delivering therapies [48]. Another protein that can replace 
the absent dystrophin and perform complementary function in mdx muscles is the 
membrane protein integrin α7. Dystrophin and integrin α7 double knockout mice 
(mdx/α7−/−), as well as u-dko mice, showed a more apparent dystrophic phenotype 
compared to original mdx mice [49]. Dystrophin- and integrin α7-deficient mice 
had reduced body mass compared to mdx mice and demonstrated early lethality 
(4 weeks after birth). Skeletal and cardiac muscles of double-knockout mdx/α7−/− 
mice were more severely affected and exhibited loss of membrane integrity, more 
prominent histopathological and functional characteristics [49].

Another explanation for the less pronounced dystrophic phenotype in mdx mice 
may be the increased regeneration of muscle fibers after necrosis which presents 
in formation of fibers with centrally located nuclei and muscle pseudohypertrophy 
[23]. To test this hypothesis, several murine models with reduced muscle regenera-
tion were created. Since activated satellite cells are involved in the regeneration 
of skeletal muscle fibers, murine models with knockout of genes involved in the 
activation of satellite cells, were created to limit regenerative capacity. The first 
approach is a knockout of myogenic basic-helix–loop–helix transcription factors 
MyoD which plays an important role in myogenesis [50]. Mice lacking both MyoD 
and dystrophin (mdx/MyoD/−/−) created by breeding of mdx mice with MyoD 
mutant mice developed a severe cardiomyopathy and muscle hypertrophy leading to 
premature death [51]. Phenotypically these mice are much closer to DMD patients. 
The second approach to enhance DMD phenotype in mice is a modeling of the 
telomerase RNA absence. It was established that telomere length in human dystro-
phic cardiomyocytes and skeletal muscles is shorter than in normal muscles [52]. To 
create such a murine model, mdx mice were crossed with mice lacking telomerase 
RNA (mdx/mTR KO) [52]. Mdx/mTR KO showed a severe dystrophic phenotype 
and significantly reduced lifespan compared to mdx or mTR KO controls. Also aged 
mice showed explicit skeletal deformity (kyphosis) [52]. Double knockout mice 
make a significant contribution to the study of DMD pathogenesis and the assess-
ment of DMD drug therapy effectiveness, however, these murine models do not 
directly explain the differences in phenotype between mice and humans. Therefore, 
so-called humanized murine models were created.

Humanization makes phenotype of mdx mice closer to the phenotype of DMD 
patients. Mice have reduced inflammatory and immunologic reactivity com-
pared to humans. For example, mice, unlike humans, evolutionally retained the 
cytidine monophosphate-sialic acid hydroxylase (Cmah) gene. Introduction of 
human-like inactivating deletion of Cmah gene into mdx mice prevented synthe-
sis of the sialic acid N-glycolylneuraminic acid [53]. The mdx/Cmah/−/− mice had 
genotypic and phenotypic similarities to human DMD, enhanced DMD severity 
and shortened lifespan compared to mdx mice. Cardiac muscle of mutant mice 
shows large areas of fibrosis and mononuclear infiltration. These features make 
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mdx/Cmah/−/− murine model suitable for evaluating effects of new DMD therapy 
on dystrophic cardiac muscle.

Dystrophin function, as well as pathogenesis and treatment strategies for DMD 
have been well studied in different murine models (mdx, mdx/Utrn−/− dko and 
many others). All these murine strains lack full-length dystrophin expression and 
show specific dystrophic features. However, the expression of small isoforms of 
dystrophin may remain in some models. To study the contribution of small isoforms 
to the DMD pathogenesis, a model with a completely deleted dystrophin gene 
was created. Using the Cre-loxP recombination system Dmd gene was completely 
removed in mice. The resulting mutants (Dmd-null mice) were viable, but the males 
were sterile. The mice showed an evident dystrophic phenotype and behavioral 
abnormalities [54].

Murine models are the most convenient and widely used for studying protein 
function, pathogenesis and treatment options for the disease. Many preclinical 
trials of drugs that are currently used or tested in clinical trials have been performed 
on DMD murine models. However, many laboratories use not only mice for their 
studies, but also other species of animals, including non-mammalian models, other 
rodents or large mammals. Non-mammalian DMD models were generated in zebraf-
ish Danio rerio, Drosophila melanogaster and Caenorhabditis elegans [24, 30, 31, 55]. 
Non-mammalian DMD models have some advantages over mammals. Fishes, worms 
and insects are eukaryotic models and have some valuable features: small size, 
high reproduction rate, fast growth and development, a large number of offsprings 
and fully sequenced genomes. Dystrophin amino acid sequence and subcellular 
localization are highly conserved between humans and zebrafish. The zebrafish 
dmdta222a mutants (sapje) with dystrophin deficiency showed muscle degenera-
tion which was more severe than in mdx mice and died at an early larval stage [56]. 
Zebrafish DMD model is a good model to test exon-skipping therapeutic strategy. 
For example, FDA approved drug Ataluren (Translarna) was tested on zebrafish and 
led to restoration of muscle contractile functions [57]. One more non-mammalian 
DMD model is dystrophin deficient Drosophila melanogaster. Muscle-specific 
RNAi-mediated knockdown of all dystrophin isoforms in flies led to severe muscle 
degeneration, cardiomyopathy phenotype and climbing deficits [58, 59]. Nematode 
worm Caenorhabditis elegans is also used for DMD model creation. These worms 
have dystrophin homolog gene dys-1. Loss-of-function in dys-1 resulted in worm 
hyperactivity and hypercontraction [55].

In addition to mice, larger animal models are now available. All DMD canine and 
feline models have been identified in natural populations. Porcine, rat, monkey and 
rabbit models were created with CRISPR/Cas9 technology [24, 31]. The most popu-
lar DMD models in large animals are canine models. Spontaneous mutations in the 
dystrophin gene causing the development of dystrophic phenotype have been iden-
tified in 14 dog breeds [60]. Some of them are currently bred in nurseries as a DMD 
canine model, others were discovered in natural populations as individual cases and 
described in the literature. The first group includes the well known golden retriever 
muscular dystrophy dog model (GRMD), Cavalier King Charles spaniel model [61], 
Welsh corgi model Australian Labradoodle model, German short-haired pointer 
and new labrador retriever model with inversion in dystrophin gene [60]. The most 
widely used and well described canine model of DMD is the GRMD model. The 
GRMD mutation was first reported in four animals in the early 1980s [62]. It was 
established that GRMD dogs had a splice site mutation (transition A > G) in intron 
6 causing abnormal mRNA splicing and loss of exon 7 of dystrophin gene. GRMD 
dogs had severe dystrophic phenotype including elevated CK level, skeletal muscle 
atrophy with contractures, dyspnoea, dysphagia, dilated cardiomyopathy, large 
fibrosis and fat tissue areas. The GRMD dog population also showed heterogeneity 
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of dystrophic features between different individuals, what also makes this model 
similar to DMD in humans [60]. A clinical course of GRMD dogs is more similar to 
DMD patients in contrast to mdx mice. Large body size, severe muscular dystrophic 
phenotype, humoral and cellular immune response to viral vector and transgene, 
as well as transplanted cells similar to human, make GRMD dogs a more suitable 
model for preclinical trials to test pharmaceutical drugs, gene replacement therapies 
and cell therapies [31]. The GRMD dogs model was used in different preclinical 
trials of gene and cell therapies. The advantage of using GRMD dogs in these studies 
is the experiment design similar to clinical trials. For example, in clinical trials, the 
inclusion criterion is the intake of immunosuppressive drugs. In dogs, in contrast 
to mice, the immune reactivity is similar to that of humans, which makes it possible 
to reproduce this design as well as to study the obvious adverse reactions associated 
with the activation of host immunity [63]. The mutation of Cavalier King Charles 
spaniel (CKCS) model is a splice site mutation (transition G > T) in intron 50 caus-
ing the deletion of exon 50 [61]. CKCS dogs show elevated levels of serum CK and 
typical areas of necrosis and regeneration in skeletal muscles and heart. Dogs of this 
breed seem to be suitable for testing due to their small body mass and amiable tem-
perament. CKCS canine model can be used to test exon 51 skipping, the therapy that 
may be suitable for many patients, as DMD mutation hotspot is located between 
exons 45 and 55 [61]. The mutation of Welsh corgi model, Australian Labradoodle 
model and German short-haired pointer model (GSHPMD) are LINE-1 insertion 
in intron 13, point mutation in exon 21 and whole DMD gene deletion respectively 
[60]. These dogs show severe dystrophic phenotype including muscle degeneration, 
mineralization and inflammatory infiltration. It is important to note that GSHPMD 
dog model with completely absent dystrophin is the most suitable preclinical model 
for the prediction of immune responses to gene therapy due to the lack of immuno-
logical tolerance to dystrophin [64]. One more interesting canine DMD model is the 
recently identified labrador retriever (LRMD) model with an inversion in dystro-
phin gene. 2.2-Mb spontaneous inversion disrupting the DMD gene within intron 
20 was found in two young labrador retriever dogs. The clinical signs of disease 
included elevated CK level in serum, specific histopathological lesions of skeletal 
and cardiac muscles, myopathic electrodiagnostic profile, high neonatal lethality. 
The LRMD dogs had detected expression of Dp71 isoforms of dystrophin. But 
unlike the GRMD dogs with absent Dp71 isoform, the LRMD dogs have more severe 
dystrophic phenotype. This may indicate that the presence of the Dp71 isoform in 
muscles does not provide a functional advantage [60].

In addition to dystrophic dog colonies maintained in nurseries several cases of 
spontaneous mutations in dogs of different breeds have also been described. The 
interesting case is 7 base pair deletion in exon 42 in Cavalier King Charles spaniel, 
the second CKCS model with mutation in the DMD gene hotspot area. These dogs 
had generalized skeletal muscle atrophy of the temporal region, limbs and thoraco-
lumbar spine [65]. One more case of spontaneous mutation in dystrophin gene was 
revealed in Miniature Poodle dog. Dogs had whole DMD gene deletion and showed 
all dystrophic clinical signs including muscle degeneration, lumbar kyphosis, stiff 
gait and abnormal posture. Neurological examination also revealed reluctance 
to exercise in these dogs [66]. One case of disease development was also recently 
detected in the Jack Russell Terrier population. The dog had deletion of exons 3–21 
causing severe dystrophic phenotype and death at the young age [67]. Progressive 
muscle weakness was also detected in a male border collie dog. Its mutation was a 
single nucleotide deletion in canine DMD exon 20, minor DMD mutation hotspot, 
resulting in generalized muscle atrophy, muscle fatigue and dysphagia [68].

Unequivocally, canine models have a significant advantage over murine models 
due to their more pronounced dystrophic phenotype and possible immune response 
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to treatment. However, as well as mdx mice, GRMD and other dogs have some 
disadvantages associated with the high cost of keeping dog colonies and training 
of personnel caring for sick animals. In addition, due to a greater body weight 
than in mice, large amounts of drugs are required for dogs, which is essential for 
gene therapy based on viral delivery. Nevertheless, studies in dogs are considered 
more informative than studies in mice. The results of the dog trials provide a better 
indication of future clinical trials. In this regard, it is important to use not only 
widespread mice but also dogs in the design of preclinical trials.

The first case of hypertrophic feline muscular dystrophy (HFMD) in domestic 
cats was described in 1989 [69]. Spontaneous mutation causing dystrophic pheno-
type was established as a deletion of the dystrophin promoter and first exons cor-
responding to dystrophin from muscle and Purkinje cells. Dystrophic cats showed 
pronounced appendicular and axial muscle hypertrophy, involving of tongue and 
diaphragm, histopathological lesions in skeletal muscles, diaphragm and heart, 
including different fiber diameter and acute necrosis and cardiomyopathy [70]. The 
HFMD model is rarely used in DMD preclinical research because tongue hyper-
trophy and diaphragm defects lead to difficulties in feeding, animal welfare and 
early death.

The CRISPR/Cas9 technology has made it possible to create several more 
models of DMD in such animals as pigs, rats, rabbits and monkeys. Rats are the 
most convenient animals for biomedical research, therefore several rat models have 
been created. The first rat model was created using CRISPR/Cas9 gene editing [71] 
and had exon 3–6 deleted in dystrophin gene. Dystrophin deficient rats showed 
reduced muscle strength and specific dystrophic phenotype of skeletal muscles, 
diaphragm and heart. Also these rats showed age-dependent decline of cardiac 
functions similar to DMD patients [72]. Later, based on this model, another rat 
model with an in-frame mutation in the dystrophin gene was generated [73]. New 
mutant rats had reduced expression of truncated dystrophin and mild phenotype 
similar to BMD patients. These rats can be useful to study BMD pathogenesis and 
efficiency of dystrophin recovery. The third rat model was created using TALEN 
(Transcription activator-like effector nucleases) technology. Its mutation was a 
frame shifting 11 base pairs deletion in exon 23 generating premature stop codon 
[74]. Animals exhibited reduced muscle strength, cardiomyopathy, large muscle 
necrosis and fibrosis. This model can be used for preclinical research as a small 
DMD animal model.

Several mice models were created that may be suitable mostly for scientific 
use. One of them is the Dmdmdx−bgeo model [75]. It contains the beta-Geo marker 
inserted after exon 63. The protein product translated from the resulting allele 
lacks cysteine-rich and C-terminal domains and is not functional. The Dmdmdx−bgeo 
model mostly resembles the mdx3cv model as both of them lack all dystrophin 
isoforms including Dp71 and Dp40. Hemizygous Dmdmdx−bgeo animals demon-
strate phenotypic properties similar to other mdx models. LacZ (β-galactosidase-
mediated) staining helps to visualize the expression of dystrophin in various 
tissues on different stages of development including embryonic. Nevertheless, the 
dysfunctionality of dystrophin-lacZ chimeric protein should always be taken into 
account.

DmdEGFP reporter mouse [76] lacks the disadvantage of Dmdmdx−bgeo model. The 
eGFP (enhanced green fluorescent protein) coding sequence was introduced behind 
the exon 79 and the chimeric protein remains functional. The transgenic mice did 
not show any signs of pathology. This approach allows us to observe almost all major 
dystrophin isoforms except for those having alternative C-terminal domain. The 
studies with this model may provide valuable data on dystrophin expression and 
localization in muscle and non-muscle tissues and shed the light on its functions.
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In 1999 the Dp71-null mouse model was described [77]. The first and unique 
exon of Dp71 is located between exons 62 and 63 of the Dmd gene. It is replaced by 
promotorless b-geo gene in Dp71-null mice leaving all other dystrophin isoforms 
intact (except for Dp40). The resulting construction provided the expression of 
β-Galactosidase regulated by Dp71 promoter while the native product, Dp71, was 
absent. This model acts as a valuable tool for examination of the role and functions 
of Dp71 isoform both by Dp71 promoter activity estimation by LacZ staining and 
Dp71-null phenotype examination. The further experiments demonstrated that 
Dp71 deficiency causes retinal vascular inflammation, increases retinal vascular 
permeability. AAV-mediated delivery of Dp71 restored retinal homeostasis and pre-
vented retinal oedema [78] and restored defective electroretinographic responses 
[79]. Dp71 expression in neurons plays a regulatory role in synapse organization, 
formation and function and inactivation of Dp71 may lead to increased severity of 
mental retardation and intellectual disability [80].

3. Animal models to test precision medicine approaches

Genetic testing revealed the incredible diversity of mutations in DMD gene. 
However, mutations are not equally presented throughout the gene. As much as 
80% of all mutations are concentrated in exons 2–20 and 45–55 representing two 
hotspots. Mutations can be divided into two groups: frequent (one or more exons 
deletions and duplications) and rare (point substitutions in exons and introns, 
small deletions and duplications) [81]. Mutation-specific precision medicine 
approaches are mostly based on the reading frame rule and convert mutations 
from Duchenne to Becker type. In the presence of frameshift generating mutations 
additional removal of one or several exons can restore the reading frame and cause 
expression of shortened yet functional dystrophin protein. For exons removal 
during splicing process antisense oligonucleotides (ASO, AON) are used. AON 
binds specifically to the splice sites of selected exons hiding them from cellular 
splicing machinery and leading to their exclusion from mRNA. Different chemical 
structures are used for reduced AON cleavage, prolonged circulation, better cellular 
and nuclear penetration. The most popular backbones are presented by PMO 
(phosphorodiamidate morpholino oligomers), 2-OMePS (2’O-methylated phospho-
rothioate), vivo-morpholino (morpholino oligo covalently linked to octaguanidine 
dendrimer), LNA (locked nucleic acids), tcDNA (tricyclo-DNA). Indeed, AON 
can be delivered naked or in the lipid complex, fused with targeting peptides or 
other molecules enhancing biodistribution. In addition to AON, vectorized drug 
candidates are tested for exon skipping. Their design is based on U7 snRNA, 
naturally participating in histone pre-mRNA processing. Deletion of additional 
exons directly from genomic DNA (gDNA) is also proposed as a mutation-specific 
therapeutic strategy for DMD. For this purpose viral delivery of one or two single 
guide RNA (sgRNA) and Cas9 encoding sequences is tested. Targeted Cas9-induced 
double strand cleavage is also applied for indel generation in affected or neighbor-
hood exons. Indels lead to +1 or − 1 frameshifts with a certain probability. This 
approach is known as reframing. Exon can be excluded from mRNA due to another 
DNA modification - base editing in conservative splice site sequence. For this 
approach Cas9 fused with base editing enzymes is utilized. Both for U7 snRNA (U7 
small nuclear RNA) and Cas9 delivery viral vectors such as lentiviruses and AAV 
are used. Majority of experiments for mutation-specific approach examinations are 
conducted on patients-derived cell cultures and modified human embryonic stem 
(ES) cells. However, complexity of the disease and limitations of functional tests 
applicable in vitro force to generate and use genetically modified animal models. 



119

Duchenne Muscular Dystrophy Animal Models
DOI: http://dx.doi.org/10.5772/intechopen.96738

Mice with various mutations in the dystrophin gene, replicating mutations found in 
individual patients or groups of patients are the most common among the genome-
edited models. The timeline of disease progression and traits of new models are 
usually not well studied. Main DMD symptoms are similar to those found in mdx 
mice. The purpose of these “genetic” models is to test mutation-specific therapies 
and show not only restoration of dystrophin expression but also improvement in 
locomotor activity, illustrating the functionality of the shortened protein. The ease 
of maintenance and reproduction, extensive experience in obtaining and speed of 
reproduction, together with the high conservativeness of the dystrophin gene, make 
mice the optimal objects for such work, nevertheless, there are other, larger animal 
models with mutations often found in patients with DMD.

Deletions of one or more exons are the most common mutations in the DMD 
gene. They account for 68% of all mutations. Among them, deletions of single exon 
44 (3%), 45 (4%), 50 (2%), 51 (3%), 52 (3%) are represented with approximately 
the same frequency [81]. Directed mutations in the dystrophin gene in labora-
tory animals were obtained for the purpose of selecting drugs for exon-skipping. 
Exon structures of popular models with deletions in mutation hotspot are shown 
on Figure 1. The first models were obtained by homologous recombination using 
embryonic stem cells. In 1997 a mouse model mdx52 with a deletion of exon 52 was 
created [82], where this exon was replaced with a neomycin resistance cassette. 
This mouse model was used to test various drug candidates: PS-modified tcDNA 
(phosphorothioate-modified Tricyclo-DNA) based ASO for skipping of the exon 51 
[83], PMO for exon 51 skipping [84, 85], AAV9-U7snRNA for exon 51 skipping [86], 

Figure 1. 
Animal models representing DMD exon deletions in mutation hotspot. Gene fragment structures around exon 
with frameshift mutation are shown on the left. Currently tested therapeutic approaches and resulting exon 
structures are shown on the right.
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mix of vivo-morpholinos for simultaneous skipping of the exons 45–55 [87, 88]. 
With the advent of effective genome editing techniques, frequent mutations were 
the first to be reproduced in animals. TALEN were used to create mice with exon 
52 deletion resulting in del52hdmd/mdx model [89]. This model is notable for the 
fact that the mutation was introduced into the sequence of the human gene. Thus, 
del52hdmd/mdx model can be used to test drugs that are designed to target unique 
human sequences. The authors showed the effectiveness of AON for skipping exons 
51 and 53 to the human sequence during intramuscular delivery [89]. This line was 
used to test CRISPR/Cas9 genome editing complexes for reframing in exons 51 
and 53 during lentiviral delivery [90]. AAV9 double SaCas9 (Staphylococcus aureus 
Cas9 ortholog) and guide mix was tested for deletion with borders within exons 
47 and 58 for himeric exon formation [91]. Later, another mouse model with a 
deletion of exon 52, ∆52, was obtained using CRISPR/Cas9 genome editing system 
[92]. This model was used to test CRISPR/Cas9-based drugs for exon 53 removal 
or reframing [92].

Reframing in exon 51 was also tested in mouse models with deletion of exon 50 
ΔEx50 and ΔEx50-Dmd-Luc [93]. In the Dmd gene of ΔEx50-Dmd-Luc mice, in 
addition to the deletion of exon 50, the luciferase gene sequence is also introduced 
at the C-terminus, connected to the protein sequence via an autocatalytic 2A pep-
tide. Thus, luminescence was observed during the restoration of the reading frame, 
which allowed to assess the effectiveness of drugs in vivo without resorting to 
invasive methods [93]. Bioluminescence was detected both after intramuscular and 
systemic delivery of Cas9 and sgRNA-51 by AAV9. The presence of bioluminescence 
was shown to correlate with dystrophin expression as verified by western blotting 
and immunohistochemistry (IHC) [93].

One of the most frequent deletions, the deletion of exon 44, was reproduced in 
mice Δex44 DMD [94]. Correction of exon 44 deletions by gene editing of sur-
rounding exons could potentially restore the reading frame of dystrophin in ~12% 
of patients with DMD. Authors created AAV9-Cas9 and AAV9-sgRNA mix targeting 
5′-end of exon 45 and tested them in vivo during intramuscular injections on this 
model. The most perspective guide sequence 6 (G6) was used for systemic delivery 
and selection of a better Cas9 to sgRNA AAV particles ratio. Selected conditions lead 
to force increase from 59% to 107% in the extensor digitorum longus (EDL) muscle 
of ΔEx44 DMD mice [94]. 20-fold lower dose of self-complementary adeno-
associated virus (scAAV) bearing Cas9 + sgRNA was used for exon 45 skipping and 
reframing on the same model [95]. Weekly injection of (1,2-dioleoyl-3-trimethyl-
ammonium-propane) LNPs (lipid nanoparticles) encapsulating Cas9/sgDMD RNPs 
(ribonucleoproteins) into Tibialis Anterior (TA) muscles was tested on ΔEx44 
DMD mice. The expression of dystrophin in TA muscles was successfully restored 
after skipping or reframing of exon 45 induced by treatment, as demonstrated by 
immunofluorescence and western blot analysis. Quantitative analysis of the western 
blot result showed that 4.2% of dystrophin protein was restored [96].

CRISPR/Cas9 genome edited hDMD del45 model represents deletion of exon 
45 in human dystrophin gene in the presence of wild type Dmd gene while hDMD 
del45 mdx D2 has dystrophic phenotype due to Dmd gene knock-out [97]. In the 
same paper exons 45–55 deletion strategy (Cas9 + gRNAs to introns 44 and 55) 
aiming to help 60–65% of patients was tested [97, 98]. A more realistic approach 
from the clinical application point of view is multiple exon 45–55 skipping using U7 
snRNAs [99]. It was tested on hDMD/mdx model [100]. Similar multiple exon-
skipping strategy using PMOs cocktail [98] was tested on hDMD/Dmd Null mice 
[85]. The hDMD/Dmd Null model compares favorably with the previous models, 
since it does not have a mouse dystrophin sequence and allows us to quantify the 
level of exon skipping and compare the effectiveness of different sequences and 
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drugs with each other, which is demonstrated by the example of exon 51 skipping 
[85]. Moreover, the presence of normal dystrophin in some models leads to the 
absence of the necessary symptoms for the delivery of oligonucleotides and viruses, 
such as inflammation in the muscles and intact cellular membranes. It’s necessary 
to point out the crucial role of hDMD mouse model with full-length DMD gene 
integrated into chromosome 5 [100]. It is not very useful for any drug substances by 
itself due to simultaneous expression of wild type human and murine dystrophin 
proteins. But when crossing to mdx or other Dmd knockout mice (hDMD/mdx, 
hDMD/Dmd Null) it becomes an extremely important background for creation of 
new models. Any antisense or guide molecules designed and tested on subsequent 
animals can be transferred to human cells without sequence adaptation.

Models with single exon deletions ∆43 (exon 43 deletion), ∆45 (exon 45 dele-
tion) were reported together with ∆52 (exon 52 deletion) DMD mice [92]. These 
mouse models were used to test single guide genome editing procedures aiming 
at exon skipping or reframing. AAV9 and scAAV9 viruses with a guide and Cas9 
sequences were used. Intramuscular delivery of guide RNA to exon 44 and Cas9 
encoding viruses to TA muscle restored dystrophin expression in both ∆43 and ∆45 
DMD models. Interestingly, the selected guide generated both exon reframed and 
exon skipped transcripts in ∆45 DMD muscle, but only exon skipped transcripts in 
∆43 DMD muscle. Restoration of dystrophin in ∆45 DMD muscle was more effi-
cient than in ∆43 DMD muscle when using the same sgRNA for gene editing [92].

Deletions of several exons are quite common in patients, but to date only one 
mouse model with an extended mutation in the hotspot is known. Deletion of 
exons 52–54 was simulated in Dmd Δ52–54 in which authors declare severe cardiac 
dysfunction in addition to common skeletal muscle symptoms. CRISPR-mediated 
single sgRNA exon skipping of exon 55 was tested on this model. Also another 
model with deletion of exons 52–55 was created to check potential benefit of the 
treatment [101]. CRISPR/Cas9 system popularity, easy to use and high efficiency 
allow to generate such 100% skipping (editing) models to check generated short-
ened dystrophin protein functionality.

Duplications of one or several exons are also highly widespread mutations, 
affecting 5–10% of all DMD patients [102]. The most common duplication in the 
patient population Dup2 (duplication of exon 2) was recreated in the mouse model 
created in 2015 [103]. Correction of the mutation was shown on this model after 
intramuscular injections of AAV1.U7-ACCA [104]. Main attribute of this mutation 
and corresponding model is that precision skipping of a duplicated exon results 
in full-length dystrophin expression. Thus, it is the rare case when exon-skipping 
converts Duchenne type mutation to wild type rather than Becker type. At the same 
time it is a challenge to accurately skip only copy of exon 2 not affecting the main 
sequence.

Nonsense mutations are also very common in the human population affecting 
approximately 25% of the patients [102]. The most popular mdx mouse model 
representing nonsense mutation was found in the natural population [105]. A lot 
of treatment strategies targeting downstream disease mechanisms were tested 
on this model. Precision medicine approach on mdx model includes stop codon 
readthrough [106]. Targeted single nucleotide mutation was created in DMD-KO 
(D108) mouse [107] representing C-to-T conversion generating stop codon in exon 
20 (Q871Stop). This mouse model was used for adenine base editing using guided 
SpCas9 (Streptococcus pyogenes Cas9 ortholog) nickase [108]. Created by ENU muta-
genesis, mdx4cv model also has C-to-T conversion in exon 53 generating TAA stop 
codon [33]. Adenine base editor was also tested on this mouse model with modified 
Cas9 recognizing relaxed minimal PAM (protospacer adjacent motif) sequence - 
NG [109]. Both mdx and mdx4cv models were used for trans-splicing method 
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efficiency demonstration [110]. Intramuscular delivery of AAV vectors expressing 
trans-splicing template (PTM) allowed detectable levels of dystrophin in mdx and 
mdx4cv, illustrating that a given PTM can be suitable for a variety of mutations.

Rare mutations found in patients were repeated in models to test precision 
gene editing methods. Those contain big deletion of exons 8–34 in DmdDel8–34 
mouse model (Egorova et al., 2019). Reading frame in this model can be restored 
by simultaneous skipping of exons 6 and 7. The fact that the N-terminal actin 
binding domain is partly encoded by these exons, gives the opportunity to better 
understand structure-functional interplay in dystrophin protein and its shortened 
forms. Several approaches including vivo-morpholino induced exon-skipping and 
CRISPR/Cas9 gene editing are tested on this model ([111]; unpublished data). 
Other variants of rare mutations generated by Koo and colleagues, represent small 
frameshift mutations [112]. In vivo treatment with AAV vectors encoding CjCas9 
(Campylobacter jejuni Cas9 ortholog) and single guide to the affected exon restored 
the reading frame and enhanced muscle strength.

Large mammalian models have more pronounced DMD symptoms in compari-
son to murine models. But limited availability and less extensive experience in their 
genome modification led to reduced use in precision medicine approaches testing. 
Pig model with deletion of exon 52 DMDΔ52 was created using somatic nuclear 
transfer from bacterial artificial chromosome (BAC)-edited cells [113]. AAV9 vector 
with intein splitted Cas9 and two guides around exon 51 was tested on these animals 
reaching widespread dystrophin expression, prolonged survival and reduced 
arrhythmogenic vulnerability [114]. Another example of CRISPR/Cas9 Dmd gene 
targeting in pigs resulted in indels in exon 27 which lead to premature piglet death 
at day 52 [115]. So this model was not tested yet for any treatment approach.

DMD KO rabbits represent different mutations in exon 51 which is within the 
mutation hotspot in human DMD gene [116]. Many of these mutations are small 
deletions or insertions, disrupting the reading frame of the DMD gene, resulting in 
frameshift and complete absence of dystrophin expression followed by main pheno-
typic features in skeletal muscles and cardiomyopathy. Animals could benefit from 
50–51, 51–52 or 45–55 exons skipping, however this model animals were not used for 
any precision medicines testing.

Identified in natural population CKCS-MD (deltaE50-MD) dogs have a splice 
site missense mutation in intron 50 of the DMD gene, causing out-of-frame skip-
ping of exon 50 and resulting in a lack of dystrophin and a severe dystrophic 
phenotype resembling DMD [61]. In the same paper authors show that additional 
skipping of exon 51 could restore dystrophin expression on cultured myoblasts [61]. 
Single guide genome editing aiming at exon 51 skipping or reframing shows big 
potential after intramuscular and intravenous delivery [117].

Naturally occurring intron splice site mutation that leads to the loss of exon 7 
was identified in Golden retriever dogs leading to generation of GRMD (CXMDJ) 
canine model [62]. It is the most widespread canine model which is used in numerous 
studies including exons 6 and 8 skipping driven by PMO and 2’OMePS [118, 119], 
AAV1-U7snRNA [120], rAAV6-U7snRNA [121], AAV8-U7snRNA [122].

The next model stands out and its value is more in demonstrating the possibility 
of creating new models than in itself. The new mice obtained by transgenesis carry 
randomly embedded copies of the EGFP under the CAG promoter (strong syn-
thetic promoter that consists of regulatory elements from CMV, chicken beta-actin 
gene and rabbit beta-globin gene), which are separated by exon 23 with the murine 
mdx mutation. EGFP expression is possible only in case of exon 23 skipping, which 
was demonstrated using PMO and LNA/2’-OMe based AONs [123]. Thus, the 
resulting mouse model allows noninvasive assessment of the effectiveness of exon 
skipping, as well as studying the bio-distribution of drugs. The creation of similar 
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mouse models for testing exon skipping, more applicable to patients, will allow 
more intensive studies of future drugs.

4. Conclusions

Here we described several dozens of Duchenne muscular dystrophy models. 
The list of species used to create these models includes worms, fruit flies, fishes, 
dogs, cats, mice, pigs, rats and monkeys. Some of them were found in natural 
populations, while the others were artificially created. The spectrum of genetic 
interventions spans from point mutations to complete deletion of the largest 
gene - Dmd gene, double knockouts and humanized constructions. The genetic and 
phenotypic diversity provides great opportunities for fundamental studies and drug 
development.

The correspondence of the model phenotype to human DMD phenotype is 
extremely important for drug testing. Some of the models, especially based on 
small animal species, could not represent DMD features correctly. The same goes 
for many mice models. The mouse model which has mutation identical to a certain 
DMD case may not correctly represent the DMD phenotype. Vice versa, several 
double knockout mice models reproduce the DMD phenotype much closer while 
being an inadequate genetic model. The models based on larger species are more 
useful as their phenotype is usually closer to DMD. But the creation, maintenance 
and cost of these animals complicates their use and restricts diversity. Indeed, no 
ideal DMD model is still created. However, the development of novel promising 
DMD treatment strategies requires both genetically similar models for precision 
drugs testing and phenotypically appropriate models for disease study and design 
of therapies. We should expect the expansion of the DMD-related animal models 
list in the nearest future.
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Abstract

Cardiomyopathy or disease of the heart muscle involves abnormal enlargement 
and a thickened, stiff, or spongy-like appearance of the myocardium. As a result, 
the function of the myocardium is weakened and does not sufficiently pump blood 
throughout the body nor maintain a normal pumping rhythm, leading to heart failure. 
The main types of cardiomyopathies include dilated hypertrophic, restrictive, 
arrhythmogenic, and noncompaction cardiomyopathy. Abnormal trabeculations of 
the myocardium in the left ventricle are classified as left ventricular noncompaction 
cardiomyopathy (LVNC). Myocardial noncompaction most frequently is observed 
at the apex of the left ventricle and can be associated with chamber dilation or 
muscle hypertrophy, systolic or diastolic dysfunction, or both, or various forms of 
congenital heart disease. Animal models are incredibly important for uncovering 
the etiology and pathogenesis involved in this disease. This chapter will describe 
the clinical and pathological features of LVNC in humans and present the animal 
models that have been used for the study of the genetic basis and pathogenesis of 
this disease.

Keywords: animal models, noncompaction, cardiomyopathy, mutation,  
cardiac development

1. Introduction

Left ventricular noncompaction (LVNC) is a unique form of cardiomyopathy 
that is distinguished by a distinctive (“spongy”) morphological appearance of the 
left ventricle (LV) myocardium [1]. This “spongy” appearance encompasses hyper-
trabeculation, deep intertrabecular recesses or sinusoids, and a bilayered ventricular 
myocardium with a noncompacted endocardium and compacted epicardium [2]. 
Although LVNC is rare, the prevalence of LVNC is reported to be <0.3% in adults 
and < 0.0001% in children. It is the third most common form of inherited cardiomy-
opathies and accounts for 9% of all pediatric cardiomyopathy cases [3]. Prevalence 
was reported as 0.014–1.3% in adult patients who underwent echocardiography. 
In heart failure patients, the prevalence of LVNC is estimated at 3–4% [4]. LVNC 
is characterized as genetic, primary cardiomyopathy by the 2006 American Heart 
Association classification model, whereas the European Society of Cardiology has not 
classified LVNC as distinct cardiomyopathy due to its phenotypic heterogeneity [5, 6].
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Clinical presentation of LVNC is variable, and Towbin et al. have described nine 
distinct subtypes: 1) benign, 2) arrhythmogenic, 3) dilated, 4) hypertrophic, 5) mixed 
hypertrophic and dilated, 6) restrictive, 7) right ventricular with the normal left 
ventricle, 8) biventricular, and 9) associated with congenital heart disease [7]. Some of 
the LVNC phenotypes are shown in Figure 1. Complications of LVNC include chronic 
heart failure, arrhythmias, cardioembolism, chest pain, dyspnea, syncope, myocardial 
infarction, and sudden cardiac death (SCD) [8]. Patients with LVNC associated with 
neuromuscular disease may present with exercise intolerance, fatigue, muscle pain, 
muscle stiffness, and muscle weakness. Heart failure associated with LVNC is often 
due to either systolic or diastolic ventricular dysfunction. Electrocardiogram (ECG) 
abnormalities are very common (88–94% and 88%, respectively) in both adult and 
pediatric cases. Common arrhythmias are atrial fibrillation, atrial flutter, paroxysmal 
supraventricular tachycardia, and atrioventricular block. Heart failure and arrhyth-
mias are the greatest cause of concern for mortality in LVNC patients [9].

Figure 1. 
Echocardiographic images of heterogeneous forms of left ventricular noncompaction phenotype. A. Parasternal 
short-axis view of a dilated form of LVNC with trabeculations noted at the apex. B. An apical 4-chamber 
view with trabeculations noted at the right side of the image. C-G, Heterogeneous phenotypes associated with 
LVNC. LVNC with normal LV size, thickness, and function (C), dilated form of LVNC (D), hypertrophic 
form of LVNC (E), restrictive form of LVNC (F), biventricular LVNC (G). LV, left ventricle; RV, right 
ventricle; LA, left atrium, RA, right atrium.
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The etiology, pathogenesis, and natural history of LVNC are not clearly under-
stood. The genetic causes of LVNC are heterogeneous [10, 11], involving final common 
pathways initiated by primary (the sarcomere) and developmental (NOTCH pathway) 
genetic abnormalities, often via a disturbance of protein–protein binding caused 
by the primary genetic mutation [12]. Doppler echocardiography, cardiac magnetic 
resonance imaging, or LV angiography are used for the diagnosis. Due to heritable 
nature, patients with LVNC and at-risk first-degree relatives are recommended to 
undergo genetic screening and counseling [13, 14]. Clinical symptoms associated with 
myocardial dysfunction, significant arrhythmias, congenital heart disease, or neuro-
muscular disease combined with the results of genetic testing dictate the outcome and 
therapeutic management of LVNC [15]. Family studies and animal models are incred-
ibly important for uncovering the genetic basis and pathways involved in this disease. 
In this chapter, we describe trabeculation and compaction events during cardiogenesis, 
morphopathological features of LVNC, and possible genetic mechanisms of LVNC. We 
will also describe the animal models that have been used for the study of LVNC.

2. Embryonic development of compacted myocardium

The underlying mechanisms for LVNC remain largely unknown, but many 
studies associate it with the failure of compaction of trabecular myocardium during 
embryogenesis [16]. The development of the functionally competent, compacted, and 
multilayered myocardial wall is a two-part process consisting of trabeculation fol-
lowed by a compaction process set at the midgestational period of cardiogenesis [17]. 
When the myocardial spiral system enfolds, myocyte recruitment and proliferation 
lead to myocardial maturation with the development of protrusions into the lumen. 
Endocardial cells invaginate, and cardiomyocytes in specific regions along the inner 
wall of the heart form sheet-like protrusions into the lumen to give rise to the trabecu-
lar myocardium [16]. The intertrabecular recesses communicate with the blood-filled 
cavity of the heart tube to increase the surface area for gas exchange and blood. This 
mechanism favors the concomitant increase in myocardial mass despite the absence of 
a distinct epicardial coronary circulation [18].

The trabecular myocardium starts undergoing compaction between weeks 5 and 8 
of human embryonic development and coincides with the invasion of the developing 
coronary vasculature from the epicardium. Compaction is gradual, from the epicardial 
to the endocardial surface and from the basal segments of the ventricle moving toward 
the apex [19]. Vascular endothelial growth factor (VEGF) and angiopoietin-1 may be 
involved with triggering compaction [2]. As a result of the compaction process, the 
intertrabecular recesses disappear almost entirely leaving a smooth endocardial ven-
tricular surface. Compaction is more pronounced in the LV than in the right ventricle 
(RV), therefore the RV endomyocardial surface is more heavily trabeculated (Figure 2)  
[19]. On the other hand, noncompaction indicates failure of compact myocardium 
formation, leaving spongy myocardium and deep intertrabecular recesses [20].

2.1 Etiopathophysiology of LVNC and genotype: phenotype correlation

While the etiology of LVNC is not clearly understood, it is largely considered 
that hypertrabeculation or noncompaction in LVNC has a genetic origin with typi-
cally autosomal dominant inheritance if the implicated genes encode components 
of the sarcomere, Z-disc, or cytoskeleton [21]. Autosomal recessive, X-linked, 
and mitochondrial inheritance patterns have also been found [3, 22]. One large 
retrospective multicenter study showed that nearly one-third of the LVNC patients 
had genetic variants in at least one cardiomyopathy-causative gene [14]. LVNC 
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has also been reported in many complex syndromes [23, 24] and neuromuscular 
disorders [25–27]. LVNC can also be considered congenital or acquired, and several 
hypotheses have been proposed for the development of LVNC [28]. The primary 
hypothesis for congenital LVNC is the embryonic hypothesis, which attributes the 
hypertrabeculation of LVNC to the arrest in normal ventricular compaction during 
myocardial embryogenesis [29]. The etiology of LVNC can be described as having 
two components, congenital and modifier factors.

Genetically, LVNC is heterogeneous and has been associated with chromosomal 
defects and genetic mutations in myosin heavy chain 7 (MYH7) [21, 30], LIM 
domain-binding protein 3 (ZASP), α-dystrobrevin (DTNA), tafazzin (TAZ/G4.5), 
ion channels, and proteins found in the sarcomere, cytoskeleton, and mitochondria. 
Alterations in the NOTCH signaling pathway, associated with morphological develop-
ment, and WNT pathway signaling, embryonically involved in body axis patterning 
and cell polarity, are also linked to LVNC [20, 31]. In some categories of LVNC, the 
genotype–phenotype correlation is identifiable. Tafazzin mutations, one of the first 
mutations linked to LVNC, are characteristic of Barth syndrome, an X-linked genetic 
disorder that commonly presents with LVNC. Tafazzin, an inner mitochondrial mem-
brane protein, catalyzes phospholipid cardiolipin synthesis, which is essential for 
mitochondrial integrity and energy production in cardiomyocytes [29, 32]. Family 
studies have identified mutations in hyperpolarization-activated cyclic nucleotide-
gated channel 4 (HCN4), sodium voltage-gated channel alpha subunit 5 (SCN5A), and 
ankyrin 2 (ANK2) as genetic abnormalities underlying sinus bradycardia-associated 
LVNC [33]. Lamin A/C (LMNA) mutations, which are also found in dilated cardiomy-
opathies, are associated with the early onset of advanced atrioventricular block [34]. 
A 6.8-megabase locus on chromosome 11p15, containing muscle LIM protein (MLP/
CSRP3) and SOX6, was implicated in an autosomal dominant pedigree of LVNC [35]. 
The V470I variant in bone morphogenetic protein 10 (BMP10) and W143X variant 
in neuregulin (NRG1) were identified in two unrelated LVNC probands and their 
affected family members [36]. Impaired BMP receptor binding ability, perturbed 
proliferation and differentiation processes, and intolerance to stretch in mutant cardio-
myoblasts may underlie myocardial noncompaction in these families.

Figure 2. 
Gross morphopathologic appearance of LVNC. a. Heart from a individual with left ventricular 
noncompaction. Note the spongy appearance of the ventricular wall, caused by ‘holes’ in the myocardium, 
which represent deep trabeculations. The heart is thick and has a dilated chamber (that is, hypertrophic and 
dilated). In life this ventricle functioned poorly. LV, left ventricle; LVNC, trabeculations of left ventricular 
noncompaction. b. Numerous excessive prominent trabeculations and deep intertrabecular recesses is noted by 
arrows. The trabecular zone (noncompacted layer, X) in the LV is at least twice thick as the compact layer (Y) 
of the ventricular wall. (Adopted from Towbin and Bowles, Nature 415, 227–233. 2002).
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The causal nature of genetic defects is further complicated by the overlap of 
genetic mutations in distinct cardiomyopathies. LVNC can be categorized based on 
its association with dilated cardiomyopathy (DCM), hypertrophic cardiomyopathy 
(HCM), and other forms of heart muscle disease. Using next-generation sequenc-
ing, several groups revealed a wide range of pathogenic variants in LVNC patients 
and an association between pathogenic variants and poor prognoses, especially in 
those patients harboring multiple pathogenic variants [10, 11, 37, 38]. Variants in 
MYH7 were associated with HCM, DCM, and restrictive cardiomyopathy (RCM). 
Patients with sarcomeric genes variants had more frequent findings of trabecula-
tions and likelihood fibrosis in the interventricular septum of the myocardium [11]. 
Variants in mindbomb homolog 1 (MIB1), LMNA, and MLP were linked to LVNC 
associated with DCM. Myosin-binding protein C (MYBPC3) mutations are associ-
ated with LVNC-hypertrophic cardiomyopathy, while SCN5A and DSP variants are 
reported causative for arrhythmogenic cardiomyopathy (ACM), DCM, and cardiac 
conduction system dysfunction disorders including Brugada syndrome and long QT 
syndrome. Interestingly, truncating variants in the LAMP2 gene that is causative for 
Danon disease were identified in LVNC patients by Li et.al [37]. In addition, mito-
chondrial genome mutations [39], chromosomal abnormalities such as 1p36 dele-
tion, 7p14·3p14·1 deletion, 18p subtelomeric deletion, 22q11·2 deletion, distal 22q11·2, 
8p23·1 deletion trisomies 18 and 13, and tetrasomy 5q35·2–5q35 have been associated 
with syndromic LVNC [40–44]. Patients with Coffin–Lowry syndrome (RPS6KA3 
mutation), Sotos syndrome (NSD1 mutation), and Charcot–Marie–Tooth disease 
type 1A (PMP22 duplication) have also been reported to manifest clinical signs of 
LVNC [23, 45–47]. Titin encoded by the TTN gene with 364 exons is the largest 
protein, expressed in striated muscles [48]. A missense variant TTN A178D identi-
fied by high throughput next-generation whole-genome sequencing techniques that 
have been implicated in clinical genetics practice over the last decade has recently 
been associated with autosomal dominant LVNC and DCM [49]. Nonetheless, a 
genotype–phenotype correlation may not be identifiable for all mutations and vari-
ants. Genetic defects may have incomplete penetrance and variable expressivity or 
have no causal relationship between genotype and phenotype [2].

The embryonic hypothesis does not explain acquired LVNC that presents after 
birth, some forms of which are potentially reversible. Acquired LVNC, has been 
identified in athletes, pregnant women, and patients with sickle cell anemia, 
myopathies, and chronic renal failure [50]. The etiology of acquired LVNC is merely 
speculative. One such hypothesis argues that mild LVNC can remain undetected 
until transient LV dilation allows LVNC to become visible under precise and accurate 
imaging [51]. It is also speculated that acquired LVNC may be due to cardiac remod-
eling from increased preload and altered hemodynamics [29]. Ventricular trabecula-
tion in athletes, particularly in the LV apex, allows for increased compliance which 
reduces wall stress and strain [52]. Given the high risk of possible cardiac embolic 
events from thrombus formation in the intertrabecular recesses, clinical trials for 
thromboembolic events in isolated LVNC have been suggested [53–55].

2.2 Diagnosis and therapeutic strategy

The clinical manifestations of LVNC vary widely, including no symptoms, 
thromboembolic events (ventricular or systemic arterial), LV dilation, impaired 
contractility with heart failure leading to pulmonary edema, arrhythmia including 
ventricular tachycardia and atrial fibrillation, and sudden cardiac death. Patients 
with neuromuscular disorder and LVNC may present with elevation in muscle 
form of creatine kinase, CK-MM (creatine kinase, muscle isoform) consistent with 
skeletal myopathy [7].
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Echocardiography is the first-line diagnostic routine and an accessible technique 
to detect abnormal trabeculations or a “spongy” appearance of the myocardium. 
Several diagnostic criteria have been developed to define LVNC through echocar-
diographic analysis. A ratio of >2:1 in thickness of noncompacted to compacted 
layers during diastole is deemed diagnostic for LVNC [56, 57]. Compared with 
echocardiography, cardiac magnetic resonance (CMR) imaging offers more in-
depth anatomic and functional features of the noncompacted myocardium. Late 
gadolinium enhancement specifically provides detection of cardiac fibrosis. CMR 
criteria developed by Petersen et al. to accurately diagnose pathologic noncompac-
tion is based on a noncompaction to compaction ratio at end-diastole of >2.3 [58]. 
Quantitative CMR criteria by Jacquier et al. define LV noncompacted mass > 20% 
of the total mass for accurate LVNC diagnosis [59], while Grothoff et al. propose 
LV mass > 25% of the total mass as well as a noncompacted mass > 15 g/m2 [60]. 
Despite all these proposed criteria, there are wide inconsistencies and poor specific-
ity, and it remains difficult to accurately differentiate normal variants in trabecula-
tions from pathological LVNC [61]. Therefore, data matrices 0f echocardiography 
and CMR imaging measurements, electrocardiogram features, and clinical genetics 
of the patient and relatives are helpful for confirming the clinical diagnosis [7].

Genetic testing in patients with LVNC and family members has been important 
in identifying genetic causes of cardiac dysfunction. Testing can be done on genes 
known to be associated with LVNC and other forms of cardiomyopathy as well as 
genes involved in syndromic diseases such as metabolic abnormalities, mitochon-
drial dysfunction, Barth syndrome, and storage diseases. Identification of patho-
genic variants in probands and family members can be followed by segregation 
studies in the family [15].

Treatment strategy in LVNC depends on clinical presentations and complica-
tions, and clinical needs are managed according to corresponding guidelines [62]. 
The key targets of clinical management are the treatment of heart failure (including 
beta-blockers, angiotensin-converting enzyme inhibitors, angiotensin-II receptor 
blockers, aldosterone antagonists, diuretics, and heart transplantation), arrhyth-
mias (including ablation and implantation of an implantable cardioverter-defibril-
lator in patients with life-threatening events), and oral anticoagulation. In patients 
with congenital heart disease and LVNC, surgery for the congenital abnormalities 
takes precedence when feasible. In many cases, palliative surgery ultimately fails 
because of the myocardial abnormality, and cardiac transplantation is required [63].

3. Animal models of LVNC

LVNC is an overlap disorder and it appears that any of these “final common 
pathways” can be involved depending on the specific form of LVNC [64]. Combining 
information about disease-causing genes with murine models is crucial in identify-
ing pathways involved in ventricular noncompaction. For instance, Barth syndrome 
is caused by tafazzin mutations, and tafazzin knockdown mice were engineered 
using a short-hairpin RNA-inducible transgenic approach. These mice demonstrated 
hypertrabeculation and noncompaction, and the knockdown mice died prenatally at 
E12.5–14.5 [65]. New powerful cutting-edge gene-editing technologies using tran-
scription activator-like effector nucleases (TALENs) and clustered regularly inter-
spaced short palindromic repeats-CRISPR-associated protein 9 (CRISPR-Cas9) have 
been used for modeling LVNC [66–69]. Patient-specific induced pluripotent stem 
cells (iPSCs) derived cardiomyocytes have emerged as a useful tool for investigating 
pathological mechanisms of many cardiovascular diseases including LVNC [70, 71]. 
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Several signaling pathways such as the Dll4-NOTCH [72], MIB1 [73], BMP [74], and 
TGF-β [71] have been demonstrated to regulate myocardial trabecular compaction as 
well as to be involved in the development of LVNC. While zebrafish and Drosophila 
have been used to study LVNC in addition to patient-specific iPSCs derived cardio-
myocytes, mice are more commonly used to genetically engineer LVNC phenotypes as 
shown in Table 1 [75, 76].

3.1 Animal models related to the Notch signaling pathway

The Notch signaling pathway is a highly conserved intercellular pathway involved 
with multisystem differentiation. Particularly in the cardiovascular system, Notch1 
mediates ventricular morphogenesis, coronary vessel development, and communica-
tion between the endocardium and myocardium for cardiomyocyte proliferation and 
differentiation. Mutations in the Notch signaling pathway cause congenital heart 
disease [77]. Mammals have Notch 1–4, a group of transmembrane receptors with an 
extracellular domain and an intracellular domain. The Notch extracellular domain 
(NECD) interacts with ligands of the Delta and Jagged family, and these receptor-
ligand interactions are modulated by manic fringe (Mfng) glycosyltransferase. Delta 
and Jagged ligands are ubiquitinated by Mib1, an E3 ubiquitin ligase, and trigger 
endocytosis of the ligand. Mib1 activity exposes the receptor to ADAM metallo-
proteases for Notch cleavage. In response, the Notch intracellular domain (NICD) 
translocates to the nucleus and acts as a transcription factor. The NICD is comprised 
of the RBPJ domain and ANK repeats [77].

The first murine model for LVNC was the Fkbp1a (or FKBP12)-deficient 
mouse. Deficiency in FKBP1a, a binding protein of the immunophilin family, 
causes ventricular noncompaction, thin ventricular walls, hypertrabecula-
tion, and ventricular septal defects [20, 78]. Fkbp1a is a negative modulator of 
activated Notch 1. In Fkbp1a-deficient mice, activated Notch1 is upregulated. 
In Fkb1a-deficient mice, Fkbp1a overexpression significantly reduced activated 

Gene Animal model Signaling Ref #

FKBP12 KO mouse Decrease in Notch1 activity, increase in BMP10 [79]

BMP10 KO E9.0–13.5 mouse TGF-b [80]

BMP10 Overexpression adult mouse TGF-b [81]

NUMB/NUMBL Double KO mouse Inhibition of Notch1, Smad6 and Smad7, WNT [82]

SMAD7 Mutant mouse BMP10, TGF-b [86]

TBX20 Overexpression mouse T-box family, TBX1 [87]

MIB1 Mutant zebrafish Reduces Notch1 [89]

MIB1 Decifient zebrafish Reduces Notch1 [89]

VEGF Overexpression mouse Notch1, Flk-1 [90]

Daam1 Decifient mouse PCP and WNT [92]

NKX2–5 KO mouse MEF2, HAND1, HAND2, GATA, BMP10 [96]

NFATC1 Mutant mouse NFAT [99]

TAZ Inducible knockdown Cardiolipin remodeling [102]

TAZ KO mouse Cardiolipin remodeling [65]

TTN Mutant mouse Telethonin loss [104]

Table 1. 
Animal models of LVNC.
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Notch1 [79]. Fkbp1a deficiency upregulates BMP10, a peptide growth factor in the 
TGF-β family involved in the cardiac compaction process. BMP10 upregulation in 
Fkbp1a-deficient mice indicates the importance of this gene in the trabeculation 
and compaction process.

In mouse embryogenesis, Bmp10 is transiently expressed in ventricular myocar-
dium at E9.0–13.5 during myocardial maturation and in the atria E16.5–18.5 [74]. 
BMP10-deficient mice embryos appear unaffected at E8.5–9.0, arrest at E9.0–9.5, 
and die at E10.5. Immunostaining of mutant embryos exhibited thin ventricular 
walls and primitive trabecular ridges. The localization of BMP10 to the ventricular 
myocardium for the brief period at E9.0–13.5 suggests that BMP10 is crucial for 
continued myocardial development. Postnatal cardiac-specific BMP10 overexpres-
sion compromised cardiac growth, caused subaortic narrowing and concentric 
myocardial thickening [80]. Human atrial natriuretic factor (hANF) promoter can 
be used to overexpress BMP10 in mice. Overexpression of BMP10 demonstrated 
hypertrabeculation and severe heart failure [81]. Like in Fkbp1a-deficient mice and 
cardiac overexpression models, BMP10 is also upregulated in NUMB/NUMBL-
deficient mice (myocardial double-knockout mice) [82]. NUMB and NUMBL 
proteins of the NUMB family are cell fate determinants for hemopoietic stem cells, 
muscle satellite cells, cancer stem cells, and hemangioblast progenitor cell types and 
maintain the fate of neural stem cells as well as regulate their differentiation [83]. 
Both NUMB and NUMBL inhibit Notch1 signaling and are crucial for trabeculation, 
cardiomyocyte proliferation and differentiation, and trabecular thickness [84]. 
On the other hand, inhibitory intracellular transducers such as Smad6 and Smad7 
negatively regulate the BMP/ TGF-β signaling pathway [85]. Smad7 is expressed 
by endothelial cells in the major arteries in mice, and Smad7 deficiency causes 
increased Smad 1, 5, and 8 in the endocardial endothelium [81, 86]. Unsurprisingly, 
Smad7 mutant mice demonstrate ventricular noncompaction, thin ventricular 
walls, and ventricular septal defect. One of the key mediators of BMP10 signaling 
in ventricular myocardial development and maturation is TBX20, a member of the 
TBX1 subfamily of the T-box family transcription factors [87]. In murine embryos, 
Tbx20 can be detected in the cardiac precursor cells at E7·5 and the developing myo-
cardium and endocardium at E8·0 [88]. Cardiac-specific overexpression of TBX20 
results in severe DCM, ventricular hypertrabeculation, and abnormal muscular 
septum, consistent with the DCM type of LVNC [87].

Another Notch pathway element, Mib1, is associated with the LVNC pheno-
type of biventricular noncompaction with dilation and heart failure [20]. Genetic 
sequencing of 100 European patients revealed two autosomal dominant muta-
tions—V943F and R530X. Injection of Mib1-mutated mRNA, corresponding to the 
V943F and R530X mutations, into zebrafish embryos disrupts Notch signaling [89]. 
Inactivation of Mib1 reduces Notch1 signaling and myocardial arrest. Mutant Mib1 
mice produce an LVNC phenotype of immature trabeculae and noncompaction [89].

Vascular endothelial growth factor (VEGF) is produced by the myocardium and 
plays a role in endocardium-myocardium communication by binding to endocardial 
receptor Flk-1 [20]. Overexpression of VEGF-A in mice causes hypertrabeculation, 
abnormalities in cardiac morphology and coronary vessels, and embryonic lethality 
at E12.5–14.0 [90].

3.2 Animal models related to the WNT signaling pathway

The planar cell polarity (PCP) pathway is a β-catenin-independent Wnt pathway 
that was first studied in Drosophila. The PCP pathway plays a role in the epithelial 
orientation of hair and sensory bristles, apical-basolateral polarity, gastrulation, 
and neurulation [31, 91]. Disheveled-associated activator of morphogenesis I 
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(Daam1) is a mediator of the PCP pathway and a formin protein found in the 
plasma membrane and cytoplasmic vesicles. Daam1 is involved with cardiac mor-
phogenesis and is highly expressed in murine cardiac tissue. Daam1-deficient mice 
have been shown to cause an LVNC phenotype with ventricular noncompaction and 
the thin ventricular wall. It is likely that the abnormalities seen in Daam1-deficient 
mice are due to cytoskeletal dysfunction since Daam1 is involved with F-actin 
assembly and sarcomere organization. Interestingly, the absence of Daam1 does 
not alter BMP10 expression nor cardiomyocyte proliferation, which offers another 
pathogenic model of LVNC through disruption in myofibrillogenesis, cytoskeleton 
organization, and cardiomyocyte polarization [31, 92].

NUMB is also a component of the adherens junction by forming complexes 
with β-catenin to regulate cellular adhesion via Wnt signaling [82]. It also interacts 
with integrin-β subunits to regulate cell migration and promote their endocytosis 
for directional cell migration. Deletion of NUMB and NUMBL from mouse hearts 
results in LVNC with congenital heart disease with atrioventricular septal defects, 
truncus arteriosus, and double outlet right ventricle in vivo [82]. This model shows 
that NUMB family proteins regulate trabecular thickness by inhibiting Notch1 
signaling and control cardiac morphogenesis in a Notch1-independent manner.

3.3 Animal models related to other signaling pathways

NKX2–5, a cardiac homeobox gene, is a transcription factor that regulates heart 
development, working along with MEF2, HAND1, and HAND2 transcription fac-
tors to direct heart looping during early heart development [93]. Genetic variants in 
NKX2–5 are associated with progressive cardiomyopathy and conduction defects in 
humans [94, 95]. Ventricular-muscle-cell-restricted knockout of NKX2–5 in mice 
leads to progressive atrioventricular block with conduction system cell dropout 
and fibrosis [96]. LVNC is a prominent feature in neonatal mice, with progressive 
biventricular dilation and heart failure developing early. It directly activates MEF2 
to control cardiomyocyte differentiation and operates in a positive feedback loop 
with GATA transcription factors to regulate cardiomyocyte formation. A high-level 
BMP10 expression in the adult ventricular myocardium has been also observed.

The expression of early response genes in lymphocytes is regulated by NFAT 
transcription factors [97]. NFATC1 mutant mouse embryos have cardiac abnormali-
ties including myocardial developmental abnormalities, narrowing or occlusion of 
the ventricular outflow tract, defective septum morphogenesis, and underdevelop-
ment of valves [98, 99]. Ventricular hypertrophy and noncompaction with hyper-
trabeculation were seen in 40% of mutant mice, suggesting that NFAT signaling 
pathways are important for hypertrabeculation and noncompaction as well as the 
development of valves and the septum.

Barth syndrome is caused by mutations in the X-linked TAZ and is associated 
with LVNC and abnormal cardiolipin remodeling [12, 100]. Tafazzin catalyzes 
cardiolipin maturation reactions at the final stage of cardiolipin biosynthesis [101]. 
Inducible knockdown of TAZ (TAZKD) in murine models using short-hairpin RNA 
(shRNA) exhibited an adult-onset LVNC associated with abnormal cardiolipin 
profiles and mitochondrial structural abnormalities [102]. Knockout of TAZ at the 
embryonic stage leads to unique developmental cardiomyopathy characterized by 
ventricular myocardial hypertrabeculation and noncompaction and early lethality, 
suggesting that mitochondrial function is important for proper myocardial  
development [65].

Cytoskeletal and sarcomeric proteins encoding gene mutations have been shown 
to account for 20% or more of LVNC [7]. Truncating variants in TTN are well-
documented to cause skeletal myopathies and cardiomyopathies including LVNC  
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[48, 49, 103]. Homozygous mouse model carrying titin A178D mutation created by 
using CRISPR-Cas9 gene-editing displayed features of mild DCM, but not LVNC 
phenotype [104]. These mice showed complete loss of telethonin from the Z-disc 
and induction of a proteo-toxic response in the heart upon aging and adrener-
gic stress.

4. Conclusions

The pathogenesis of LVNC, a recently classified cardiomyopathy, remains largely 
unclear. With over 40 genes linked to LVNC, both genotype variation and pheno-
type variation are vast. Genetic testing in families and individuals with LVNC shas 
proved useful in identifying disease-causing variants. While the Notch signaling 
pathway is implicated in the pathogenesis of LVNC, there may be other pathways 
leading to congenital and acquired forms of LVNC. Identifying specific pathway 
elements is crucial for diagnosis and treatment. Modeling LVNC variants can help 
us to determine the genetic basis and pathogenesis of the disease.
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Chapter 6

Experimental Animal Models of 
Cerebral Ischemic Reperfusion 
Injury
Prabhakar Orsu and Y. Srihari

Abstract

Restitution of blood flow in the ischemic region helps liberate cells from  
mortification in any tissue or organ. Reperfusion post cerebral ischemia worsen the 
condition and lead to “cerebral reperfusion injury”. In cerebral reperfusion injury, 
significant changes observed are infarct size, behavioural deficits, hematoma 
formation, inflammatory mediators, and oxidative stress markers representing the 
extent of brain injury. Experimental In vivo models mimicking pathological and 
neurological processes are key tools in researching cerebral reperfusion injury and 
potential therapeutic agents’ development. This review explains currently used 
In vivo models like middle cerebral artery occlusion model, emboli stroke model, 
two-vessel occlusion model of forebrain ischemia, four-vessel occlusion model of 
forebrain ischemia, photochemical stroke model, collagenase induced brain haem-
orrhage model, autologous whole blood induced haemorrhage model. This review 
provides contemplative facts to setup authentic and relevant animal models to study 
cerebral reperfusion injury.

Keywords: Ischemia, Reperfusion injury, In vivo models, Stroke

1. Introduction

The cerebrovascular system refers to the transport of blood to and from the 
brain. Ischemia is a condition initiated with reduced blood flow to the brain regions 
affecting its normal function. Reperfusion injury, also called Ischemic reperfu-
sion injury, is defined as illogical damage to cells post-restoration of blood flow to 
ischemic cells.

Cerebrovascular disorders (CVD) comprise a group of signs, symptoms, and 
damage mechanisms in the brain tissue cells. The damage is associated with various 
blood supply abnormalities that include haemorrhage, blockage or malformation 
that prevent brain cells from receiving enough blood supply leading to cerebrovas-
cular disorder. CVD has a transient ischemic attack, aneurysm, stroke and vascular 
malformation [1]. CVD manifests as acute accidents (commonly known as stroke), 
which may be either ischemic or haemorrhagic, where the outcome ranges from 
complete recovery to immediate death.

Cerebral reperfusion injury is a condition where ischemia is worsened but pro-
tects the brain tissue after reperfusion. Thrombolysis and embolectomy are consid-
ered important contributors to reperfusion injury. Thus, understanding reperfusion 
injury is essential to know possible diagnosis and treatment of stroke [2].
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Cerebrovascular disease (CVD) or stroke are leading causes of morbidity and 
mortality in humans. In 2001 it was estimated that approximately around 5.5 
million deaths were due to stroke [3]. In Europe, about 1 million deaths were due 
to stroke in the year 2015 [4]. Studies suggest that stroke is the fifth major cause 
of death in the USA [5]. Certain studies reveal that 15 million people are affected 
by stroke every year; about 6 million have died. Throughout the western world, 
stroke is a cause of death of 10 to 12% of its population [6]. Reports conclude that 
CVD people are about 13–33 people per one lac population in India [7]. Stroke is 
associated with risk factors such as sex, age, lifestyle, smoking, alcohol, diet and 
physiological characteristics such as fibrinogen, serum cholesterol and high blood 
pressure [8]. Research has revealed that high blood pressure is the most critical risk 
factor contributing to 50% of ischemic stroke [9]. The use of tobacco increases the 
risk of hemorrhagic stroke by two-fold [10].

Treatment of stroke is mainly focused on improving blood supply, decreasing 
the severity of brain tissue injuries. Few clinical studies have revealed that reperfu-
sion after thrombolysis has improved clinical outcome in few patients with stroke. 
Still, in a few patients, reperfusion has worsened the condition by causing fatal 
edema and intracranial haemorrhage following thrombolysis [2]. Cerebrovascular 
disease is an age-linked disease with severe vascular complications and comorbidi-
ties. Therefore there is an urgency to develop different therapeutic approaches to 
treat the disease. Thus, researchers could focus on Animal models which reproduce 
similar pathophysiological condition of human stroke. These animal models sup-
port emerging new strategies for stroke treatment in humans. This chapter explains 
in detail different rodents models for cerebral ischemia along with their advantages 
and disadvantages.

2. Rodent models of cerebral ischemia

MCAO [intra-arterial suture occlusion of the middle cerebral artery (MCA)]: 
This model is the most widely accepted and has several advantages in mimicking 
the human stroke. MCAO was first used by Kozuimi et al. [11] and was further 
revised using a silicone-coated suture technique to control the premature reperfu-
sion subarachnoid haemorrhage [12, 13]. MCAO technique starts with transecting 
the external carotid artery and temporarily closing the common carotid artery using 
the thread knot. The suture is passed into an internal carotid artery to the middle 
and anterior cerebral arteries’ junction through the external carotid artery trunk. 
The suture is left at the junction for a stipulated time and then removed to produce 
reperfusion. The typical duration of suture occlusion of the MCA in the rat would be 
60 min, 90 min, 120 min and permanent occlusion. In this technique, craniotomy is 
not required, and it produces occlusion of the cerebral artery similar to that seen in 
the human stroke. MCAO technique will reduce the cerebral blood flow bilaterally 
and produce around 12% subarachnoid haemorrhage even after using coated suture 
[14, 15]. Transection of the external carotid artery affects the function of muscles of 
mastication that produces difficulty in swallowing. This technique is also associated 
with inadequate behavioural performance outcome measures [16].

MCAO produces ischemic cell death in the frontal, parietal, temporal, occipital 
cortex and variable damage in the substantia nigra, cervicomedullary junction, 
hypothalamus and thalamus [17–19]. Damage to diverse brain region will produce 
complex sensory, motor, autonomic and cognitive deficits. In suture occlusion of 
60 min or more, it will impact the hypothalamus significantly [17, 20].

Hypothalamic ischemia produces a hypothermic response in rats that exist for 
at least 24 hrs after the animal’s recovery. Hypothermia worsens cell death, which 
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confirms that temperature fluctuations have to be considered the primary reason 
for ischemic cell death in MCAO [19–21]. In MCAO, the cell death pattern follows 
with the formation of early infarct in the striatum and the formation of delayed 
infarct in the dorsolateral cortex in the striatum. Striatum infarcts are necrotic and 
are highly resistant to neuroprotective agents [22–27]. Cortical infarct formation 
takes a longer duration to show a high level of programmed cell death when com-
pared to striatal infarction [16, 22, 28, 29].

In MCAO, with reperfusion, the striatum will be remained as the core of the 
ischemic, whereas the cortex region returns to normal blood flow levels [30]. In 
MCAO, the striatal infarction is the core region of ischemia and cortical infarction 
where delayed and progressive cell death occurs. The progressive cell death in the 
region cortex is due to the delayed release of inflammatory mediator TNF-α (Tumor 
necrosis factor-α), interleukins-1, neutrophil invasion, cytokines release, COX-2 
(Cyclooxygenase) activation and oxidative cell injury [31].

Merits of MCAO:

• The delayed process of cell death in the region of the cortex is very close to 
human stroke.

• This model helps in finding targets such as oxidative injury and inflammatory 
mediators for studying neuroprotective activities [32, 33].

• Highly reproducible [34].

• Assessing the lesions formed by observing histopathological changes [34].

• To know the Cerebral blood flow pattern during ischemia by comparing 
histopathological modifications [35].

• The mortality rate of animals is low as animals survive a few weeks after 
surgery [36].

• As the mortality rate of animals is sufficient low, data would be available to 
conduct statistical analysis and investigate the changes after focal cerebral 
ischemia [36].

Demerits of MCAO: [37].

• Visual confirmation of MCAO cannot be achieved in this model.

• Filament dimensions majorly affect reproducibility.

• The use of a specific type of filaments increases the risk of bleeding.

• Few cases of mortality may be observed with large strokes of more than 24 h.

• Thrombolytic agents cannot be investigated.

3. Research envisaged using the MCAO model in rats

Michael Chopp et al., in their study, found that administration of anti- 
Mac-1(Macrophage-1) antibody after one hour of focal cerebral ischemia 
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Figure 2. 
MCAO.

induced by MCAO inhibits lesion volume, post-ischemic weight loss and 
hinders the movement of leukocyte adhesion molecules into the cortical 
ischemic region. These studies support the hypothesis that leukocyte adhe-
sion molecules’ involvement in ischemic brain damage, and these molecules’ 
blockings would be a new therapeutic approach in treating ischemic brain cell 
damage [38].

James.W. Simpkins et al., found that administration of oestrogens in ovariec-
tomized female rats before or after MCAO has significantly altered the mortality 
rate, which was accompanied by a decrease in the ischemic region of the brain. 
Thus, these results confirm the use of oestrogens as a neuroprotective agent in 
stroke [39].

Meenakshi ST and SS. Sharma, in their study, found that administration of 
Curcumin significantly produced neuroprotection in MCAO induced cerebral 
ischemia. Administration of curcumin inhibited lipid peroxidation, decrease in 
peroxynitrite production and activation of the antioxidant defence system. The 
antioxidant potential of curcumin may be attributed to its neuroprotection in 
MCAO induced focal cerebral ischemia [40].

Figure 1. 
MCAO method.
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Kurozumi K et al., in their studies, reported that the use of mesenchymal 
stem cells improved functional deficits in MCAO induced stroke model. This 
activity was due to the secretion of cytokines by mesenchymal stem cells. These 
studies confirmed the role of mesenchymal stem cells transfected along with 
brain-derived neurotrophic factor (BDNF) gene or glial cell line-derived neu-
rotrophic factor (GDNF) gene resulted in improving functional abnormalities 
and decreasing ischemic brain cell damage. Studies reveal that gene-modified 
cell therapy is a new therapeutic approach to treating ischemic stroke [41] 
(Figures 1–5).

Figure 3. 
Two vessel occlusion model.

Figure 4. 
Schematic diagram of blood vessels.
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4. Embolic stroke model

This model is widely accepted as clots can be positioned precisely mimicking 
cerebrovascular clots of humans. Rodents will be anaesthetized using subcutaneous 
injection of a combination of fentanyl (1 mg/kg) and fluanison (3 mg/kg) followed 
by subcutaneous injection of atropine(0.015 mg) and intraperitoneal injection of 
diazepam (2.5 mg/kg). If necessary, continue the anaesthesia with one-third of the 
initial dose of fentanyl and fluanison. The right femoral artery needs to be catheter-
ized with a polyethene tube to continuously monitor the blood pressure and collect 
blood samples for estimating blood gases and glucose level. The right femoral vein 
has to be catheterized for the administration of a drug. Throughout the surgical 
procedure and for the first 30 min after reversal of the animals’ anaesthesia body 
temperature, it needs to be maintained at 37°C by using a heating lamp connected 
to a temperature probe in the rectum [42].

Preparation of the emboli: A 1 ml insulin syringe has to be filled with thrombin 
60 U/ml saline. Once the femoral arterial catheter was fixed required amount of 
blood need to be drawn in another insulin syringe; within 20 s, syringes should 
be connected using a polyethene tube, and the suspension containing thrombin 
solution and blood in a mixture of 1:4 was moved 70 times from one syringe to the 
other for 3 min. The syringes should then be left in a standing position with closed 
compartments for 30 min until embolization.

Carotid operation procedure: The right external carotid artery (ECA) and its 
branches thyroid, occipital, pterygopalatine arteries need to be exposed and ligated. The 
catheter has to be inserted into the bifurcation and fixed with ligatures. Throughout 
the procedure, disturbance to the internal carotid artery’s blood flow (ICA) must be 
avoided to avoid any intima injury. Heparinized saline (5 U/ml) need to be continuously 
flown in the catheter at a rate of 0.5 ml/h using an infusion pump to avoid clotting.

Merits of embolic stroke model [43]:

• High clinical relevance.

• This procedure does not require craniectomy.

• Large size infarcts can be induced by correctly positioning the clot.

• Infarcts can be induced in the regions of cortical and subcortical regions of 
the brain.

Figure 5. 
Photochemical model.
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• It helps in producing neurobehavioural deficits in rodents, similar to that of 
deficits in humans.

Demerits of emboli stroke model: [44].

• This procedure needs high technical skills as there is a need to place emboli 
intravascularly.

• Introduction of emboli intravascularly results in multifocal ischemia and 
produces variable infarct size.

• Brain haemorrhage is commonly observed in this model.

• A high mortality rate is observed in this model compared with other ischemic 
rodent models.

5. Research envisaged in an embolic stroke model

Martin Andersen, MD et al., studied the effects of the combination of cytidine-
59-diphosphocholine (citicoline) and thrombolysis using the embolic stroke model 
in rodents. Their studies found that the combination of rtPA (Recombinant tissue 
plasminogen activator) and a low dose of citicoline reduces infarct size in this 
model. This study also recommends further investigation to check the potential 
effects of this combination in treating ischemic stroke [45].

Karsten Overgaard et al., studied the effect of delayed thrombolysis with 
recombinant tissue plasminogen activator in an embolic stroke model. Their study 
found that infarct volume was significantly reduced by thrombolytic therapy and 
improved clinical score up to 2 h CAIdelay of treatment. They also found that 
treatment after 4 hr. may also be beneficial. Thus, delay in treatment may signifi-
cantly increase the infarct volume and thrombolytic therapy in this model induced 
recanalization. The most significant advantage of this model was a few hemorrhage 
complications were seen [46].

D Lekieffre et al., have evaluated the efficacy of eliprodil in combination with 
the thrombolytic agent, rt-PA, in a rat embolic stroke model. Embolic stroke was 
induced by intracarotid injection of an arterial blood clot. Their study found that 
the use of elirodil alone or in combination with a thrombolytic agent reduced the 
extent of brain damage and neurological deficits in the embolized rat model. This 
study also confirmed that combined therapy of cytoprotective agent and throm-
bolytic agent produced effective neuroprotection and would be a new approach to 
treating stroke in humans [47].

Tomas Sereghy et al., studied the effects of excitatory amino acid receptor 
antagonist dizocilpine and alteplase and a combination of both in the embolic 
stroke model. In this model, the carotid artery was embolized using fibrin rich 
clots. Their research found that treatment with alteplase and dizocilpine reduced 
infarct volume individually, but combined treatment showed more promis-
ing results when compared to individual treatment. Combination treatment 
significantly reduced neuropathological changes after embolic stroke, and this 
combination would be a new therapeutic approach in humans for deep brain 
infarcts [48].

Rasmussen RS et al., studied the effects of d -amphetamine (d -amph) and 
physical therapy separately and combined on gross motor performance, cognition 
and acceptable motor performance using the embolic model in rats. Their studies 
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found no significant change in infarct volume, and no significant changes were seen 
in the gross performance. These results conclude that d -amphetamine (d -amph) 
improved cognitive functions, and physical therapy improved motor coordination 
in the embolic stroke model [49].

6. Global cerebral ischemia model

6.1 Two-vessel occlusion model of forebrain ischemia

This model is accepted widely as it mainly focuses on the extent of damage 
after ischemic stroke and helps understand recovery duration in animals that 
mimics the common condition in humans. In this model, reversible forebrain 
ischemia will be produced by occluding the common carotid artery and induc-
ing hypotension to decrease blood flow to the forebrain region. Blood pressure 
should be reduced to 50 mm Hg by using a specific device [50]. Treatment with 
phentolamine or trimethaphan can help produce hypotension [51]. Cerebral 
blood flow (CBF) measured after 15 min shows a reduced flow to the cerebral 
cortex region, caudoputamen, hippocampus, midbrain, thalamus, and globus 
pallidus. However, there are variable differences in the CBF in the ischemic 
region. The two-vessel occlusion model helps understand changes in the selec-
tive structures like pyramidal neurons of the hippocampus, neocortex and 
caudoputamen.

Histopathological reports from studies confirm that the two-vessel occlusion 
model is associated with neuronal injury to hippocampal pyramidal cells within 
2 min. In contrast, injury to caudoputamen happens with 8 min of ischemia and 
injury to the neocortex takes place in 4 min of ischemia [52]. The two-vessel occlu-
sion model helps study energy metabolism in ischemia, neurotransmitter metabo-
lism, phospholipids, histopathology and effects of cerebral hypothermia [53]. 
This model will help achieve a good outcome when the blood pressure is regulated 
correctly at a level of 50 mm Hg without any fluctuations. The two-vessel model has 
many advantages like producing efficient forebrain ischemia, ease of cerebral recir-
culation, low experiment failure rate. The disadvantages of two-vessel occlusion 
are the use of anaesthesia and hypotension induction; these can affect the resulting 
outcome. In this model, behavioural changes cannot be assessed immediately after 
occlusion.

Merits of the two-vessel occlusion model

• It helps in studying long term recovery studies as it reverses the condition of 
ischemia [54].

• It is highly reproducible as it produces more than 90% of ischemic damage that 
almost mimics ischemic stroke in humans [55].

• Produces consistent brain injury in the regions such as CA1 (Hippocampal 
Cornu Ammonis)) the region, caudate putamen, hippocampus and the region 
of the neocortex locations in rats.

• Biochemical and physiological changes can be studied.

• Potential neuroprotective agents can be easily assessed using this model.
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Demerits of the two-vessel occlusion model: [55].

• The time frame would be around 10 min beyond which permanent brain 
 damage occurs.

• The high mortality rate.

• Animals would die after 15 min of completion of the experiment.

• Experimental animals develop post-ischemic seizures, the reason for the death 
of animals.

7. Research envisaged in the two-vessel occlusion model

Máté Marosi et al., have studied oxaloacetate’s effect on impaired longterm poten-
tiation induced using a two-vessel occlusion ischemic model in rats. Administration 
of oxaloacetic acid within 30 min of reperfusion effectively prevented long-term 
potentiation impairment caused by ischemia. This effect of oxaloacetic acid is because 
of its blood glutamate scavenging property. Oxaloacetic acid also effectively improves 
neurological condition after ischemic induced mitochondrial dysfunction [56].

Douglas E. McBean et al. studied the neuroprotective effect of lifarizine using to 
modified two-vessel occlusion model in rats. Their studies concluded that treatment 
with lifarizine, a derivative of diphenyl piperazine has effectively produced neu-
roprotection in a global ischemic rat model. Lifarizine selectively blocks the inacti-
vated sodium channels and decrease the overactivity of the ischemic neuron [57].

Dachun Zhou et al. studied the effect of 2-methoxyestradiol, a HIF-1α inhibitor, by 
global cerebral ischemia in rats using a two-vessel occlusion model. Hypoxia-inducible 
factor-1α (HIF-1α) is reported to be protective in focal ischemia. 2-methoxyestradiol, a 
natural metabolite obtained from oestrogen and inhibitor of HIF-1α found, was tested 
for its potential use in global ischemia. The studies concluded that 2-methoxyestradiol 
did significantly inhibit the levels of Hypoxia-inducible factor-1α but did not produce 
positive results in the treatment but rather worsened the condition [58].

Orsu Prabhakar et al. studied the protective effect of naringin against cerebral 
infarction induced by ischemic- reperfusion in rats using the two-vessel occlusion 
model. The study found that increased inflammatory mediators and infiltrating leu-
kocytes play an essential role in the cerebral ischemic-reperfusion injury. Treatment 
with naringin significantly reduced the infiltrating leukocytes, inflammatory 
mediators like MPO (Myeloperoxidase), TNF-α (Tumor necrosis factor-α), and IL-6 
(Interleukins) and increased anti-inflammatory mediator IL-10 (Interleukins) [59].

Orsu Prabhakar et al. studied the cerebroprotective role of resveratrol through 
antioxidant and anti-inflammatory effects in diabetic rats. In their study, they found 
that resveratrol reduced inflammatory mediators and oxidative stress markers like MPO 
(Myeloperoxidase), TNF-α (Tumor necrosis factor-α) and IL-6 (Interleukins) malo-
ndialdehyde and increased levels of anti-inflammatory and antioxidants parameters 
like IL-10 (Interleukins), superoxide dismutase and catalase [60]. This model is widely 
accepted as it helps understand the behavioural changes post-ischemic stroke and mim-
ics humans’ condition during a stroke. The four-vessel occlusion method is followed in 
two stages. In the first stage, rats are anaesthetized, and the arterial clasp is fixed around 
each common carotid artery and exteriorized by an incision through the ventral midline 
of the neck [61]. A dorsal incision will identify the alar foramina of the first cervical 
vertebrae. An electrocautery needle is passed through foramina to electro coagulate 
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vertebral arteries [62]. In the recent studies, slight technical modification is recom-
mended that the rat head should be held with stereotactic ear bar and tilted by 30 o to the 
horizontal, and the spine should be extended by applying tension on the rats tail so that 
the alar foramina be brought to the plane and helps in improving visualization. In the 
second stage, forebrain ischemia is produced after 24 hours of the first stage by tighten-
ing the carotid clasps for a moment and later, these clasps are removed for reperfusion.

Studies confirm seizures in animals after 30 min of ischemia. Reports have also 
confirmed that two-third of animals fail to survive after the first procedure and 
die within 2–3 min because of respiratory failure [63]. Laboratories have reported 
variability among different strains of rats show different grades of ischemic effect. 
Sprague- Dawley rats show respiratory failure; around 50–60% of animals exhibit 
coma that helps us understand the extent of the strain’s ischemic impact. Whereas, in 
Wistar rats, animals suffer respiratory failure after the first stage of the procedure, and 
around two-thirds of them die during the first and second stages. This model is used in 
anaesthetized to investigate morphological and metabolic changes. Histopathological 
studies also confirm that 10–20 min of ischemia would be sufficient to produce 
ischemic cell changes in hemispheres and hippocampus regions. The four-vessel 
occlusion model does not significantly change the neocortical area, even with 30 min 
of ischemia. Behavioural changes observed in this model confirm that there would be 
permanent damage to rats’ memory, reflecting the hippocampal injury [64]. Though 
widely used four-vessel occlusion model produces incomplete forebrain ischemia. 
Its main advantage is that his model can be done both in awake and anaesthetized 
animals, whereas this model has several limitations in obtaining satisfactory results.

Merits of the four-vessel occlusion model

• Low incidence of seizures.

• An easy surgical procedure to induce occlusion in rodents.

• Minimal use of anaesthesia.

• The regions of the brain targeted are the striatum, the paramedian, hippocam-
pal and posterior neocortex [62].

Demerits of four-vessel occlusion model

• The cell death mechanism involved in the four-vessel occlusion model is not 
clearly known. It may be due to necrosis or apoptosis.

• Induction in Wistar rats is not possible.

• The mortality rate is high in this model [64].

• Original methodology did not involve the use of anaesthesia, but recent modi-
fications have started using anaesthesia.

• Ischemia cannot be confirmed by precise observation.

8. Research envisaged using the four-vessel occlusion model

Ruchan ergun et al. studied the effect of propofol 2,6-diisopropylphenol fol-
lowing global cerebral ischemia–reperfusion injury using the four-vessel occlusion 
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method. In the present study, malondialdehyde was considered an important 
marker to estimate lipid peroxidation in ischemic tissue. The reviews concluded 
that propofol potentially inhibited neuronal death caused by four-vessel occlusion 
method-induced brain ischemia [65].

Levente Gellert et al. studied the effect of kynurenic acid in global forebrain 
ischemia insult buy evaluating the loss of CA1 (Hippocampal Cornu Ammonis) 
hippocampal neurons and long-term potentiation at Schaffer collateral- CA1 
(Hippocampal Cornu Ammonis) synapses. The studies showed that kynurenic acid 
significantly prevented CA1 CA1 (Hippocampal Cornu Ammonis) hippocampal 
neuronal loss and preserved long-term potentiation expression. The main advan-
tage of using kynurenic acid is that it was effective when used as pre-treatment and 
during reperfusion [66].

Hui Li et al. studied the Effect of Dehydroepiandrosterone in an animal model of 
transient severe forebrain ischemia. In this model, forebrain ischemia was induced 
by a modified four-vessel occlusion model where the occlusion was conducted 
for 10 min. The studies confirmed that treatment with Dehydroepiandrosterone 
protected hippocampal CA1 (Hippocampal Cornu Ammonis) area from injury and 
suggested that NMDA(N-methyl-D-aspartate) may not be the main contributor for 
hippocampal CA1 (Hippocampal Cornu Ammonis)neuronal cell injury [67].

D shivaraman et al., studied the effect of hemidesmus indicus on cerebral infarct 
ischemia–reperfusion injury by four-vessel occlusion method. The studies found 
that hemidesmus indicus significantly improved that neuromuscular, vestibulo-
motor, motor action, and decreased lipid peroxidation. Treatment also restored 
levels of dopamine and serotonin. The above results, it confirmed that hemisesmus 
indicus produced a neuroprotective effect in ischemic induced brain damage [68].

9. Photochemical stroke model

This model is widely accepted as it helps understand the extent of damage to the 
brain region by measuring the size of infarcts, which could help estimate human 
stroke. In this model, rats weighing around 350 g will be selected and anaesthetized 
using 3% halothane and are maintained with 1.5–2% halothane, 70% nitrous oxide 
and oxygen. The scalp covering the left hemisphere will be exposed, and the focal 
infarct would be introduced in rats using the photochemical method. The photo-
sensitizing dye rose bengal (1 mg in 0.133 ml of saline per 100 g body wt) will be 
injected intravenously, and the rat will be restrained using the stereotactic frame. 
Light emerging from xenon arc lamp at 560 nm will be focused on to the skull. The 
light would be focused for a period of 120 sec, and the intensity of light used will be 
0.58 W/cm2. Light penetrating the brain interacts with intravascular photosensitive 
dye, resulting in oxygen free radicals highly reactive within the blood vessels. These 
free radicals cause injury to the endothelial cells and initiate the process of platelet 
aggregation. Once the procedure is completed, animals would be placed back into 
cages. After 7 days, animals were sacrificed for histopathological evaluation and 
measuring infarct size. This model is mainly used to study regional cerebral blood 
flow and to measure infarct size [69].

Merits of focal thrombotic stroke model:

• Helps in developing injury in the regions of the cortical and subcortical region.

• Highly reproducible with minimal surgical procedure.

• Produces cortical lesion that is visible after dissection of cortex region.
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• The lesions formed in superficial and deep cortical areas allow easy photoacti-
vation of rose Bengal.

• Easy measurement of cerebral infarcts.

• Histopathological staining with triphenyl-tetrazolium chloride (TTC) or cresyl 
violet helps measure the infarct size.

• TTC stains regular tissue red and infarcted tissue as a pale colour that accu-
rately measures infarct size [70].

Demerits of focal thrombotic stroke:

• The pattern of stroke slightly differs from a human stroke.

• Some regions of the brain which receive blood by collateral arteries are less 
affected, and those regions show less death of neuronal cells because of 
ischemia.

• The pattern of infarction also slightly varies from that of human stroke.

• Formation of vasogenic edema along with ischemic infarction.

• Antithrombotic agents cannot be studied as photothrombotic infarct formation 
will take place even after blocking platelets [70].

10. Research envisaged using focal thrombotic stroke

Marc De Ryck et al., studies Effect of Flunarizine on Sensorimotor deficits after 
neocortical infarcts in Rats. After the successful induction of infarcts, rats showed 
deficits in the proprioceptive placing of hind limbs. Treatment with flunarizine 
after infarction restored sensorimotor functions in rats [71].

Jens Minnerup et al.studied the effect of intracarotid administration of 
human bone marrow cells in rats using a photothrombotic ischemia stroke model. 
Researchers confirmed no significant changes in neurological deficits with human 
bone marrow cells’ treatment after 3 days of stroke induction. This failed neuro-
logical activity may be due to a delay in the initiation of treatment as human bone 
marrow cells have shown significant activity in other stroke models [72].

M De Ryck et al., have studied the lubeluzole’s effect on sensorimotor function 
and infarct size using a photothrombotic stroke model in rats. After successful 
induction of stroke, it was found that functional deficits like tactile and propriocep-
tive hindlimb placing and infarcts were observed in the region parietal neocortex 
region of the brain. Treatment with lubeluzole after 5 min of post-infarct signifi-
cantly restored all the functional deficits induced by photothrombotic stroke, but 
the effect seems to be declining with delaying in the initiation of treatment [73].

Boru hou et al.studied the effect of exogenous Neural Stem Cells (NSC) 
transplantation in Photothrombotic ischemia stroke in mice. After the successful 
induction of stroke, animals treated with NSC restored all brain functions; this 
was evident with their performance. Histopathological studies also confirmed that 
treatment with NSC showed a decline in brain cell damage caused by an ischemic 
stroke. Immunofluorescent assay for biomarkers revealed NSC’s role as they differ-
entiated into neurons and astrocytes to restore brain function [74].
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11. Collagenase induced brain hemorrhage model

This method is widely used in understanding the extent of hemorrhage in the 
brain and mimics the condition of human stroke. In this model, Sprague–Dawley 
rats are used. Animals will be anaesthetized using 50 mg/kg of pentobarbitol. Once 
the animals are anaesthetized, they are placed in stereotactic equipment, and a 
23-gauge needle will be used to implant the caudate nucleus. Rats will be infused 
with 2 μl of saline containing (Type VII or Type XI collagenase) for 9 min. After 
completing the infusion process, the needle is removed, and the wound would be 
sutured. Rats will be allowed for recovery than will be sacrificed using an intracar-
diac injection of KCl (Potassium chloride). Brains of the rats will be removed and 
kept in phosphate-buffered formalin for 24 hours. Later, brains will be sliced, and 
histopathological changes will be studied [75].

Merits of Collagenase induced brain haemorrhage model [76].

• Highly reproducible for induction of brain haemorrhage.

• Hematoma formation is observed after 10 min of administration of 
collagenase.

• The brain regions targeted are the lateral striatum, medial striatum and corpus 
callosum.

• Significant neurological deficits are observed.

• Significant neuronal loss in the region of striatum among all other models of 
ICH (Intracerebral Hemorrhage).

• Significant reduction in the volume of the corpus callosum.

• The volume of tissue lost increases from 1 to 4 weeks.

Demerits of Collagenase induced brain hemorrhage model [76].

• A high mortality rate is observed with the usage of higher doses of collagenase.

• Hematoma volume found to be low when compared with other ICH 
(Intracerebral Hemorrhage) models.

• Disruption of the blood–brain barrier was observed in this model.

12.  Research envisaged using collagenase induced brain hemorrhage 
model

N. Kawai et al. studied the effect of recombinant factor VIIa in a collagenase-
induced intracerebral hemorrhage model in rats. Early hematoma is the sign 
associated with neurological deterioration after intracerebral hemorrhage. Two 
hours after collagenase injection, there was blood accumulation in the striatum 
region and slowly extended to the thalamus region by 24 h. Thus, administra-
tion of recombinant factor VIIa immediately after collagenase injection would 
help in reducing the average hematoma volume and frequency of hematoma  
formation [77].
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Arne Lauer et al., conducted a comparative study among direct thrombin inhibi-
tor dabigatran etexilate (DE) over anticoagulant warfarin using collagenase induced 
Intracerebral Hemorrhage. The results found that intracerebral bleeding was severe 
during warfarin treatment and experimental data also confirms this as severe 
hematoma expansion. Treatment with dabigatran etexilate did not exaggerate the 
ongoing process of intracerebral bleeding neither increased hematoma growth. 
From the above results, we can confirm that cerebral hemorrhage occurring during 
DE treatment is minimal and harmless compared to warfarin [78].

P.P lema et al., have studied the dexamethasone’s effect for treatment of intra-
cerebral hemorrhage using a collagenase-induced intracerebral hematoma model 
in rats. After the successful induction of intracerebral hemorrhage, animals were 
evaluated for their neurological evaluation, followed by measurement of hematoma 
volume and necrotic tissue. Studies revealed that treatment with dexamethasone 
restored functional deficits, reduced hematoma volume, decreased filtration of 
neutrophils and astrocytes into hematoma and found to potentially active in the 
treatment of intracerebral hemorrhage [79].

Marc R. Del Bigio et al., have studied the effect of fucoidan on Collagenase 
induced intracerebral hemorrhage in rats. After the successful induction of intrace-
rebral hemorrhage, animals were assessed for motor activity and forelimb function-
ing after six weeks and followed by hematoma evaluation. Animals treated with 
fucoidan for seven days successfully restored motor and cognitive activity but failed 
to prevent excess hematoma formation [80].

13. Autologous whole blood induced hemorrhage model

This model is widely used to understand hemorrhagic stroke and mimic a condi-
tion similar to that in humans. This model animal will be anaesthetized using an 
intraperitoneal injection of pentobarbital (50 mg/kg). The animal will be placed on 
the stereotactic frame, and under aseptic condition, a scalp incision will be made. 
Further, a hole will be drilled 0.02 mm anterior to the coronal suture and 3 mm 
lateral to the midline. A 25-gauge needle will be introduced into the cerebral cortex 
region on the surface of the skull. The rat will receive 50 -μl of autologous whole 
bold for 5 min. After completing the infusion process, the needle will be kept at the 
same place for 3 min and later removed. The hole drilled in the skull will be closed 
using bone wax, and the scalp wound would be sutured [81].

Merits of autologous whole blood induced hemorrhage model [76].

• High reproducibility.

• Hematoma volume found to be higher.

• The brain regions damaged are the medial striatum and corpus callosum.

• Significant reduction in the volume of the corpus callosum.

• The blood–brain barrier is not much affected.

• Neurological deficits can be observed.

Demerits of autologous whole blood induced hemorrhage model [76].

1. No significant neuronal loss found in the regions of the striatum.
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2. No significant increase in the volume of tissue lost from 1 to 4 weeks.

3. Quick recovery of animals from neurological deficits.

14.  Research envisaged using autologous whole blood induced 
haemorrhage model

Takehiro Nakamura, MD et al., have studied the effect of Deferoxamine an iron 
chelator, on brain edema and neurological deficits induced by autologous whole blood 
intracerebral haemorrhage model in rats. The effect of Deferoxamine was assessed by 
measuring edema formation in the brain, and neurological deficits were studies using 
functional tests. 8-hydroxyl-2-deoxyguanosine (8-OHdG), a marker to check the 
oxidative DNA damage, was estimated using immunohistochemical analysis followed 
by a western blot test to estimate the amount of redox effector factor–1 and apurinic/
apyrimidinic endonuclease (Ref-1/APE) to assess DNA oxidative damage. Treatment 

Model The affected 
region of the brain

Mortality 
rate

Significance Key limitation

MCAo (intra-
arterial suture 
occlusion of the 
middle cerebral 
artery)

Cortex + Formation of 
cerebral edema 
which resembles a 
human stroke

Dimensions of 
filament affect 
final results

Emboli Stroke 
Model

Cortical and 
subcortical regions 
of the brain

+++ Neurobehavioral 
deficits are similar 
to that of humans

Brain hemorrhage

Two vessel 
occlusion model

CA1 (Hippocampal 
Cornu Ammonis) 
region, caudate-
putamen, 
hippocampus, 
and the region of 
neocortex

++ Useful in studying 
long term 
recovery studies

Postischemic 
seizures

Four-Vessel 
Occlusion Model

The striatum, 
paramedian, 
hippocampal, and 
posterior neocortex

+++ Neuronal damage 
produced is 
similar to that in 
humans

The cell death 
mechanism is still 
unclear whether 
it is necrosis or 
apoptosis

Focal thrombotic 
stroke model

cortical and 
subcortical regions.

+ Easy 
measurement of 
cerebral infracts

Formation of 
vasogenic edema

Collagenase 
induced brain 
hemorrhage 
model

lateral striatum, 
medial striatum 
and corpus 
callosum.

+++ Assess long 
term functional 
outcomes.

Neurotoxicity of 
collagenase

Autologous 
whole blood 
induced 
hemorrhage 
model

Medial striatum 
and corpus 
callosum

+++ Produces 
consistent 
hemorrhage 
volume

Evaluation of 
microvascular 
breakdown cannot 
be done.

Mortality rate: “+” Low, “++” Medium, “+++” High.

Table 1. 
Comparision between invivo cerebral ischemic models.
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with deferoxamine inherited brain edema formation, restored all neurological 
deficits, and prevented intracerebral haemorrhage-induced changes in 8-OHdG and 
Ref-1/APE. The results confirmed that deferoxamine might have potential use in 
decreasing oxidative stress caused by hematoma [82].

Takehiro Nakamura MD has studied the effect of nafamostat mesylate (FUT), a 
serine protease inhibitor, on brain injury and edema formation using intracerebral 
haemorrhage model rats. FUT was injected intraperitoneally after 6 hr. of intrace-
rebral haemorrhage. Treatment with FUT reduced brain water content in the basal 
ganglia region and inhibited 8-hydroxyl-2-deoxyguanosine changes; thus, FUT 
would be a potential component to treat intracerebral haemorrhage [83].

Takehiro Nakamura, MD et al., have studied the effect of edaravone on brain 
edema and neurologic deficits using the Intracerebral haemorrhage model in rats. 
The model was adapted to measure edema size and neurological deficits, and oxida-
tive markers to estimate brain injury. Treatment with edaravone after 2 hr. of ICH 
(Intracerebral Hemorrhage) successfully ameliorated the formation of brain edema 
and reduced impact on neurological activity. It also inhibited ICH (Intracerebral 
Hemorrhage) induced changes in oxidative biomarkers and prevented an oxidative 
injury. These results recommend Edaravone as an active component in treating ICH 
(Intracerebral Hemorrhage) [84].

T. Nakamura et al., have studied the effects of endogenous and exogenous estro-
gen on intracerebral haemorrhage ICH (Intracerebral Hemorrhage) induced brain 
damage in male and female rats. In the study impact of delayed administration of 
estradiol on ICH (Intracerebral Hemorrhage) induced brain injury was examined 
along with dependence on the estrogen receptor. The effect of estradiol on neuronal 
deficits and brain edema was estimated 24 h after ICH (Intracerebral Hemorrhage) 
induction. Formation of brain edema was evident in male rats when compared 
with that of female rats. Estrogen receptor activation takes place in a female after 
ICH (Intracerebral Hemorrhage). After 2 hr. of ICH (Intracerebral Hemorrhage), 
estradiol administration to male rats restored neurological deficits, reduced edema 
formation, and increased Heme oxygenase-1. Treatment with estradiol in male rats 
was adequate compared to female rats and could be accepted as a potential compo-
nent in ICH treatment (Intracerebral Hemorrhage) (Table 1) [85].

15. Conclusion

In vivo experimental model are used widely to understand the underlying physi-
ology involved in different types of human stroke. The pattern of ischemic injury 
involved would vary in each model. The pathophysiological changes in rodents 
post-ischemic injury can be compared to that of injury pattern in human stroke. 
There are several other stroke models, but we have explained the most commonly 
used methods in this chapter. Based on the investigator’s interest, a suitable model 
can be used to study different types of ischemic strokes.
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Abstract

Acute Kidney Injury (AKI) is a poor prognosis in hospitalized patients that is 
associated with high degree of mortality. AKI is also a major risk factor for develop-
ment of chronic kidney disease. Despite these serious complications associated with 
AKI there has not been a great amount of progress made over the last half-century. 
Here we have outlined and provided details on variety of mouse models of AKI. 
Some of the mouse models of AKI are renal pedicle clamping (ischemia reperfu-
sion injury), Cisplatin induced nephrotoxicity, sepsis (LPS, cecal slurry, and cecal 
ligation and puncture), folic acid, and rhabdomyolysis. In this chapter we describe 
in detail the protocols that are used in our laboratories.

Keywords: ischemia reperfusion injury, cecal ligation and puncture,  
cecal slurry, sepsis, LPS, kidney, inflammation, immune cells, cisplatin,  
folic Acid, rhabdomyolysis, acute kidney injury, nephropathy

1. Introduction

Acute kidney injury (AKI) is a common clinical disorder characterized by a 
precipitous decline in renal function [1]. AKI is particularly prevalent in hospital-
ized patients and is associated with varied underlying etiologies, such as sepsis [2], 
cardiac surgery [3], rhabdomyolysis [4], and drug toxicity [5]. Patient outcomes 
are varied and depend partly on severity, with higher mortality seen in critically ill 
patients [1]. Importantly, patients who survive an episode of AKI are at increased 
risk for major adverse cardiovascular events, as well as for progression to chronic 
kidney disease (CKD) and end-stage renal disease (ESRD) [6]. Despite our growing 
understanding of the causes and mechanisms of AKI, as well as an effort to develop 
better diagnostic strategies, few preventive or therapeutic options exist.

Therefore, animal models of AKI are essential for identifying mechanisms of 
renal dysfunction and for development of therapeutic and diagnostic strategies 
[7]. To this end, mice have been the main experimental organisms for studying 
AKI. Since the underlying causes of AKI are varied, several murine animal models 
have been established. These animal models recapitulate several pathophysiologi-
cal features of AKI, such as endothelial dysfunction [8], epithelial cell death [9], 
and immune cell infiltration [10] (Figure 1). In the current chapter, we provide an 
overview of the methods and highlight issues that are critical in establishing various 
murine models of AKI.
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2. Ischemia reperfusion injury (IRI) model of acute kidney injury

2.1 Background

Mouse Model of Kidney Ischemia Reperfusion Injury: Warm ischemia and 
reperfusion injury models is the most widely used model of AKI, in rodents the 
renal blood flow is temporarily interrupted for a various time periods ranging from 
20 to 45 minutes followed by varied amounts of reperfusion. In our laboratory we 
use a standard clamp time of 26 minutes followed by 24 hours of reperfusion. The 
IRI model of AKI can be further divided into bilateral, unilateral, and unilateral 
with simultaneous nephrectomy depending on the questions or therapeutic tested. 
In bilateral both renal pedicles are clamped, whereas unilateral with simultane-
ous nephrectomy can be utilized to reduce the variability that can be observed. 
However, in unilateral either left or right pedicle is clamped without disturbing the 
contralateral control kidney, ideally the unilateral IRI model is used for studies that 
have interest in evaluating progression to chronic kidney disease or fibrosis.

2.2 Methods

1. We routinely use 10–12 weeks old C57BL/6 male mice or either commercially 
purchased from vendor (Jackson Laboratories or NCI) or bred in house. The 
commercially purchased animals acclimate for one week in a 12-hour dark and 
12-hour light cycle room prior to undergoing any surgeries. If using female or 
other strains (BALB/c or FVB) the ischemia time can be adjusted, ideally, we 
have established that 26-minutes of clamp time for C57BL/6 male mice and 
28-minutes for BALB/c [11–13] or female C57BL/6 mice (unpublished observa-
tions) results in similar ischemic injury in our laboratory.

2. All surgical tools are sterilized by autoclaving before each experiment and 
between mice a hot bead sterilizer is used.

3. The mice are anesthetized with a mixture of Ketamine/Xylazine (120/12 mg/
kg, Intraperitoneal injection) and as analgesic buprenorphine (0.15 mg/kg, 
subcutaneous injection) prior to placing on a warm pad (pad temperature is set 
to 34.6°C). Additionally, ophthalmic ointment is applied to the eyes following 
induction of anesthesia to prevent corneal drying.

Figure 1. 
Complex pathophysiology of AKI: Involvement of endothelium, renal tubules (specifically proximal tubule 
(PT) segment) and immune cells. Compared to normal/healthy kidney, various AKI insults result in overall 
decrease in ATP, loss of PT brush border, increase in vascular permeability and inflammation ultimately 
resulting in apoptosis and necrosis.
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4. The surgical site is shaved and cleaned by alternating between 70% ethanol 
and betadine (minimum 3 times).

5. Prior to any surgical procedure the mouse body temperature needs to reach 
34°C (this will reduce overall variability in injury).

6. Bilateral flank incisions are made, and the renal pedicle (vein and artery) 
on both sides are clamped using micro-serrefine atraumatic vascular clamps 
(Fine Science Tools, 18055–02) for bilateral IRI. If mice are used for chronic 
studies, only clamp one side (we usually clamp the right pedicle as it is easier 
to perform nephrectomy on left contralateral control kidney 1 day before 
terminating studies, usually day 13) [14]. An alternative here can be to have 
surgical mice undergo simultaneous nephrectomy of contralateral control 
kidney. We do not practice this protocol in our lab as this could lead to a more 
severe kidney injury with standard clamp time of 26 minutes.

7. Sham mice will undergo the same procedure (steps 3-step 6) without applying 
the clamps to induce ischemia.

8. The mouse body temperature is checked intermittently during ischemia using 
rectal probe and maintained to be above 34°C along with visual confirmation 
of clamped kidneys (dark purple color).

9. The atraumatic clamps are removed and reperfusion on both sides is con-
firmed by checking the kidney color (changes from dark purple to pink). Both 
incision sites are closed with a 4.0 vicryl suture.

10. The mice recover from anesthesia on heating pad are returned to cages once 
awake and kept in a home-made chamber with a heating lamp to maintain 
chamber temperatures to around 30–33°C.

11. Depending on the protocol need for experiments, surgical mice will undergo 
reperfusion for 24–72 hours.

12. Kidney function can be rapidly assessed by measuring changes in plasma cre-
atinine (Diazyme Laboratories) [11, 12, 14–16] and BUN. Histological changes 
are usually determined by analyzing hematoxylin and eosin (H&E) or period-
ic-acid Schiff (PAS) staining. All histology samples are scored for acute tubular 
necrosis (ATN). For quantification of tubular injury score, sections are assessed 
by counting the percentage of tubules that display cell necrosis, loss of brush 
border, cast formation, and tubule dilation as follows: 0 = normal; 1 = <10%; 
2 = 10 to 25%; 3 = 26 to 50%; 4 = 51 to 75%; 5 = >75%. Five to 10 fields from 
each outer medulla are evaluated and scored in a blinded manner. The histo-
logical changes are expressed as ATN, scored as previously described [12, 17].

2.3 Critical notes

1. The IRI protocol in mice is not very technically challenging but does require 
some expertise. Some of the alternatives that can be used for a beginner is to 
do a midline laparotomy to have a better visual of the kidneys (step 6) or using 
flank incision gently pop each of the kidney out of the body cavity to have a 
better visual of the renal pedicle.

2. The clamping or ischemia times (20–45 minutes) may need to be changed if 
other anesthetic (pentobarbital sodium or isoflurane) is used.
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3. The sex and age of mice also can contribute to the level of injury. Older mice 
and rats [18] are more susceptible to IRI induced AKI and it is also well-known 
and accepted that female [7, 19] mice are less susceptible compared to age 
matched male mice.

4. The type of mouse strain is also a critical variable that needs to be documented. 
Our recent unpublished work using C57BL/6 and DBA/2 J mice demonstrated 
that compared to C57BL/6 mice DBA/2 J mice are significantly protected from 
26 minutes of bilateral IRI. Furthermore, these mice were also protected with 
cisplatin induce AKI. These preliminary observations from the Bajwa and 
Pabla labs indicate that strain of animals is a very important variable that needs 
to be considered in preclinical models of AKI.

5. In many of the studies all post-operative mice are supplemented with 0.5–1 ml 
of saline as a subcutaneous injection. This additional procedure can be applied 
depending on the protocols approved in your institution.

3. Cisplatin associated acute kidney injury

3.1 Background

Due to their role in the metabolism and excretion of xenobiotics, kidneys are 
particularly vulnerable to drug-induced toxicities [1]. The renal tubular epithelial 
cells have significant capacity for uptake of drugs, and this can result in high 
intracellular concentrations, which can lead to toxicities and development of acute 
kidney injury. Cisplatin is a widely used chemotherapy drug that accumulates 
in renal tubular cells causing acute kidney injury [5]. Cisplatin is used as part of 
chemotherapy regimens for the treatment of a wide spectrum of malignancies 
such as testicular, head and neck, ovarian, lung, cervical, and bladder cancers. 
Cisplatin accumulates in the tubular epithelial cells through organic cation [20] 
and copper transporters [21], which in turn activates a plethora of signaling 
pathways that culminate in epithelial cell death, inflammation, and kidney injury 
[5]. Tubulointerstitial injury is the predominant lesion observed during cisplatin 
nephrotoxicity, wherein both proximal and distal tubules are affected and display 
significant necrosis. It is observed that renal function improves in most patients, 
however a subset of patients can develop chronic renal impairment [22].

Cisplatin nephrotoxicity can be mimicked in murine models through single 
[16, 23] or multiple [24] injections. The single injection induced AKI is the most 
widely used model of cisplatin nephrotoxicity. In this model, a single intraperito-
neal injection (10–30 mg/kg) results in development of AKI within 2–3 days.

3.2 Methods

1. Prepare a 1 mg/mL solution by dissolving cisplatin in normal saline (0.9% 
NaCl). To this end, add cisplatin to pre-warmed normal saline (37°C), fol-
lowed by transferring the tube to a shaker at room temperature for 1 hour, 
along with intermittent vortexing. While this solution can be stored at room 
temperature (dark) and used for up to two weeks, preparing fresh solution on 
the day of injection generally leads to more consistent injury.

2. Inject cisplatin intraperitoneally using a 1 ml syringe with 26 G needle at a 
dose of 10–30 mg/kg body weight. We have found that dosing the mice in the 
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afternoon (2 PM) leads to more consistent injury and this might be related to 
the circadian regulation of organic cation transporters that are involved in renal 
uptake of cisplatin [25].

3. On day three post-cisplatin injection, sacrifice the mice by carbon dioxide 
euthanasia followed by serum and renal tissue collection for further analysis. 
Kidney injury can then be evaluated by serum analysis [blood urea nitrogen 
(BUN) and creatinine], histological analysis [hematoxylin–eosin (H&E) 
staining], and examination of renal expression of injury biomarkers [kid-
ney injury molecule-1 (KIM1) and neutrophil gelatinase-associated lipocalin 
(NGAL)] [26, 27]. Blood urine nitrogen and enzymatic assay-based creatinine 
measurements can be performed in serum or plasma samples using commer-
cially available kits. For histological analysis, mouse kidneys are harvested and 
embedded in paraffin and tissue sections (4–5 μm) are stained with H&E using 
standard methods. Histopathological scoring can be conducted by examin-
ing 10 consecutive ×100 fields per section from at least 3 mice/group. Tubular 
damage is then scored by calculating the percentage of tubules that showed 
dilation, epithelium flattening, cast formation, loss of brush border and nuclei, 
and denudation of the basement membrane using a previously [28] described 
injury scale: 0, no damage; 1, <25%; 2, 25–50%; 3, 50–75%; and 4, >75%.

3.3 Critical notes

1. The severity of cisplatin nephrotoxicity is strain dependent and hence the dose 
used may have to be identified through preliminary dose–response experi-
ments. For example, the FVB/NJ mice [28] are more sensitive to cisplatin 
nephrotoxicity than C57BL/6 J mice [23].

2. Female mice display more variability and are in general more sensitive to 
 cisplatin nephrotoxicity [26].

3. 8–12-week-old male mice are ideal for cisplatin nephrotoxicity experiments.

4. It has been shown that DMSO can inactivate cisplatin [29], hence it should 
be avoided for preparing cisplatin or for preparation of other drugs used in 
 combination with cisplatin.

4. Rhabdomyolysis associated acute kidney injury

4.1 Background

AKI is the most serious complication of rhabdomyolysis, representing up to 10% of 
all cases of AKI [4]. Although the exact mechanisms remain unknown, hypovolemia, 
myoglobinuria, and metabolic acidosis contribute to the pathogenesis of rhabdomyol-
ysis-associated AKI. Importantly, myoglobinuria is likely initiating factor. Myoglobin 
is a 17.8-kDa iron- and oxygen-binding protein found in the skeletal muscle cells [4]. 
During rhabdomyolysis, myoglobin is released into the circulation, and since it is 
freely filtered by the glomerulus, it then enters the tubule epithelial cell through endo-
cytosis. Traditionally, it has been believed that heme and free iron-driven hydroxyl 
radicals associated with myoglobin contribute to tubular damage through oxidative 
stress linked mechanisms [30]. Interestingly, it has been suggested recently that 
myoglobin can also directly promote oxidation of biomolecules, lipid peroxidation, 
and the generation of isoprostanes through its peroxidase-like enzyme activity [31].
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Rhabdomyolysis-associated AKI can be mimicked in murine models through 
glycerol injection in the hind-leg muscles [27]. In this model, a single bilateral 
intramuscular injection (7.5 mL/kg 50% glycerol) results in development of AKI 
within 24 hours.

4.2 Methods

1. Prepare a 50% glycerol solution in normal saline (0.9% NaCl) followed by 
transferring the tube to a shaker at room temperature for 15 minutes to mix the 
solution. Prepare fresh solution on the day of injection.

2. Administer 50% glycerol by intramuscular injection using a 1 ml syringe with 
26G needle to both the hindlimbs (once for each hindlimb). During glycerol 
injection, the mice are anesthetized by isoflurane administration (inhalation) 
before and throughout the glycerol administration procedure.

3. Immediately following glycerol injection, isoflurane inhalation is stopped, and 
mice are allowed to recover, followed by transfer to regular cages. Since the 
mice will have severe muscle injury, food, water, and painkillers (e.g., Capro-
fen) are provided in 1–2 oz. gel cup for up to 5 mice per cage.

4. The mice will develop AKI within 24–48 hours and at these time-points, mice 
can be euthanized by carbon dioxide euthanasia followed by serum and tissue 
collection [27]. Kidney injury can then be evaluated by biochemical analysis 
[blood urea nitrogen (BUN) and creatinine], histological examination [he-
matoxylin–eosin (H&E) staining], and analysis of renal expression of injury 
biomarkers such as kidney injury molecule-1 (KIM1) and neutrophil gelati-
nase-associated lipocalin (NGAL) [32]. Blood urine nitrogen and enzymatic 
assay-based creatinine measurements can be performed in serum or plasma 
samples using commercially available kits. For histological analysis, mouse 
kidneys are harvested and embedded in paraffin and tissue sections (4–5 μm) 
are stained with H&E using standard methods. Histopathological scoring can 
be conducted by examining 10 consecutive ×100 fields per section from at least 
3 mice/group. Tubular damage is then scored by calculating the percentage 
of tubules that showed dilation, epithelium flattening, cast formation, loss of 
brush border and nuclei, and denudation of the basement membrane using a 
previously described [28] injury scale: 0, no damage; 1, <25%; 2, 25–50%; 3, 
50–75%; and 4, >75%.

4.3 Critical notes

1. The severity of rhabdomyolysis-associated AKI is strain dependent and hence 
the dose used may have to be identified through preliminary dose–response 
experiments. For example, the FVB/NJ mice are more sensitive than C57BL/6 J 
mice to rhabdomyolysis associated AKI.

2. Due to lower muscle mass, it is technically challenging to induce rhabdomyoly-
sis associated AKI in female mice.

3. 8–12-week-old male mice are ideal for rhabdomyolysis experiments.

4. We have found no circadian related differences in severity of rhabdomyolysis 
associated AKI and hence glycerol can be injected at any time to initiate injury.
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5. Folic acid-induced nephropathy

5.1 Background

It was reported in the late 60’s that a single bolus injection of high-dose (250 mg/
kg body weight) induced rampant renal hypertrophy and cell proliferation [33]. A 
large increase in the number of dividing cells was reported within 18 hours, with 
the maximum division of cells within the renal medulla occurring at 24-hours post 
FAN whereas the cortex reached its peak at 26 hours. This appears to be due to 
renal tubular epithelial damage that appear to be mediated by both the deposition 
of folic acid crystals and subsequent tubular obstruction as well as direct nephro-
toxicity due to high-dose FAN [34]. The histological evidence of tubular injury is 
accompanied by reduced renal function as measured by circulating creatinine and 
blood urea nitrogen levels. Both increase in proportion to the dose of FAN, with the 
250 mg/kg dose resulting in severe acute kidney injury with significant increase 
(greater than double) in circulating markers and histological evidence of acute 
tubular necrosis at 48 hours post injection. If the animals survive, the FAN model is 
also commonly used to study renal fibrosis (key finding in chronic kidney disease) 
that develops 7–14 days after injection [14, 35] and continues to progress weeks 
thereafter and can be exacerbated with repeated administration of FA [36, 37].

5.2 Methods

1. Weigh mice and calculate the amount of folic acid needed to achieve a 250 mg/
kg body weight dose.

2. Dissolve the folic acid into 500 μL of 0.3 mM sodium bicarbonate for each 
mouse to be injected.

3. Anesthetize the animal (3% isoflurane in 100% oxygen) and sterilize the abdo-
men with repeated 70% ethanol/betadine wipes.

4. Invert the FA solution several times and then inject the 500 μL of the folic 
acid/0.3 mM FA solution into the peritoneal cavity, being careful not to punc-
ture the gastrointestinal tract.

a. Larger gauge needle (18-24G) will allow for easier injection as the folic acid 
may clog smaller needles.

b. 500 μL of 0.3 mM sodium bicarbonate can be used as the vehicle control.

5. Allow the animals to recover from anesthesia and return to original housing 
once consciousness is retained.

6. Disease is evident after 24 hours, with peak evidence of kidney dysfunction 
occurring 36–48 hours post injection.

a. In our experience, this is when animal mortality begins to occur.

7. 36–48 hours after injection, blood can be collected, and the animals 
 euthanized (order depending on method of blood collected). Kidneys can be 
collected for quantification of tissue injury by histology or a variety of other 
methods. Blood can be processed to plasma or serum and used to quantify 
creatinine or blood urea nitrogen using commercially available assays.
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5.3 Critical notes

1. This method will result in robust kidney injury in 8–12-week-old male mice 
of the C57BL/6 J strain (~25 grams of body weight).

2. If using females, a different strain, or older mice it is recommended to 
 perform a pilot study to determine optimal dose.

a. Similar protocols have been employed to induce kidney injury in rats.

b. Older mice will develop more severe injury so a reduced dose of folic acid 
may be needed to assess treatment effects or avoid unintentional mortality.

3. If mice differ in body weights, it may be of value to apply the same dose (based 
on the animal with the smallest body weight) to avoid differences in absolute 
amount of folic acid administered.

a. As an example, for more obese animals in different dietary groups

6. Sepsis and sepsis-associated AKI

6.1 Background

Sepsis is characterized by a severe inflammatory response to infection, and one 
of its complications is acute kidney injury. Animal models that mimic the patho-
physiology of human sepsis and associated acute kidney injury are valuable because 
they aid in identifying molecular targets and in developing therapeutics. Too often, 
animal models do not properly mimic human disease. In this chapter, we describe 
the three commonly used approaches that have resulted in improved animal models 
to study sepsis.

Sepsis is a complex condition that results in a dysregulated host response to an 
infection and is associated with unacceptably high mortality [38]. Sepsis-associated 
acute kidney injury (S-AKI) is a common end organ manifestation in hospitalized 
and critically ill patients and is associated with high mortality and increased risk 
of developing chronic comorbidities [39, 40]. As individual syndromes, sepsis and 
AKI render the host susceptible to each other. Sepsis has a complex and unique 
pathophysiology, which makes S-AKI a distinct syndrome from any other phe-
notype of AKI. Identifying the exact onset of AKI in sepsis is nearly impossible, 
leading to difficulty in timely intervention for prevention of renal injury. This has 
limited our understanding of pathophysiologic mechanisms and precluded the 
development of effective therapies. The pathogenesis of S-AKI is multifactorial and 
involves systemic cytokine storm, hypoxia, mitochondrial dysfunction, tubular 
epithelial cell injury, and endothelial dysfunction [41, 42].

Local mechanisms cannot be identified and studied in humans, and hence the 
use of relevant animal models is paramount to eventually identify new therapeutic 
target to treat a syndrome still mainly managed by antibiotics and fluid resuscita-
tions. Animal models of sepsis need to reproduce the complexity and severity of 
human sepsis, mimic the key hemodynamic and immunologic (proinflammatory 
stimulation, anti-inflammatory counter regulation, i.e., immune depression) stages 
as well as the modest histological findings. The sepsis inducing procedure should 
result in toxicity and bacteremia and should result as metabolic and physiologic 
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changes. Furthermore, the septic insult should manifest over sufficient length of 
time to allow the study of its evolution and finally the model should be reproducible 
and inexpensive.

Below we discuss the three commonly used animal models of sepsis and S-AKI 
and summarize the advantage and shortcomings of each.

7. Lipopolysaccharide injection: A model of Endotoxemia

Probably the most extensively studied animal model of sepsis is based on the 
intraperitoneal injection of lipopolysaccharide (LPS) [43, 44]. LPS is the major 
outer surface membrane component present in almost all Gram-negative bacteria 
and act as extremely strong stimulators of innate [45]. Although this model is 
simple to learn and perform, it has inherent limitations. The primary ones being 
that it neglects the direct host-pathogen interactions and is limited to Gram negative 
organism-induced sepsis. A bolus administration of LPS is essentially a model of 
severe inflammatory response syndrome (SIRS), rather than a true septic mimetic 
[46] and there is no microbial source for ongoing LPS, or pathogen associated pat-
tern (PAMP) release. Key to the optimal success of this septic AKI model is amongst 
others, the use of the proper serology of LPS (E Coli. O111.B4), age of mice [43] and 
fluid resuscitation [47]. Compared to true human sepsis, endotoxemia results in a 
rapid and exponential spike in plasma inflammatory cytokines, and this SIRS like 
condition resolves rapidly [48–50]. This model is of scientific utility in interrogat-
ing specific biological mechanisms and pathways, such as the immune response to 
prototypical stimuli of specific toll-like receptor (TLR) pathways, TLR4.

7.1 Methods

1. Prepare a 1 mg/mL stock solution of LPS in sterile PBS or normal saline 
(0.9%NaCL). For consistent results use the same serology of LPS (E. coli O111.
B4). If not being used immediately, aliquot and stored in - 80°C for up to 
6 months. Avoid repeated freeze thaw.

2. Generally male mice between 8 and 12 weeks are used in this model, unless the 
effect of aging is a study parameter. Aged mice are more suspectable to LPS-
induced injury. To inject mice, bring to room temperature and inject based 
on your experimental requirements. Dilute if required using PBS or normal 
saline. A low dose 1 mg/kg, intraperitoneal injection causes mild to no AKI, 
whereas 5 mg/kg and above results in severe SIRS and resultant AKI.

3. Depending upon the dose a spike in TNF-alpha is observed within an hour 
which subsequently subsides with time (at 24 hours, no to little TNF alpha is 
observed in the serum). Other key cytokines like IL-6 also go up by 3–4 hours. 
In the kidney, local changes can be observed at microscopic levels, but no signs 
of AKI are seen.

4. Even with the high dose of LPS, the mice look healthy and move around freely 
during the first 3–4 hours. However, 6 hours post treatment, mice start to 
assume a hunched posture, lack of movement is obvious. Clinical indicators 
of AKI like blood urea nitrogen (BUN) are measurable. If liquid (PBS) 
resuscitation is given (intradermal PBS, up to 700 μL), mice recovery and 
progression of AKI is mitigated.
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5. 16–18 hours post high dose LPS injection, mice look morbidant and are hy-
pothermic. Clinical measurements like glomerular filtration rate drop. Mice 
can be sacrificed by carbon dioxide inhalation and the serum and renal tissue 
can be harvested for further analysis. Kidney injury can then be evaluated by 
serum analysis [blood urea nitrogen (BUN) and creatinine] and examination 
of renal expression of injury biomarkers like kidney injury molecule-1 (KIM1) 
and neutrophil gelatinase-associated lipocalin (NGAL). Blood urine nitrogen 
and enzymatic assay-based creatinine measurements can be performed in 
serum or plasma samples using commercially available kits.

6. Overall changes in histology are minimal. Even in severe sepsis, AKI can 
develop in the absence of overt histological or immune-histological changes 
and may be functional in nature. LPS-induced endotoxemia affects renal 
mitochondrial function and reduces PPARγ coactivator-1α (PGC-1α), the 
master regulator of mitochondrial biogenesis and metabolism and are excellent 
read outs for kidney pathology in this model.

7.2 Key notes

An increase in LPS-induced TNFα and TNFR1 directly damages the glomerular 
endothelial cell fenestrae and the glomerular endothelial surface layer [8]. We have 
shown that not only does LPS-induce AKI in mice, but the serum of mice injected 
with LPS also contains cytotoxic milieu that can directly cause renal epithelial cell 
death [51, 52]. Overall, these studies suggest that LPS-induced AKI can be an effect 
of direct activity of LPS on renal parenchyma and in parallel the SIRS like condi-
tion can result in cytokine driven renal parenchymal damage to collectively worsen 
outcomes. Given the dependency of this model on above mentioned variables, 
emphasis on the importance of testing in multiple, different animal models prior to 
advancing therapeutic agents into clinical trials is warranted.

8. Cecal-ligation and puncture (CLP)

Cecal ligation and puncture (CLP) is considered the gold standard model for 
sepsis research and one of the most frequently used procedures to induce experi-
mental sepsis in laboratory settings [53, 54]. Unlike in LPS model, endotoxic shocks 
are rare in humans and sepsis origin is often localized and the CLP model mimics 
the nature and evolution of human sepsis [55]. After a simple procedure, CLP 
induces sepsis secondary to a stercoral peritonitis. This is followed by bacteremia 
with an early inflammatory phase, followed by an anti-inflammatory response [53]. 
However, significant variability in mortality from one experimental protocol to 
another can lead to differing interpretations of the results and S-AKI.

8.1 Methods

1. Majority of the studies in this model have been performed using male mice be-
tween 8 and 12 weeks of age. Age plays a critical role in susceptibility to injury 
in this model and the researchers should use appropriately aged mice depend-
ing upon their research questions.

2. Anesthetize the mice by intraperitoneal injection of a mixture of ketamine/
xylazine. Isoflurane at a concentration between 3.5 to 4.5% with O2 flow at 
2 L/min can also be used. Scruff the mouse and shave the lower half of their 
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 abdomen. Wipe done the shaved area 3 times alternating between 10% iodine 
and 70% ethanol. After the final ethanol wash, using either straight-edge 
or iris scissors, make a 1.5 cm midline cut into the skin only, approximately 
0.5–1 cm away from xiphoid process.

3. Identify the abdominal wall and make another 1 cm midline cut into the 
peritoneum. In most instances, the cecum will be located directly under the 
incision. Exteriorize the cecum, align it and ligate it with a 2–0 silk suture. 
The cecum can be ligated at 5, 20 or 100% distal to the ileocecal valve. The 
ligation length is a major severity factor in CLP as the extent of the septic 
shock and hypotension, pro-inflammatory status, organ dysfunction, and 
hyperlactatemia are directly proportional to ligation length [56]. Following 
ligation, the cecum is punctured with a needle (generally 20–21 g) leading to 
leakage of fecal contents into the peritoneum. The puncture needs to be made 
in one pass, through and through both sides of the bowel wall. Some research-
ers apply pressure to release cecal contents into the peritoneal cavity. This part 
of the surgical manipulation is operator dependent and not well standardized 
across labs, resulting in differences in extent of injury and interpretation of 
outcomes.

4. Replace the ligated and punctured cecum into the abdomen. Close the abdomi-
nal wall with two 3–0 absorbable polyfilament interrupted sutures. Subse-
quently, approximate the skin using an auto-stapler. This part of the surgical 
manipulation is operator dependent and not well standardized across labs, 
resulting in differences in extent of injury and interpretation of outcomes. 
Inject 1 mL of saline/buprenorphine mix into the scruff of the animal’s neck 
subcutaneously. Supportive treatment with fluids and antibiotics is too a vari-
able and adds a new level of complexity [57]. Return the animals to their cages 
after they awaken from anesthesia.

5. With time, both Gram positive and negative bacterial species invade the 
blood stream, leading to a progressive systemic inflammatory response 
syndrome followed by septic shock and multiorgan injury including S-AKI 
[58, 59]. CLP-induced sepsis shows a cytokine profile like that observed in 
human sepsis [46, 60].

8.2 Key notes

CLP-induced sepsis increases lymphocyte apoptosis, which mimics immunosup-
pression during the late stage of human sepsis [61, 62]. In this respect, CLP-induced 
sepsis is completely different from LPS-induced sepsis and more closely mimics 
human sepsis. While we and others have reported that the CLP model can result in 
S-AKI [52, 63–66], AKI as measured by changes in BUN and creatinine is not always 
detected in this model [67, 68]. Thus, the standard CLP model amalgamates the 
common clinical features of human sepsis than the LPS model but misses some key 
features, especially acute lung injury [69] and variability in development of AKI.

9. Cecal slurry-induced peritonitis

Given the short comings and technical difficulties associated with existing 
models of sepsis, Gonnert et. al [70], developed a new model of sepsis by transfer-
ring human fecal matter into rats. This model, termed cecal slurry-induced sepsis 
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(CS) has since been adapted in both mice and rats, wherein the contents from the 
cecum of unmanipulated animals are suspended in liquid form and injected into the 
abdominal cavity of other animals to induce polymicrobial sepsis [71–73]. The CS 
model of sepsis was initially limited to those who study sepsis in neonatal mice [74], 
but now is also utilized to study the pathogenesis of sepsis in adult and old mice [75].

9.1 Methods

1. Generate sufficient cecal slurry by collecting cecal content from donor 
16-week-old C57BL/6 mice was mixed with sterile water (0.5 mL per 100 mg 
cecal content). This is achieved by euthanizing the mouse by method of choice 
and collecting the entire cecal contents using sterile forceps and spatula. The 
collected cecal contents are combined, weighed, and mixed with sterile water 
at a ratio of 0.5 ml of water for 100 mg of cecal content. This slurry was se-
quentially filtered through 860-μm, 190-μm, and 70 μm mesh strainer without 
loss of bacteria. The filtered slurry was then mixed with an equal volume of 
30% glycerol in phosphate buffered saline (PBS), resulting in a final CS stock 
solution in 15% glycerol.

2. Immediately after preparation of CS stock, an aliquot of CS should be  serially 
diluted with sterile saline and plated onto multiple agar plates containing 
3.7% w/v brain- heart infusion broth and 0.15% w/v agar to assess bacterial 
viability.

3. To induce polymicrobial sepsis using CS, mice (12–14 weeks) are used. The 
extent of sepsis induced is dependent on the CFU injected (from 4 to 6 X10 
[4]) and age of the mice. 100 μL of CS, injected intraperitoneally is non-lethal 
to young and middle-aged mice but resulted in only 50% survival in aged 
mice [75]. The mortality increases with the volume injected. Since this model 
involves only a peritoneal injection, it is easy to perform and has less operator 
variability. Circulating bacteria levels strongly correlate with mortality in this 
model, suggesting an infection-mediated death.

9.2 Key notes

This model shows similar hemodynamic and physiological changes to those in 
human sepsis, is reproducible, and is operator-independent [76]. The development 
of S-AKI in this model is still understudied [77] and the induction of peritonitis by 
this model may not always induce kidney injury as shown recently by Shaver et. al78. 
However, since degree of early inflammation associated with this model is mild, it 
allows us to introduce other confounding like hemorrhage and investigate the finer 
mechanisms that can lead to S-AKI [78].

The principal reason for investigating different animal models of abdominal 
sepsis and its progression to S-AKI is eventually to develop therapies to treat sepsis 
and associated morbidities in a clinical setting. Therefore, the choice of animal 
model should incorporate and account for clinical caveats. Animal models of sepsis 
and S-AKI are essential for scientific understanding of human disease, but if they 
are not well characterized and understood, erroneous conclusions may be drawn, 
which can hinder scientific progress. A well-designed septic animal model requires 
a thorough understanding of the similarities and differences in the physiology of 
humans. To that end, the information presented in this chapter provides a system-
atic basis for the development of animal models for abdominal sepsis research. A 
perfect murine model of sepsis does not exist. While none of the current animal 
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models manifest and replicate the intricacies of human sepsis and S-AKI, they 
provide a platform for sophisticated testing that is far beyond that of cell and tissue 
culture.

10. Conclusions

The pathophysiology of AKI is remarkably complex, due to the involvement of 
multiple cells types in the endothelium, renal tubules, and the immune system. To 
add to this complexity, AKI occurs in the setting of other diseases such as sepsis, 
rhabdomyolysis, cancer, and cardiovascular disorders, wherein the underlying 
disease or related therapies trigger renal dysfunction through complex mechanisms 
that remain incompletely understood. The animal models described in the cur-
rent chapter reflect and recapitulate the complexities associated with AKI and are 
essential tools for studying the pathophysiological mechanisms that drive acute 
kidney injury.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

Spinal cord stimulation (SCS) is an electrical neuromodulation technique with 
proven effectiveness and safety for the treatment of intractable chronic pain in 
humans. Despite its widespread use, the mechanism of action is not fully under-
stood. Animal models of chronic pain, particularly rodent-based, have been adapted 
to study the effect of SCS on pain-like behavior, as well as on the electrophysiology 
and molecular biology of neural tissues. This chapter reviews animal pain models 
for SCS, emphasizing on findings relevant to advancing our understanding of the 
mechanism of action of SCS, and highlighting the contribution of the animal model 
to advance clinical outcomes. The models described include those in which SCS 
has been coupled to neuropathic pain models in rats and sheep based on peripheral 
nerve injuries, including the chronic constriction injury (CCI) model and the 
spared nerve injury model (SNI). Other neuropathic pain models described are 
the spinal nerve ligation (SNL) for neuropathic pain of segmental origin, as well as 
the chemotherapy-induced and diabetes-induced peripheral neuropathy models. 
We also describe the use of SCS with inflammatory pain and ischemic pain models.

Keywords: spinal cord stimulation, animal models, neuropathic pain, inflammatory 
pain, ischemia

1. Introduction

The field of electrical neuromodulation was developed under the hypothesis that 
the activation of large, myelinated nerve fibers could modulate sensory nocicep-
tive signals carried by A-delta and C nerve fibers into the dorsal horn in the spinal 
cord. The gate control theory (GCT) formulated by Melzack and Wall [1], served as 
inspiration for the use of peripheral nerve stimulation and spinal cord stimulation 
(SCS) to treat pain. The simplicity of the proposed mechanism, based on the under-
standing of pain in 1965, granted researchers with the ability to formulate finite 
mathematical and complex computational models to assess the effects of different 
variables of the electrical signal on the neuronal conduction. The GCT’s enduring 
value in neuromodulation for more than 50 years is due to its simplicity and utility 
as a working tool to postulate therapies to patients in pain. Unfortunately, as the 
German psychologist Wolfgang Köhler explains: “premature simplifications and 
systematization in science, could ossify science and prevent vital growth” [2].

The early 1990s marked the beginning of a revolution in the field of neuroscience 
in understanding the mechanism of pathological pain from a molecular perspec-
tive. The use of animal models has helped unravel the role of neuroinflammatory 
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processes driven by glial cells in the development and maintenance of chronic neuro-
pathic pain. Those advances though, were largely neglected in the field of electrical 
neuromodulation, which remained focused on the effects of electrical signals on 
neuronal conduction, ignoring the benefit of understanding how these signals could 
affect biological processes at the neuron-glia interaction. The differential electro-
physiological characteristics of neurons and glial cells is now at the core of our quest 
to understand how electrical signals affect such biological processes. To begin with, 
the resting membrane potential of these cell populations is different, driven by the 
fact that the main neuronal intracellular cation is potassium, while sodium is the 
predominant one in glial cells [3]. Considering the critical roles that various special-
ized glial cell populations play in the intimate communication between neurons and 
glial cells, it is pertinent to briefly describe these roles. Following peripheral injury, 
persistent release of neurotransmitters at the synaptic cleft activates microglial and 
astrocyte membrane receptors generating transcriptional changes that generate 
the synthesis and release of pro-inflammatory and anti-inflammatory cytokines. 
Astrocytes are critical to maintain homeostasis at the synapse. The synaptic cleft 
is surrounded by astroglial perisynaptic processes in what is now known as the 
tripartite synapse. Perisynaptic glial processes are densely packed with numerous 
transporters, which provide proper homeostasis of ions and neurotransmitters 
in the synaptic cleft, for local metabolism support, and for release of astroglia-
derived scavengers of oxygen species [4]. For example, membrane ionotropic and 
metabotropic glutamate receptors in the astrocyte regulate glutamate concentration. 
Interestingly, a single astrocyte provides processes that extend over distance to sur-
round over 100,000 synapses. During intense neuronal firing, the release of neu-
rotransmitters, such as glutamate and GABA, induces the elevation of calcium ion 
concentrations in glial cells, causing Ca2+-dependent release of molecules that affects 
neural excitability and synaptic transmission and plasticity. Even more thought-
provoking is that although astrocytes are unable to generate action potentials, they 
can raise intracellular calcium concentrations that spread from astrocyte to astrocyte 
through gap channels that allow propagation of so-called calcium waves as a way of 
cell-to-cell communication. The presence of Ca2+mobilizations mediated by astro-
cytes implies that glial cells have some excitability and neuromodulator activities [5]. 
Finally, oligodendrocytes provide myelin to hundreds of surrounding axons and are 
known to affect the conduction velocity of action potentials propagating along the 
axons they surround when electrically stimulated [6].

An important distinction between glial cells and neurons is that glial cells 
depolarize following electrical stimulation, but do not generate action potentials. In 
1981, Roitbak and Fanardjian [7] demonstrated in a live feline model that changes 
in the frequency and intensity of the applied pulsed electrical signals could lead 
to differential degrees of astrocytic depolarization. Another interesting clue on 
how electrical signals could affect glial cells was provided by Agnesi et al. [8], in 
an experiment with anesthetized rats that showed that changing the repolarization 
of an electrical stimulation signal from monophasic to a biphasic led to different 
degrees of glutamate release by the stimulated astrocytes.

The complexity of changes in neuron-glial biological processes triggered by pain 
and further modulation by electrical stimulation demands the use of experimental 
animal models. Testing such hypotheses in humans would require large-scale, well-
controlled clinical trials because of the heterogeneity of genetics and pain etiology 
in the general population [9].

The notable anatomical, biological, and physiological resemblances between 
humans and animals, predominantly mammals, have encouraged researchers 
to investigate a large range of mechanisms and assess novel therapies in animal 
models before applying their discoveries to humans.
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Scientists cross-examine organisms at multiple levels: molecules, cells, organs, 
and physiological functions in healthy or diseased conditions. Advance molecular 
technologies are required to get a complete portrayal and understanding of the 
mechanisms. Certain aspects of the responses can be evaluated using in vitro 
approaches (e.g., cell culture). On the other hand, the exploration of physiological 
functions and systemic interactions between organs requires a whole organism.

This chapter explores the efforts of diverse research groups to understand 
from a behavioral and molecular perspective, how spinal cord stimulation affects 
pathological pain by utilizing animal models. This research may provide strong 
hypotheses on what may be happening in humans and ways to continue improving 
therapeutic efficacy.

The following sections provide a description of existing, well-validated models 
for pain caused by neuropathies, inflammation, and ischemic conditions. Due 
to technical limitations, most of these are based on Rattus norvegicus, although 
recently models in a larger animal (Ovis aries) have been developed.

2. Animal models of SCS for neuropathic pain

Neuropathic pain is caused by damaged somatosensory neural circuits that have 
developed into a disease condition as a result of an injury that compromised nerve 
fibers. Chronic neuropathic pain affects hundreds of millions of people around the 
world and is one of the main sources of work-related disabilities, contributing to 
the socioeconomical burden on individuals as well as health systems [10]. SCS is 
largely indicated for chronic neuropathic pain conditions, thus the development of 
various animal models that resemble clinical conditions play a critical role in our 
understanding of the electrophysiological and molecular changes in the establish-
ment and persistence of neuropathic pain.

2.1 SCS in partial nerve injury models

Prior to the development of the chronic constriction injury (CCI) model, animal 
models of pain often were lacking in their ability to accurately mimic human 
peripheral neuropathological conditions or did not reflect conditions involving 
injuries which spared a portion of a nerve’s functioning [11]. The CCI model most 
commonly used was described by Bennet and Xie in 1988 [11]. The procedure 
typically involves exposing the common sciatic nerve under anesthesia at the level 
of the mid-thigh and freeing approximately 7 mm of the sciatic nerve from adher-
ing tissue at a location proximal to the sciatic nerve’s trifurcation. Once exposed, 
four sutures are tied loosely around the sciatic nerve approximately 1-2 mm apart 
from one another. These ligatures are tied loose enough to just barely constrict 
the diameter of the sciatic nerve (as observed under 25x-40x magnification), thus 
preserving partial nerve functioning [11–16]. Constriction of the sciatic nerve was 
observed histologically beneath all 4 ligature areas as early as one day following the 
CCI procedure. From days 2-21, adjacent constriction areas tended to progressively 
merge and were accompanied by thinning of the affected sciatic nerve area. Two to 
four months after the CCI procedure, thinning of the ligated area was still present, 
but the swellings typically observed in the area had dissipated.

Importantly, this CCI model has proven to be effective in eliciting a neuropathic 
pain state as measured by a variety of methods, including von Frey mechanical, 
chemogenic, and heat and cold thermal stimulation. CCI surgery typically resulted 
in increased paw sensitivity following von Frey stimulation by Day 2 post-lesion 
using both the up-down method of analysis [12, 15, 16] and the ascending filament 
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method of analysis [12–14]. The CCI model is also sensitive to chemogenic pain. 
Following the application of a noxious substance (a 50% mustard oil solution) to 
the affected hind paw, CCI rats exhibited exaggerated physical responses and an 
increase in the amount of time they held their hind paw above the floor of the appa-
ratus [11]. CCI rats also showed hypersensitivity to noxious heat sources, such as 
radiant beams of light being applied to the affected hind paw [11, 16] and increased 
allodynic responses to cold, such as a slightly chilled metal floor [11].

Although most applications of the CCI model with SCS have been performed in 
rats, an ovine model has also been effectively demonstrated [17]. In rats, application 
of SCS with pulsed signals at 50 Hz frequency, 0.2 ms pulse width (PW), and inten-
sity at 66% of the motor threshold (MT) for 30 minutes [12, 14] decreased pain sensi-
tivity following CCI, but did not return pain levels back to pre-injury control levels. 
Similar results were obtained when SCS was applied for 180 minutes in rats with CCI 
lesions using the following SCS parameters: 50 Hz frequency, 0.2 ms PW at 80% of 
the MT [12]. Lowering the intensity to 20-40% of the MT eliminated the beneficial 
effect of SCS. Electrodes in these rat studies were aimed at the T11-L1 regions of the 
spinal cord. In sheep, SCS parameters were set at 40 Hz frequency, 120 μs PW and 0.1 
V intensity on a continuous setting for one week with electrodes placed at the L2-L3 
region. SCS also attenuated pain responses following CCI in sheep, though also failed 
to return pain levels back to pre-lesion levels [17]. Most SCS studies following CCI 
typically utilized conventional (also called tonic) SCS at a stimulating frequency of 
50 Hz. However, a more detailed investigation of frequency on treatment outcomes 
(in which frequency varied from 1 Hz to 150 Hz) found a response curve that sug-
gested that while the GCT could account for a subset of efficacious SCS responses, it 
is unlikely to be the only mechanism underlying the beneficial effects of SCS [18].

In addition to demonstrating that SCS was effective in decreasing pain sensitivity, 
the CCI model also has proven valuable in elucidating the biological mechanisms 
behind the increase in pain following injury and the beneficial effect of SCS. After 
CCI lesions, rats exhibited an increase in the toll-like receptor 4 and nuclear fac-
tor κβ [15, 16], which subsequently could increase the release of pro-inflammatory 
cytokines such as IL-1β, IL-6, and TNF-α. SCS significantly reduced these CCI-
induced increases, perhaps by inhibiting the activation of glial cells. Indeed, the 
co-administration of the microglial inhibitor minocycline was shown to decrease 
CCI-induced pain and prolonged the effect of SCS [12]. However, this same study also 
showed an increase in the microglial-reactive marker OX-42 and the astrocyte reactive 
marker GFAP in the lumbar region of CCI-lesioned rats following SCS treatment. This 
paradoxical increase may limit the effectiveness of SCS and may partially explain why 
SCS is not effective in all patients and why pain relief often does not return to baseline 
levels following SCS. Other studies utilizing SCS in CCI-lesioned rats have identified 
roles of the adenosine and GABAergic systems in mediating the beneficial effects 
of SCS. Administration of adenosine or the adenosine A1 receptor agonist R-N6-
phenylisopropyladenosine (R-PIA), decreased pain in CCI rats [14]. In addition, 
giving sub-effective doses of R-PIA to non-responders to SCS during stimulation led 
to effective pain relief. Zhang et al. [18] also found that administration of bicuculline, 
a GABAA receptor antagonist, decreased inhibitory responses to SCS.

Although the CCI model has provided significant value in (1) serving as a valid 
model of neuropathic pain, (2) demonstrating that the use of SCS is effective in reduc-
ing neuropathic pain, and (3) advancing our understanding of the biological mecha-
nisms underlying SCS, its use has perhaps been surpassed in recent years by another 
animal model of partial nerve injury called partial sciatic nerve ligation (PSNL). 
Most PSNL studies utilize the Seltzer technique [19]. The procedure typically involves 
exposing the sciatic nerve under anesthesia at high-thigh level. The sciatic nerve is 
freed from adhering tissue at a location near the trochanter just distal to the point at 
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which the posterior biceps semitendinosus nerve branches off the common sciatic 
nerve. Once the sciatic nerve is properly exposed, a suture with a curved cutting mini 
needle is inserted into the nerve. Unlike the CCI procedure, which involves a loose 
ligation of the sciatic nerve, the PSNL procedure involves tightly ligating approxi-
mately 1/3 to 1/2 of the dorsal nerve thickness [19, 20]. As with the CCI procedure, the 
goal is to partially reduce, but not completely block sciatic nerve functioning.

Similar to the CCI model, the PSNL model also successfully induces a neuro-
pathic pain state as measured by a variety of methods. The primary method is to 
assess mechanical allodynia using von Frey filaments [21–23]. Following PSNL sur-
gery, rats show a decreased paw withdrawal response following mechanical stimula-
tion of the affected paw, as compared to control rats, pre-surgery baseline levels, 
and paw withdrawal thresholds (PWT) following stimulation of the contralateral, 
unaffected paw [23, 24]. This increased pain sensitivity usually develops by Day 
2 post-PSNL lesion [21] and is still typically observed after two weeks post-PSNL 
lesion [20, 24, 25]. Meuwissen et al. [26] recorded decreased PWT over 40 days 
following the PSNL lesion. Although the PSNL technique overall has been success-
ful in inducing a neuropathic pain state, it should be noted that there is a wide range 
of pain responsiveness across studies, with some studies reporting 100% of subjects 
exhibiting hyperalgesia with von Frey testing of the affected hind paw [20, 24] and 
other studies reporting less than 40% of subjects showing hyperalgesia [27, 28]. 
Increased paw sensitivity to thermal stimuli has also been observed following the 
presentation of both heat stimuli (e.g., a radiant light beam) and cold stimuli, such 
as a cold spray directed at the affected paw [19, 29]. However, the degree of ther-
mal sensitivity can vary depending upon the location of the PSNL ligature. Other 
studies have also confirmed hypersensitivity to pain following PSNL surgery by 
using a pneumatic pressure device [30] and by observing gait/posture [31]. Overall, 
the PSNL technique has proven successful at inducing a neuropathic pain state as 
assessed by numerous methodologies.

The PSNL model has also proven effective at evaluating SCS treatment for chronic 
neuropathic pain. Both tonic and burst SCS attenuated the pain sensitivity observed 
in rat PSNL neuropathic pain models [20, 24]. In rats, tonic SCS (50 Hz frequency, 
0.2 ms PW, intensity at 66% of the MT) attenuated PSNL-induced hyperalgesia 
following 30 minutes of stimulation [23, 32, 33] and 60 minutes of stimulation 
[20, 22, 24]. Though tonic SCS successfully decreased pain sensitivity, SCS treatment 
typically did not return pain levels in rats back to pre-injury control levels. In a mouse 
model, SCS treatment following PSNL lesions proved particularly efficacious, with 
80% of mice in one study [34] and 100% of mice in another study [25] responding 
positively to tonic SCS treatment. In this latter study, unlike the typical rat study, the 
mice returned to baseline levels of paw withdrawal following SCS treatment.

Although most rat studies investigating the effect of SCS following PSNL lesions 
have utilized conventional stimulation parameters and have shown a significant 
benefit of tonic SCS treatment, it is clear that not all PSNL rat subjects benefit from 
SCS treatment, leading researchers to investigate different SCS parameters in hopes 
of improving efficacy. Some factors that have proved to have significant impact on 
SCS efficacy following PSNL lesions include: (1) electrode placement, (2) stimulus 
intensity, (3) timing of treatment, and (4) utilizing a burst (vs tonic) stimulation 
pattern. Electrodes placed at the T13 level of the spinal cord typically yielded more 
efficacious treatment outcomes than electrodes placed at the T11 area [28, 31, 35] or 
L5 and L6 regions [36]. In a study that directly compared the efficacy of electrode 
location at T13 and T11 [21], the T13 placement yielded significantly better pain 
relief than placement at T11 with 63% vs 15% improvement, respectively, following 
15 minutes of electrical stimulation and 48.5% vs. 18.4% improvement, respec-
tively, following 30 minutes of electrical stimulation. Lowering the intensity to 
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30-50% of the MT reduced the beneficial effect of tonic SCS [24]. In terms of tim-
ing, early SCS treatment given within 24 hours of lesion led to significantly better 
treatment outcomes than late SCS given 16 days post-lesion [32]. Interestingly, an 
early round of SCS treatment followed by a subsequent late round of SCS treatment 
increased the efficacy of the late SCS treatment [37]. Lastly, burst stimulation typi-
cally led to similar response rates as tonic stimulation [20, 22, 26]. However, burst 
stimulation patterns did produce slightly different outcomes. For instance, one 
study [24] found that tonic SCS was most effective at 66% of the MT, while burst 
SCS was most effective at 50% of the MT. In addition, burst stimulation took longer 
following stimulus onset to achieve therapeutic benefits, but the benefits of the 
burst stimulation lasted longer after the stimulation was turned off [38]. Burst SCS 
stimulation also led to greater performance than tonic SCS on a mechanical conflict 
avoidance system (MCAS) task which measured the cognitive-motivational aspects 
of pain, rather than the more typical mechanical allodynic physical response to pain 
[26]. These results suggest that although equally efficacious, tonic, and burst SCS 
stimulation may work, at least in part, by different biological mechanisms.

Given the beneficial effect of SCS treatment following PSNL lesions, many 
PSNL studies have sought to investigate the biological mechanisms behind it. Many 
studies have utilized a paradigm in which sub-effective doses of pharmaceutical 
treatments are given to SCS non-responders to determine if the combination of 
these treatments can yield beneficial effects. Song et al. [29] showed that sub-
effective doses of the muscarinic agonist oxotremorine turned SCS non-responders 
into SCS responders, suggesting that the cholinergic system (particularly M2 and 
M4 muscarinic receptors) plays an important role in SCS efficacy. A subsequent 
study by these same authors [39] indicated an important serotonergic role in the 
pain-relieving effect of SCS, particularly the 5-HT2A and 5-HT4 serotonin recep-
tor subtypes. Similarly, blocking NMDA receptors with sub-effective doses of 
ketamine followed by 30 minutes of SCS also turned SCS non-responders into SCS 
responders, indicating that the glutamate system also plays an important role in the 
beneficial effects of SCS [22]. While blocking the excitatory glutamatergic system 
likely plays a role in successful SCS treatment, enhancing the inhibitory GABAergic 
system might also play a significant role in successful SCS treatment [27, 32]. SCS 
treatment decreased intracellular GABA levels in SCS responders but not SCS non-
responders [32], while increasing extracellular GABA levels in the spinal cord [27]. 
Lastly, SCS stimulation in PSNL rats also led to an increase in levels of c-fos, sug-
gesting immediate early gene modulation may trigger longer term changes which 
could explain pain relief both during and after SCS stimulation [40]. Overall, PSNL 
has proven to be a valuable tool in examining the biological mechanisms behind the 
beneficial treatment effects of SCS.

2.2 SCS in the spared nerve injury model

The Spared Nerve Injury (SNI) was developed by Decosterd and Woolf in 2000 
[41] to evaluate peripheral neuropathic pain in the rat model. The SNI is considered 
superior to previous denervation and partial denervation models due to its specific-
ity of the affected region, as well as its prompt and long-lasting effect. Unlike other 
models that were designed to test acute nociceptive pain through behavioral and 
electrophysiological measurements, denervation and partial denervation models 
induce sensations such as hypersensitivity that more accurately reflect true clinical 
chronic pain conditions.

The SNI procedure targets the sciatic nerve at its point of trifurcation 
(Figure 1A) in the hindlimb of the rat. Located directly under the biceps femoris 
muscle, the nerves are exposed and identified as the tibial, common peroneal, and 
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sural branches (Figure 1B). Distal to the point of trifurcation and in the direction 
of the terminal end, both the tibial and common peroneal branches are individu-
ally ligated with silk sutures (Figure 1C). Then, 2–4 mm of nerve is sectioned 
and removed to ensure a complete disruption of nerve transmission (Figure 1D). 
The incision is then closed, leaving the sural branch fully intact and undisturbed. 
Minor amendments, such as carefully separating the gluteus superficialis and 
biceps femoris muscles instead of cutting through to expose the sciatic nerve, 
were made in some later studies in attempt to reduce unnecessary tissue damage 
[42]. Hypersensitivity is rapidly established in this model, with behavioral onset 
occurring at just 24 hours post-induction, lasting no less than 6 months, with peak 
sensitivity around 2 weeks [41]. The duration of the SNI effectiveness allows for 
considerable flexibility when considering study design. Per the original study, non-
responders are virtually nonexistent so long as the model is induced correctly.

As shown in Figure 1E, the hind paw of the rat is subdivided into three zones 
which are innervated by the sciatic and saphenous nerves. Transecting two of the 
three sciatic nerve branches, allows for precise and consistent behavioral testing of 
the lateral portion of plantar surface, corresponding to the sural nerve. This model 
permits mechanical and thermal allodynia, as well as thermal hyperalgesia to be 
evaluated [41] and has been used extensively in basic science studies investigating 
the use spinal cord stimulation (SCS) for the treatment of neuropathic pain.

In 2015, the SNI-SCS model was taken a step further when Tilley et al. [42] devel-
oped a model of continuous stimulation in an awake and freely moving rat, allowing 
stimulation to be delivered for 72 continuous hours. This method allowed for more 
clinically relevant testing since human patients receive continuous stimulation. A 
miniaturized four-electrode cylindrical lead was implanted in the epidural space of 
the rat and anchored into the musculature in the back (Figure 2). The lead exited 
through the incision and was secured through a custom-made harness and tubing up 
to a circuit board and stimulator suspended in a swivel so that the full assembly could 
turn and move with the rat. The rat cage lid was modified to allow free movement of 
the tubing. In later studies, the lead has been attached to an ethernet port secured to 
the rat harness with a coiled ethernet cord running to the stimulator connector sus-
pended in the swivel [43]. Mechanical (von Frey filament) and cold thermal (acetone 
drop) allodynia were tested in this study. SCS was set at 50 Hz frequency, 20 μs PW, 
and at 70% of the MT. While there was no apparent improvement in cold allodynia 
following SCS, mechanical allodynia was significantly alleviated 24 and 72 hours 
after the start of SCS. A follow-up genomic study revealed the biological processes 
uniquely modulated by the SNI model and SCS in the spinal cord and dorsal root gan-
glion tissues (Table 1) [44]. The primary affected processes in both types of tissues 
included inflammatory response, ion channel regulation, and immune response.

Following the initial development of the SNI model, Li et al. [35] tested varia-
tions in an effort to optimize the model specifically for SCS studies. The study 
included the original SNI procedure, peroneal axotomy, tibial axotomy, tibial tight 
ligation (no sectioning), and partial tibial ligation (1/3 to 1/2 of its diameter ligated, 

Figure 1. 
(A) A scheme depicting the anatomical innervation of the sciatic nerve into the spinal cord of the rat. (B-D) 
Photographic sequence of the localization, ligation, and sectioning of the tibial and peroneal nerves. (E) Map 
of nerve coverage to plantar hind paw surfaces.
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without sectioning). SCS was delivered through an implanted 2 mm disc cathode 
placed on the dura at the T11 level. The 4 mm anode was placed on the chest wall, 
subcutaneously. Stimulation parameters were set at 50 Hz frequency, 0.2 ms PW, and 
amplitude at 90% of the MT. SCS was delivered for a 30-minute duration. Measuring 
mechanical allodynia via von Frey filament testing, authors found that all variations 
of the model produced allodynia within one week, lasting for at least 3 weeks. All 
variations except the partial tibial ligation lasted 7-10 weeks. Paw posture was noted 
as one difference between models, where peroneal axotomy resulted in an inverted 
position of the paw which tended to be dragged behind the rat. The other variations 
presented an eversion posture, with the partial tibial ligation being less prominent. 
Contrary to the original study, where no non-responders were reported and the con-
tralateral hypersensitivity rate was zero, Li et al. found only 53% of SNI operated rats 
developed hypersensitivity and 25% had some hypersensitivity in the contralateral 
paw. Response to SCS showed the SNI group with the smallest responder rate at just 
8%, compared to the 40-50% responder rate of the variation groups. The researchers 
concluded there was an inverse relationship between degree of hypersensitivity and 
efficacy of SCS, agreeing with previous literature in similar models [45], and that 
these variations of the SNI may provide better models for use in SCS animal studies. 
However, it should be mentioned that some later studies report higher responder 
rates to the original variation of the SNI model and subsequent SCS treatment.

Most recently, Sluka and coworkers [46] evaluated tonic SCS on multiple 
pain models, including the SNI. Implanting an epidural lead and corresponding 
neurostimulator, the rats were stimulated for 15 minutes per day at 60 Hz, 0.25 ms 
PW, and at 90% of the MT. Two weeks after SNI induction, the effect of SCS was 
evaluated. They found that neuropathic pain was alleviated by tonic SCS, measured 
by von Frey filaments, with significantly increased withdrawal thresholds. Twenty-
four hours after stimulation was turned off, behavioral testing revealed that the 
effect of SCS was lost. The authors attribute the analgesic effect of tonic SCS on the 
SNI model to the activation of large Aβ dorsal column axons (supporting the GCT), 
as well as the electrochemical alteration of cell membranes and the involvement of 
neurotransmitters, receptors, and glial cells.

Figure 2. 
Left: A diagram of the setup for continuous SCS setup reported in references [42, 44]. a: plexiglass lid, b: 
supporting floor, c: counterweight swivel system, d: connecting board/stimulator (IPG), e: connecting cable, f: 
harness with lead connector. Right: a lateral x-ray image showing a quadripolar SCS lead placed in the dorsal 
epidural space of a rat.
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Previously, this group looked at frequency-dependent outcomes of SCS, par-
ticularly regarding opioid receptors [47] and glial cell activation with SCS [48]. In 
the opioid receptor study [47], SNI-induced rats were administered naloxone or 
naltrindole (both opioid antagonists), or were made morphine tolerant. Rats then 
received SCS at 4 Hz, 60 Hz, or no SCS daily for 6-hour periods, lasting 4 days for 
each treatment. Testing for mechanical allodynia, they found naloxone prevented 
the analgesic effect produced by 4 Hz and 60 Hz stimulation, though a higher dose 
was required to block the effect of 60 Hz. Interestingly, naltrindole had no effect 
on 4 Hz SCS, but successfully impeded the effect of 60 Hz SCS. When testing the 
morphine-tolerant rats, they found that 4 Hz SCS did not have the same analgesic 
effect that it did in normal rats, while 60 Hz stimulation remained efficacious. This 
work resulted in the understanding that the frequency of SCS may determine the 
mechanism by which pain relief is achieved, and in this case, engaging different 
opioid receptors.

FDR p-value 
(increase/decrease)

Relevant Biological Processes Modulated by SCS in the SNI 
model

Spinal Cord 0.063 (↑) Inflammatory response; Immune related

0.097 (↓) Ion channel regulation (Voltage gated); Generation of neurons; 
synaptic transmission

0.057 (↓) Vesicle transport; regulation of calcium ion

0.064 (↓) Cell growth; cell activity pathways such as MAPKK, JUN 
kinase

0.011 (↑) Ribosomal proteins, 50% unknown proteins

0.069 (↓) Ion transport (cation and anion); GABA signaling, neuron 
development

0.011 (↓) Transmembrane/transporter activity, mostly ion transport; 
proton transport

0.011 (↓) Cell regulation changes; neuron differentiation and 
development

0.016 (↑) Activation of immune response

Dorsal Root 
Ganglion

0.012 (↓) Ion transmembrane transport

0.012 (↓) Mitochondrial respiratory chain; regulation of superoxide, 
mechano-sensory perception of pain

0.009 (↑) Inflammatory response: cytokine and apoptosis regulation; 
Immune response to stimulus

0.009 (↑) Innate immune response; Adaptive immune response

0.009 (↑) Regulation of immune response: T-cell activation and 
differentiation

0.074 (↑) Histone acetylation; regulation of neuron migration; 
regulation of rho GTPase activity

0.018 (↑) Cell adhesion; cell development, wound healing

0.086 (↓) Calcium ion transmembrane transport

0.062 (↑) Cell development; extracellular matrix organization

Table 1. 
Gene ontology biological processes modulated in the ipsilateral dorsal quadrant of the spinal cord (directly 
under the electrode) and ipsilateral L5 dorsal root ganglion demonstrating molecular changes caused by SCS 
therapy with the SNI model. Reelevant processes obtained after WGCNA and gene ontology analyses performed 
on microarray results. Only modules with significant False Discovery Rate (FDR) p-values are shown. Data 
from reference [44].
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Glial activation, via immunohistochemical staining with known markers (GFAP, 
MCP-1, and OX-42), was measured in a separate study using 30-minute and 6-hour 
SCS durations and varying the intensity (as percent of the MT) [48]. Two weeks 
after the SNI was induced, mechanical hypersensitivity increased, as expected, as 
well as glial cell activity. The results indicated that withdrawal thresholds were posi-
tively correlated with increasing SCS duration (6 h vs 30 min) and by stimulating at 
higher intensities (90% vs 75% vs 50% MT). Glial cell activation was significantly 
decreased in both 4 and 60 Hz SCS, delivered for 6 hours at 90% MT.

Additional studies focused on the question of frequency importance in SCS, 
utilizing the SNI as a pain model. Song et al. investigated conventional 50 Hz (200 
μs PW, 80% MT) SCS compared to high frequency (HF) SCS at lower intensity 
(500, 1000, and 10000 Hz; 24 μs PW, 40–50% MT) [49]. A miniaturized 4-elec-
trode plate lead was implanted into the epidural space of the T13 vertebral level. 
Performing behavioral testing for mechanical hypersensitivity (von Frey filaments) 
and thermal hypersensitivity (ethyl chloride spray for cold, modified Hargreaves 
test for heat), they found no significant difference in the overall analgesic effect of 
conventional SCS versus SCS at higher frequencies. They did, however, found that 
conventional SCS had significant effect on increasing the gracile nucleus neuron 
discharge rate. HF SCS had no effect whatsoever. These results suggest that conven-
tional and HF SCS have different mechanisms of action.

Building on the idea that SCS can be designed to modulate neuron-glial interac-
tions, Vallejo et al. [50] utilized the SNI model with continuous SCS to evaluate 
a differential target multiplexed programming (DTMP) approach compared to 
high rate and low rate SCS. The DTMP approach utilizes multiple signals that are 
intended to target neuron and glial cells differentially. It was found that all SCS 
treatments resulted in significant reduction of mechanical hypersensitivity, but the 
DTMP approach provided more significant improvement as well as reduced thermal 
hypersensitivity (hot/cold plate test) after 48 hours of continuous stimulation. 
RNA-sequencing was performed to confirm the phenotypes. Figure 3 provides a 
heatmap illustrating the significant effect of DTMP on sets of genes (modules) 
with similar expression patterns obtained through a Weighted Gene Co-expression 
Network Analysis (WGCNA) showing that the effect of DTMP SCS correlated 
stronger with the expression patterns of modules in naïve rats, compared to the pat-
tern of untreated animals (No-SCS). In a follow up study, Cedeño et al. [51] dem-
onstrated that the DTMP approach modulated neurons and glial cells (microglia, 
astrocytes, and oligodendrocytes) in a differential manner by using set of genes that 
were uniquely expressed (cell-specific transcriptomes) by each of the type of neural 
cell. The effect of DTMP on each of these cell-specific transcriptomes correlated 
strongly with the expression pattern of naïve animals, indicating a return of gene 
expression toward the state of naïve (healthy) animals.

2.3 SCS in the spinal nerve ligation model

The spinal nerve ligation model (SNL) is one of the most popular preclinical mod-
els of neuropathic pain due to its reproducibility and lack of autotomy. During the 
surgery, initially described by Kim and Chung [52], the L5 spinal nerve is ligated 
with a 6-0 silk suture at a point just distal to the dorsal root ganglion (DRG), and 
cut distally, after the removal of the paraspinal muscles at the level of the L5 spinous 
process down to the sacrum, and the removal of the L6 transverse process.

Since the introduction of paresthesia-free stimulation parameters in the clinical 
setting, questions were raised on the value of the GCT as a practical construction to 
generate models to optimize SCS parameters. To find answers to some of these ques-
tions, Guan and coworkers have used the SNL model [53] to understand the specific 
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effects of different components of the electrical signals in SCS treatment. Before 
paresthesia-free SCS, common frequencies used in clinical and animal models 
ranged from 50 to 60 Hz, since referred to as conventional SCS. Due to the lack of 
agreement regarding the optimal frequency and stimulation intensity to maximize 
analgesia, these authors hypothesized that kilohertz-level SCS and conventional 
50Hz SCS might differently activate gate-control mechanisms and affect peripheral 
afferent conduction properties [53].

Using the SNL rodent model of neuropathic pain, the authors evaluated 
intensity-dependent (20%, 40%, and 80% MT) pain inhibition of SCS at various 
frequencies (50 Hz, 1 kHz, and 10 kHz) while maintaining the PW constant (24 
μs). They further compared the effects of conditioning stimulation of the dorsal 
column, the primary structure targeted by SCS, at 50 Hz and 1 kHz on the conduc-
tion property of afferent Aα/β-fibers and inhibition of dorsal horn wide dynamic 
range (WDR) neuronal responses.

In their experiments, Guan and coworkers [53] advanced a custom-made quad-
ripolar epidural SCS electrode up to the T10-12 spinal levels, via a small laminec-
tomy at the level of T13. Mechanical hypersensitivity was assessed by determining 
the PWT using von Frey filaments. To further evaluate clinical conditions in the 
SNL model, the authors choose stimulation intensities set at either 20%, 40%, or 
80% of the MT to test the effect of the described frequencies on pain-like behavior. 

Figure 3. 
Heat map of mean module eigengene values for modules with significantly different comparisons (FDR-p < 
0.2) between SNI untreated animals (No-SCS) and naïve animals. A total of 23 modules out of the total 39 
are affected. Asterisks (*) indicate significantly different module eigengene values when comparing the SCS 
treatment to untreated animals (No-SCS). R is the Pearson coefficient for the correlation between eigengene 
values for naïve and each of the other groups. A negative value indicates an opposite trend. DTMP: differential 
target multiplexed programming; LR: low rate; HR: high rate; SCS: spinal cord stimulation. Reproduced from 
reference [50].
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Stimulation was conducted for 30 mins on days 12, 13, and 14 (week 1) and days 19, 
20, and 21 (week 2) post-SNL. Behavioral testing was done at time 0, 15 (within the 
activation of SCS), 30 (end of stimulation), and 60 min. A cross-over design was 
implemented to avoid the order effect while switching the different frequencies.

Interestingly, rats exposed to 10 kHz SCS at 80% MT often exhibited signs of 
discomfort. For comparison, a small number of animals were implanted, but not 
stimulated, and served as a stimulation sham. When stimulation was applied at 
20% MT, the effect was marginal for all the tested frequencies. The average mean 
PWT across the three treatment days was increased from the pre-stimulation 
level in all SCS groups but was statistically significantly higher than that of sham 
stimulation only in the 1 kHz and 10 kHz groups. Notably, there was a trend for 
SCS induced inhibition to increase gradually from the first to the third treatment 
in all groups. When using 80% MT the mean PWT was significantly increased 
from the first day of stimulation in both the 1 kHz and the 10kHz SCS groups. 
Of notice, the mean PWT in the 1 kHz and 10 kHz were both higher than that of 
the 50 Hz group on the first day of stimulation. The inhibitory effect of 50 Hz 
stimulation increased progressively during the second and third days of stimula-
tion. The authors concluded that the SCS analgesia in SNL rats depends on both 
intensity and frequency, and high-intensity kilohertz level SCS provides earlier 
inhibition of mechanical hypersensitivity than conventional 50 Hz SCS. These 
results imply that analgesia from kilohertz and 50 Hz SCS may involve different 
mechanisms.

In a follow-up report, Guan and coworkers [54] explored how charge delivery 
affects pain inhibition by different frequencies at intensities that seem to be below 
the sensory threshold (40% MT), and which component of stimulation runs the 
therapeutic actions. Epidural electrodes were implanted 5 to 7 days post-SNL, in 
a similar fashion described by this group previously [53]. Based on the frequency, 
PW, and intensity, the authors calculated the charge-per-pulse, duty time, and 
charge-per-second. Then, four patterns of high-dose subthreshold active recharge 
biphasic signals at different frequencies with similar duty times were produced by 
adjusting the PW (200 Hz with 1 ms PW, 500 Hz with 0.5 ms PW, 1.2 kHz with 0.2 
ms PW, and 10 kHz with 0.024 ms PW). Finally, the authors included one 50 Hz 
with 0.2 ms PW at subthreshold and a sham (no SCS) group. Because clinical and 
animal data suggest that subthreshold SCS may have a slower onset, stimulation 
was carried for 120 mins (one session per day) from days 14 to 17 (week 1). The 
behavioral response was determined by measuring the PWT 30 mins pre-SCS, 
at 0, 30, and 60 mins during SCS, and 0, 30, and 60 mins post-SCS to evaluate 
carry-over effects. In those groups that showed increased tolerance to mechanical 
hypersensitivity, the peak effect appeared at 60 to 90 mins after initiation of SCS 
and faded shortly after the stimulation was completed. The onset of significant 
PWT increase was observed from day one in the 200 Hz and 10 kHz groups and was 
observed on day two in the 1.2 kHz group. Although 200 Hz SCS had the longest 
PW, the highest charge-per-pulse and the lowest charge-per-second, and 10 kHz 
had the shortest PW, the lowest charge-per-pulse, and the highest amplitude and 
charge-per-second, the two groups provided comparable improvements in PWT. 
These findings suggest that the efficacy of the inhibitory effect is not correlated 
to the difference in individual SCS parameters (frequency, PW) but is positively 
correlated with the electrical dose. Probably, the most interesting finding is that at 
subthreshold SCS amplitudes, mechanical hypersensitivity was not only inhibited 
by 10 kHz but also at lower frequencies (200 Hz). The authors concluded that using 
low-frequency subthreshold SCS and longer PWs, could be a more energy-efficient 
stimulation paradigm for inhibition of mechanical hypersensitivity when compared 
with 10 kHz SCS.
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2.4 SCS in a chemotherapy-induced neuropathic pain model

The administration of chemotherapy agents for the treatment of cancer often 
results in the onset of neuropathic pain due to peripheral nerve damage. Recently, 
Sivanesan et al. [55] reported on the efficacy of SCS in reducing mechanical and 
thermal hypersensitivity in a rodent model of chemotherapy-induced peripheral 
neuropathy (CIPN). The chemotherapeutic paclitaxel (PTX), common in the 
treatment of ovarian, breast, and lung cancers, can induce painful peripheral 
neuropathy even at therapeutic dosages. Often this pain is severe enough to neces-
sitate a reduced dose of PTX and persists after cessation of the drug in nearly a 
third of cases. Other chemotherapeutic agents, including platinum-based agents, 
and proteasome inhibitors like bortezomib, are also known to induce similar 
 neuropathies [56].

Induction of the model began by acclimation of a group of adult male rats that 
were divided into three groups: (1) SCS + PTX, (2) PTX, or (3) naïve. Behavioral 
testing consisted of assessments of mechanical hypersensitivity (von Frey fila-
ments) and thermal hypersensitivity (via dry ice application) of the hind paws.

Animals assigned to receive SCS underwent a T13 laminectomy and were implanted 
with a quadripolar miniaturized lead in the dorsal epidural space corresponding to the 
T13-L1 spinal cord. Stimulation parameters were set to conventional settings with 50 
Hz frequency, 0.2 ms PW, and current intensity at 80% MT. Subsequently, animals in 
the PTX and SCS + PTX groups were administered 1-2 mg/kg PTX, via intraperitoneal 
(i.p.) injection, every other day for four days. Naïve animals received i.p. injections of 
the vehicle used in the PTX groups. SCS was administered daily for 6-8 hours over the 
course of two weeks. To substantiate whether SCS can avert the development of CIPN, 
PTX was administered at the same time as the stimulation. Implanted animals that did 
not receive SCS treatment were included as control animals.

Rats developed hypersensitivity one week after the first administration of PTX 
that was sustained for 25 days. Interestingly, early administration of SCS attenu-
ated the development of mechanical hypersensitivity associated with neuropathic 
pain-like behavior induced by administration of PTX (Figure 4). SCS did not fully 
recover to the PWT in naïve animals, but the preemptive effect of SCS is notewor-
thy. Early application of SCS also prevented the development of cold hypersensitiv-
ity. It is also important to note that the analgesic effect of SCS persisted for at least 
2 weeks after stopping SCS treatment.

Figure 4. 
Mechanical hypersensitivity (left) and cold thermal hypersensitivity (right) of animals treated with SCS (SCS 
+ PTX), untreated (PTX) and naïve. The patterned box indicates the time of PTX administration. The black 
box indicates the time of SCS administration. * indicates significant differences (p < 0.05) relative to naïve, # 
indicates significant differences (p < 0.05) relative to PTX + SCS. Values obtained from reference [55].
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L3-L6 spinal cord tissue was harvested 17 days after SCS was applied, and RNA 
in the samples was sequenced to investigate changes in gene expression and biologi-
cal processes of treated, untreated, and naïve animals. It was found that some genes 
associated with mechanosensation, neuroimmune response, and glial activation 
were affected by the CIPN model. The authors hypothesized that repetitive dosing 
of SCS increased the expression of genes that enhance adenosine-related activity, 
which has been shown to enhance pain inhibition by SCS when using the CCI model 
[14]. The authors also observed that SCS downregulated GABA reuptake-related 
genes, which is consistent with a previous observation in rats after sciatic nerve 
injury [57]. They postulated that downregulation of genes such as Gat3 (a GABA 
transporter expressed by glial cells) by SCS may increase GABAergic signaling that 
inhibits neurotransmission in CIPN rats. The GABAergic inhibition of excitatory 
neurotransmitters may involve then the suppression of calcium influx into presyn-
aptic terminals, which is regulated by astrocytes.

2.5 SCS in a model of painful diabetic neuropathy

Originally developed in the early 1960’s for studying diabetes mellitus, the 
streptozotocin (STZ)-based painful diabetic neuropathy model (SPDN) uses an 
antibiotic derived from Streptomyces achromogenes to selectively kill insulin secreting 
β-cells in the pancreas [58]. The results replicate symptoms seen in type 1 diabetes 
including dysregulation of blood glucose, decreased body weight, and peripheral 
artery disease leading to painful diabetic neuropathy.

Early investigations with this model to study the effects of SCS were conducted 
by Wu et al. [59] to explore the effect of SCS on blood flow in the periphery. Adult 
male rats were divided into two groups: (1) diabetic rats and (2) non-diabetic rats. 
Diabetic rats were injected with 50 mg/kg streptozotocin i.p., while the non-
diabetic animals were injected with an equivalent volume of vehicle (citrate buffer). 
Animals were monitored weekly for weight loss and blood glucose levels. After 
four weeks, animals were tested for vasodilation in response to SCS provided via a 
spring-loaded unipolar ball electrode placed on the right or left side of the subdu-
ral face of the dorsal columns at the L2-L3 spinal segments. SCS was set to 50 Hz 
frequency, 0.2 ms PW, with monophasic rectangular pulses. Current was applied 
for 2 minutes at 30, 60, or 90% of the MT. It was found that MT in diabetic rats was 
significantly higher than in non-diabetic rats, and that SCS at the largest intensity 
attenuated SCS-induced vasodilation in diabetic rats. Furthermore, increasing SCS 
from 30% to 90% of MT increased blood flow in non-diabetic rats but not in dia-
betic rats. The study suggested that SCS-induced vasodilation improves peripheral 
blood flow, although this seems partially impaired in the diabetic animals.

In a later study, van Beek et al. [60] utilized the SPDN model to explore the 
effect of increasing the stimulation frequency on mechanical hypersensitivity 
induced by the model. In this study the dosage of STZ was increased to 65 mg/kg, 
to ensure the development of type-1 diabetes in four days instead of four weeks. 
Animals were implanted with a quadripolar lead via a T13 laminectomy into the 
dorsal epidural space of the T10-T12 spinal cord. Stimulation parameters were set 
to 200 μs PW, intensity at 67% MT and frequency at either 5, 50, or 500 Hz. Sham-
stimulated animals were used as controls. SCS sessions were 40 minutes/day for 
four consecutive days. It was found that SCS at all frequencies alleviated mechanical 
sensitivity similarly, but stimulation at 500 Hz elicited a delayed response.

In other study, van Beek et al. [61] utilized the SPDN model to evaluate the 
long-term efficacy (10 weeks) of conventional SCS treatment. As before, the SPDN 
model was induced in male rats using an i.p. injection of 65 mg/kg STZ. Animals 
were monitored for weight loss and blood glucose to establish response to the model. 
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An internally implanted pulse generator fitted with a quadripolar lead was required 
due the longer duration of the study. The quadripolar lead was implanted via a L1 
laminectomy into the dorsal epidural space of the L2-L5 spinal cord. Stimulation 
parameters were 50 Hz frequency, 210 μs PW, intensity at 67% of the MT, 12 h/day 
for four weeks. A group of implanted SPDN animals sham for SCS were included as 
a control. The results indicate that long-term conventional SCS decreases mechani-
cal hypersensitivity even after cessation of SCS in the SPDN model (Figure 5).

3. Animal models of SCS for inflammatory pain

The injection of a chemical inflammatory agent in a skin dermatome has been 
effectively used for the study of the mechanism of acute and persistent inflammatory 
pain [62]. Such agents include solutions of formalin, complete Freund’s adjuvant, or 
carrageenan (CAR). The CAR model has been adapted to study the effect of SCS in 
inflammatory pain in the limbs of rodents. Cui et al. [63] reported the first account 
of the utilization of a carrageenan-based model of chronic nociceptive pain coupled 
to SCS. The pain model was adapted from Woolf and Doubell [64] and consisted of 
the injection, under standard halothane anesthesia, of 0.15 mL solution of carra-
geenan lambda (in 0.9% saline to a concentration of 1%) in the mid plantar part of 
the hind paw. The inflammatory agent induces an edema at the site of injection and 
decreases the threshold for paw withdrawal or vocalization to mechanical stimuli 
in the affected area. Adult male Sprague-Dawley rats epidurally implanted, under 
anesthesia, with a monopolar cathode (2 x 3 mm2) placed retrograde in the L1-L3 
vertebral region via a laminectomy in T11. The anode was placed subcutaneously in 

Figure 5. 
Effect of conventional SCS on mechanical hypersensitivity in a diabetic neuropathic pain model. * indicates a 
significant difference (p < 0.05) relative to No-SCS. Values obtained from reference [61].
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the supravertebral region adjacent to the cathode. Rats were allowed to recover for 3 
days post-surgery before any experimentation. Current-controlled SCS was applied 
using a pulsed signal with a width of 200 μs at a frequency of 50 Hz. The intensity 
was set to 67% of the MT and was on average 1.0 (± 0.3) mA. These parameters 
correspond to those used clinically during conventional SCS therapy. Treatment was 
applied for 30 minutes at 3 h, 1, 3, 5, 7 and 9 days after injection of the CAR solution. 
SCS was also applied to another group of animals 3 days (30 minutes/day) before 
injection besides the timepoints after injection. The study also included control ani-
mals that were injected with CAR but were not implanted with the SCS system, and 
animals that were subjected to SCS but were not injected with CAR. The extent of 
local inflammation was determined by measuring the circumference of the metatar-
sal region and mechanical sensitivity was measured by recording paw withdrawal or 
vocalization upon applying pressure to the affected paw. A pressure gauge measured 
the force (in g) that elicited the withdrawal or vocalization response.

The mean circumference of the edema at the paw was around 30 mm before 
injection (no edema) and increased to a maximum at around 43 mm 3 hours after 
injection. The edema gradually decreased back to baseline at day 7-9 post-injection. 
The mean paw withdrawal/vocalization threshold was 215-220 g before CAR 
injection and decreased to 77 g at 3 hour after CAR injection. Mechanical hypersen-
sitivity reduced gradually and reached baseline at around day 7 post-injection. The 
reduction in mechanical hypersensitivity correlated well with the reduction in the 
edema (Figure 6). The application of 30 min of SCS at every time point produced 
a significant increase of the size of the edema until day 5 post-injection (Figure 7). 
However, mechanical sensitivity was only significantly increased by SCS at the 3h 
point after CAR injection. At day 3, mechanical sensitivity was reduced signifi-
cantly relative to the pre-stimulation value and was similar at days 7 and 9 post-
injection. Authors reported that application of SCS pre-emptively did not provide a 
beneficial effect. Application of SCS in the absence of the inflammatory insult did 
not produce significant changes in circumference size and mechanical sensitivity.

Authors concluded that this model is a representation of subacute pain between 
the third day post CAR injection and the 14th day, which is concomitant to the 
invasion of different types of inflammatory cells, while the stage previous to the 

Figure 6. 
Correlation between edema size resulting from CAR injection as measured by the mean circumference of 
the metatarsal level of the paw and the change in the threshold force (g) that elicits paw withdrawal or 
vocalization. Labels by every post-injection point indicates the time point. The values at days 7 (7d) and 9 (9d) 
post-injection are the same as the pre-injection values. Values obtained from reference [63].
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third day post-injection represents an acute pain phase. It was surprising to observe 
that the SCS signal applied in this study increased the size of the edema as well as 
mechanical sensitivity in the early stage of the acute phase. However, the increase in 
hypersensitivity was not likely causal to the edema, and rather may be due to plas-
ticity changes in the dorsal horn as a result of the stimulating signal and the acute 
inflammatory process. Once the inflammatory processes have settled in during the 
subacute phase, authors hypothesized that SCS provides an analgesic effect due to 
the inhibition of neuronal hyperexcitability due to A fiber-mediated wind up.

Years later, the same group reported [49] on using the CAR-based inflammatory 
pain model to assess the effect of signal rate at low intensities in the acute stage 
of the model. This was motivated by a shift in SCS paradigm resulting from the 
clinical introduction of a SCS therapy that provided pain relief at intensities below 
the perception threshold, thus removing the need for paresthesia overlap of the 
painful dermatome required by conventional SCS which operates at low frequency 
(50 Hz), in contrast to the high frequency (10 kHz) used by the novel therapy. The 
authors utilized signals at 50 Hz (conventional frequency), and 10 kHz, which is 
referred to as high frequency SCS (HF SCS). In the same report, the authors also 
studied the effects on HF SCS (500 Hz, 1 kHz, and 10 kHz) on the SNI model, 
which was allowed to develop more chronically (2 weeks after nerve injury) before 
SCS intervention. In this work, authors used male adult Wistar rats, which were 
injected with 0.15 mL of a 1% saline solution of CAR in the hind paw as previously 
described [63]. Animals were implanted with a SCS system consisting of a paddle 
lead with four circular poles (0.9-1.0 mm diameter) spaced by 1.8-2.0 mm, which 
was introduced epidurally via laminectomy at the T13 vertebral level and placed 
anterograde to cover the T10-T12 levels. This was a variation from the previous 
report [63]. Animals were left to recover from surgery for 48 hours before any 
additional experimental intervention. Pain-like behavior was tested before injection 
(baseline, before stimulation and after 120 minutes of SCS at days 1, 2 and 3 after 
CAR injection. The test consisted of applying force progressively with clamping 
forceps (algometer) terminated in a blunt tip in the affected paw until the animal 
withdraws the paw. The algometer was equipped with a pressure gauge that reads 
the force exerted (in g) at the threshold of paw withdrawal. In contrast to the previ-
ous study by this group, the circumference of the metatarsal level of the paw was 
not measured, so the effect of SCS frequency on the edema was not determined. SCS 
was distributed to the four contacts in the paddle lead using adjacent bipoles (+-+-, 
rostral to caudal). Conventional SCS (50 Hz) used monophasic pulses 200 μs wide 
and current-controlled intensity set to 80% of the MT, corresponding to intensities 

Figure 7. 
Change in the edema size (left) and mechanical hypersensitivity (right) as a result of 30 minutes/day of SCS. A 
positive change in withdrawal threshold is equivalent to a reduction in hypersensitivity. * indicates a significant 
difference (p < 0.05). Values obtained from reference [63].
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in the 0.48 to 0.64 mA range. The HF-SCS (10 kHz) monophasic pulses were 24 μs 
wide with intensities set in the range 0.3-0.4 mA, which correspond to 40-50% of 
the MT, which were defined as subparesthetic based on observation of behavioral 
responses. Untreated animals served as control. Mean paw withdrawal threshold 
was 72 g before injection and decreased to around 19 g 1 day after CAR injection. As 
expected, for this model, the mean withdrawal threshold gradually increased reach-
ing around 30 g and 56 g at days 2 and 3 post-injection, respectively (Figure 8).

Neither conventional SCS nor HF-SCS provided a significant improvement of 
acute inflammatory pain over the course of 3 days, although it is worth mentioning 
that, in contrast, their previous work reported a significant difference at 3 days post 
CAR injection. The authors did not comment on their counter results, but is plau-
sible that the position of the lead, which was reported to be a differing factor may 
have influenced the outcome. A lumbar location may modulate neural circuits of 
the hind paw more effectively than a thoracic location used in this study. The find-
ings for the acute inflammatory pain were similar to what was found when healthy 
animals were subjected to SCS and a test of acute pain (pinch force with a pointy tip 
in the algometer), but in contrast to the results observed in the neuropathic chronic 
pain model, in which 120 minutes of both conventional and HF-SCS treatments 
reduced mechanical hypersensitivity significantly. Thus, it can be concluded from 
the study that neither HF-SCS nor conventional SCS provide relief from acute 
inflammatory pain (as well as acute nociceptive pain), in agreement with previous 
clinical and well-controlled observations [65–67] and had led to the establishment 
of a segmental mechanism of action in which SCS works by modulating conduction 
of dorsal column fibers within a particular segmental circuitry that has reached 

Figure 8. 
Effect of SCS treatments on acute inflammatory pain. Values obtained from reference [49].
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a level of central sensitization during the establishment of chronic pain due to a 
peripheral injury, such as in the SNI model of neuropathic pain tested.

Recently, Sato et al. [46] reported the utilization of a CAR-based model to study 
the effect of conventional SCS on joint inflammatory pain. This group had previ-
ously found [68] that the unilateral intraarticular anterior injection of 0.1 mL of a 
3% solution of lambda carrageenan (type IV, dissolved in 0.9% saline) into the left 
knee joint of rats induces pain-like behavior that manifests as increased thermal (hot) 
and mechanical hyperalgesia in the ipsilateral hind paw and knee. The model can be 
used to evaluate acute or chronic onset of inflammatory pain. In their recent work, 
they implemented this joint inflammatory pain model to test the effect of short doses 
(15 min/day) of conventional SCS (60 Hz, 250 μs PW, intensity at 90% of the MT) 
on thermal and mechanical hyperalgesia using an acute stage of the model. The SCS 
system had been previously described [48, 69] and consisted of a stimulation lead 
epidurally introduced, under anesthesia, via laminectomy at the T13 vertebral level 
and positioned rostrally. The authors did not provide details on the lead design and 
final position of it relative to spinal levels within the epidural space. Lead wires were 
tunneled to an internal neurostimulator (Interstim iCon, model 3058, Medtronic Inc., 
Minneapolis, MN) implanted subcutaneously in the left flank. This allowed animals 
to roam freely in their cages while being stimulated. Animals were tested for both 
paw and knee withdrawal to noxious mechanical stimuli before CAR injection, and 
30 min before and after SCS (15 min) on days 1, 2, 3, and 4 after injection. Paw with-
drawal thresholds were obtained using von Frey filaments with bending force in the 
range 1-402 mN applied to the plantar surface of the paw ipsilateral to the affected 
joint. Measurements in the contralateral paw served as internal controls. Knee 
withdrawal thresholds were measured by compressing the affected extended knee 
with a pair of calibrated forceps (30 mm2 tip) until the knee was withdrawn due to 
the applied force. Mean paw and knee withdrawal thresholds are shown in Figure 9.

An acute application of conventional SCS, as applied in this work, improved 
mean withdrawal thresholds significantly relative to the pre-SCS state, implying that 
conventional SCS may be used to treat acute inflammatory pain. The study did not 
address the effects of a chronic inflammatory state, which is achievable with this CRA 
model. Similar to what was reported for effects on the SNI neuropathic pain model, 
the effect is reversible and reproducible over the different days of treatment. It has 
been established that SCS modulates inflammatory processes in the stimulated area 
of the spinal cord that contain neural circuits associated with the painful areas. These 

Figure 9. 
Effect of SCS treatments on acute inflammatory joint pain as reflected in the ipsilateral paw and knee. 
All post-SCS values are significantly increased (p < 0.05) relative to Pre-SCS values. Pre-SCS values are 
significantly reduced relative to pre-injection. There is no significant difference between treatment days. Values 
obtained from reference [46].
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neural circuits contain neurons and other abundant non-neuronal cells that are highly 
involved in the establishment and chronification of pain, even at early stages. It is quite 
interesting to note that the effect of SCS sets in as early as 1 day to alleviate hyperal-
gesia associated with acute knee inflammation, which was not observed by Linderoth 
and coworkers when inflammation was elicited in the hind paw [49, 63]. It is plausible 
that the circuits operating in the thoracic region for inflammation of the hind paw are 
not as effective for SCS, in contrast to treat inflammation of the knee joint.

4. Animal models of SCS for ischemic pain

It has been established that SCS modulates vasodilation in the lower limbs 
and feet dermatomes associated with vertebral segments being stimulated [70]. 
This has justified SCS as an alternative treatment for nociceptive pain and associ-
ated symptoms related to advanced cases of peripheral arterial occlusion disease 
(PAOD), which leads to ischemia and the subsequent neuropathy due to the lack of 
blood supply to nerve terminals. Other clinical uses of SCS related to vasodilation 
modulation include Rynaud’s syndrome and angina pectoris. In the absence of a pain 
model related to PAOD, animal models that measure the modulation of blood flow 
and vasodilation have been used to demonstrate the mechanism of action of SCS 
treatment of peripheral vascular diseases. Although there is no evidence that SCS is 
effective on acute nociceptive pain, the modulation of vasodilation is hypothesized 
as the mechanism of action for relieving ischemic conditions and recover the flow 
of nutrients into the affected nerve terminals. Linderoth and Foreman’s groups have 
collaborated to measure the effect of low rate SCS on blood flow changes in the skin 
dermatomes of the hind paws of anesthetized rats. In one experiment [71], a spring-
loaded monopolar ball cathode was placed in the subdural surface of the L1-L3 dorsal 
columns (left or right) of anesthetized rats to assess the role of SCS in modulating 
the sympathetic autonomous system. SCS monophasic pulses (50 Hz, 200 μs PW, 
66% of the MT) were applied for 2 minutes. Blood flow was monitored using laser-
based doppler probes placed in the glabrous surfaces of the hind paws ipsilateral and 
contralateral to the stimulation. Another group of animals was subjected to total 
sympathectomy, while the other was subjected to the ganglionic transmission blocker 
hexamethonium. In a separate experiment [72], the effect of SCS on the sympathetic 
nervous system was determined by evaluating the role of ganglionic transmission 
(with hexamethonium blockade), alpha-adrenergic receptors (phentolamine or 
prazosin blockade), beta-adrenergic receptors (propanolol blockade), and adrenal 
catecholamine secretion (adrenal demedullation) in paralyzed anesthetized animals. 
The left L1-L2 vertebral region was stimulated epidurally with a monopolar ball 
cathode (0.9 mm diameter) that delivered pulses at 50 Hz, 200 μs PW, and 0.6 mA 
of intensity. Blood flow was monitored using laser Doppler probes in each hind 
paw. Although both studies concurred that SCS increases peripheral blood flow in 
the ipsilateral limb by about 200% concomitant to a reduction of flow resistance of 
~50%, there were disagreements in the role of sympathetic contributions, which 
prompted the formulation of a second hypothesis involving the antidromic activa-
tion of the release of vasodilators, such as calcitonin gene-related peptide (CGRP) 
and nitric oxide. A further report [73] explored the effect of SCS pulse rate on blood 
flow, finding that pulsing at 500 Hz provided a significant increase of vasodila-
tion relative to pulsing at 200 Hz and 50 Hz at similar pulse widths and intensities. 
The frequency effect seems to be related to increased release of CGRP, induced by 
activation of fibers containing the capsaicin receptor (TRPV-1). In conclusion, the 
reduction of nociceptive lower limb pain due to ischemia has been indirectly associ-
ated with SCS-induced vasodilation that provides an increase in blood flow and 
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the concomitant decrease of flow resistance in the affected limb. It is plausible that 
vasodilation is due to the release of agents CGRP and nitric oxide from the stimulated 
fiber afferents and at some extent by modulation of the sympathetic nervous system.

5. Translational equivalence of animal models

Besides rodent (mostly rat) models, there have been reports of SCS effects on 
ovine models of neuropathic pain. As presented in section 2.1 above, Reddy et al. 
[17] reported on the utilization of female sheep to develop a CCI model to study the 
effect of tonic SCS. The advantage of using a large animal model is that it provides a 
way to bridge the translation of SCS parameters toward clinical application for lon-
ger exposures in anatomical environments that are more similar to that of humans. 
These authors found that the model provided a significant reduction of mechanical 
hypersensitivity upon continuous SCS for one week. A closer examination of the 

Figure 10. 
Top row: Mechanical hypersensitivity of rats subjected to SCS with a DTMP approach in comparison with 
untreated animals (No SCS) and corresponding areas under the curve (AUC). Bottom row: equivalent 
measurement obtained from sheep. * denotes significant differences (p < 0.05) between treated and untreated 
animals.
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reported data for 5 animals, reveals that one of them was a non-responder to the 
pain model since there was not a decrease of the limb withdrawal threshold (WT). 
If data from this animal is discarded, the CCI model reduced the WT to a mean 51% 
(± 6%) relative to the mean WT of the control measurements in the contralateral 
limb. The mean WT of the responders after SCS corresponded to 85% (± 13%) 
of the mean WT of the control. This is consistent with the findings in rodents, 
although a direct comparison is not possible because there are not reports on rodent 
CCI models with continuous SCS.

Vallejo et al. [74] reported on a comparison of the effect of SCS based on the 
DTMP approach on a rat and sheep models after 24 and 48 h of continuous treat-
ment. The pain model in the rats was the SNI as previously described [42, 43], while 
the sheep model is the equivalent peroneal nerve injury (PNI) developed by Wilkes 
et al. [75] and adapted for SCS by implanting a cylindrical octapolar human-grade 
lead (1.3 mm diameter) in the L1-L3 epidural space. DTMP consisted of multiplex-
ing 4 pulsed signals with frequencies in the 50 Hz to 1.2 kHz and PW of 200 μs at 
an intensity of 50% of the MT. Mechanical hypersensitivity was obtained before 
starting SCS, as well as at 24 h and 48 h of continuous SCS, using an electronic von 
Frey anesthesiometer. In order to compare rodent and ovine results, the WT were 
normalized to the pre-SCS values (Figure 10). Rodent data is for individual subjects 
(N = 13). Ovine data is from two sheep that were evaluated in a crossover experi-
ment, in which one sheep was stimulated while the other one served as a No-SCS 
control. After a one-week break for washing out the effects of SCS, the animal that 
had not been treated was subjected to SCS while the other one was the No-SCS 
control. This process was repeated until obtaining a set of six measurements.

DTMP significantly relieved mechanical hypersensitivity in the rat model 
equivalent to 78.6% at 24h and 77.3% at 48 h in the rat model relative to the pre-SCS 
and No-SCS measurements. Similar effects were seen in the sheep model where 
the decrease in mechanical hypersensitivity was 84.8% at 24h and 73.7% at 48 h. 
These results demonstrate translational equivalence between two animal models of 
neuropathic pain for the first time.

6. Conclusion

Certain limitations exist in the development of animal models that simulate 
human pathological conditions of pain. For instance, the most common clinical 
indication for SCS has become the treatment of intractable neuropathic pain of 
the lower back and legs, largely associated with failed surgical spine interventions 
(failed back surgery syndrome, FBSS), which causes axial back pain that radiates to 
the limbs in a unilateral or bilateral manner. The existing rat models of neuropathic 
pain, which are described in this chapter, are mostly peripherally induced (nerve 
injury) and test the manifestation of mechanical hypersensitivity in the paws, not 
necessarily in the leg of the animals. An animal model that resembles FBSS has yet 
to be developed. Such peripheral nerve injury models, however, resemble symptoms 
found in other pain-related syndromes such as complex regional pain syndrome 
(CRPS), which are also indicated for SCS treatment in humans. Despite these 
limitations, the existing models have proven extremely useful to understand the 
effects of various modalities of SCS on pain-like behavior of the animals, and more 
importantly, on the mechanistic understanding of SCS via the molecular analysis of 
samples obtained from neural tissues (spinal cord, DRG) that cannot be obtained in 
clinical assessments. Such molecular evaluations have made use of pharmacological 
approaches that use the coadministration of neurotransmitters agonists and antago-
nists, opioids, receptor blockers, etc., as well as immunohistochemical analysis 
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that target cellular markers of glial activation. Recent approaches are most robust 
and utilize high throughput transcriptomic and proteomic analysis in combina-
tion with many bioinformatic tools that provide an understanding of the effects of 
SCS on complex biological processes that involve a multitude of proteins and their 
encoding genes. These advancements should provide the field with tools to enhance 
current therapies and improvements on pain diagnostics that could ultimately lead 
to an integral and personalized treatment of painful conditions in humans. Animal 
models will continue to play a crucial role in the development of the science and 
technology of electrical neuromodulation for treating pain.
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Abstract

Glaucoma is a multifactorial, polygenetic disease with a shared outcome of loss 
of retinal ganglion cells and their axons, which ultimately results in blindness. The 
most common risk factor of this disease is elevated intraocular pressure (IOP), 
although many glaucoma patients have IOPs within the normal physiological range. 
Throughout disease progression, glial cells in the optic nerve head respond to 
glaucomatous changes, resulting in glial scar formation as a reaction to injury. This 
chapter overviews glaucoma as it affects humans and the quest to generate animal 
models of glaucoma so that we can better understand the pathophysiology of this 
disease and develop targeted therapies to slow or reverse glaucomatous damage. 
This chapter then reviews treatment modalities of glaucoma. Revealed herein is 
the lack of non-IOP-related modalities in the treatment of glaucoma. This finding 
supports the use of animal models in understanding the development of glaucoma 
pathophysiology and treatments.

Keywords: animal models, rodents, preclinical models, glaucoma, IOP,  
IOP-lowering, optic nerve degeneration, retinal ganglion cells

1. Introduction

Glaucoma is a heterogenous disease with numerous contributing factors including 
environment, genetics, and epigenetics. It is the primary cause of irreversible blind-
ness in the world and the number of patients diagnosed is only projected to increase in 
the coming years. The use of preclinical animal models has exponentially progressed 
our understanding of the underlying pathophysiology of the disease, as well as provid-
ing a platform for generating and testing successful therapeutics. This chapter delves 
into the fundamentals of glaucoma including the pathologies, types, and symptoms 
with a subsequent description of the numerous preclinical animal models of the 
disease and what has been garnered from their study. We will then discuss treatments 
of glaucoma that are either FDA-approved or in development and conclude by sum-
marizing how pre-clinical studies have advanced the development of new glaucoma 
therapeutics.
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1.1 Basics of glaucoma

The eye is an elaborate structure suited to performing its unique function: 
collecting photons of light and converting that to an electrical signal allowing for 
vision. Because light needs to enter the eye without impedance, the cornea and lens 
lack vasculature. However, a source of nutrients and waste efflux is necessary for 
tissue survival. This necessity is answered by way of the aqueous humor, a water-
based filtrate of the blood produced by the ciliary body of the eye. As it flows from 
the ciliary body through the pupil, the aqueous humor carries and bathes the tissues 
with sugars, vitamins, and other necessary supplies for cellular survival while 
carrying the excreted cellular metabolic waste products back to the blood stream for 
removal. The exit path for the aqueous humor is through the trabecular meshwork, 
Schlemm’s canal and supplementary outflow structures (Figure 1A). Any imbal-
ance between aqueous humor production and its elimination can have an impact on 
intraocular pressure (IOP). As they exit the eye, the axons of retinal ganglion cells 
(RGCs) converge and they become the nerve fibers of the optic nerve (Figure 1B) 
[1]. RGC axon degeneration can be induced by both elevated IOP-related changes 
and IOP-independent factors.

Glaucoma, defined as pathological damage to the optic nerve (ON), results in 
visual field defects due to death of the retinal ganglion cells (RGCs) and damage to 
their axons. Glaucoma is the leading cause of irreversible blindness globally. Trends 
predict that by 2040, as many as 111.8 million people worldwide will have this 
disease [2]. Of the approximately 80 million current cases, 11 million are estimated 
to result in complete blindness [3]. Glaucoma’s primary risk factor is elevated 
intraocular pressure (IOP), although some forms of this disease do not include this 
endophenotype.

This disease is classified into the conventional categories of primary open-
angle glaucoma (POAG) and primary angle-closure glaucoma (PACG), as well as 
primary congenital glaucoma, normotensive glaucoma (NTG), and pigmentary 
dispersion glaucoma. Other rare types exist, such as exfoliation glaucoma and 
traumatic glaucoma. The most important modifiable risk factor for onset and 
progression of glaucoma is elevated IOP, although normotensive glaucoma 
patients suffer from vision loss in spite of their IOP being in the normal physi-
ological range, highlighting the complexity of this disease. In other subtypes of 

Figure 1. 
Aqueous humor dynamics and retinal ganglion cells: two areas of glaucoma-related research. (A) The aqueous 
humor is produced by the ciliary body and exits through the trabecular meshwork and other outflow structures 
leaving the eye and entering the blood stream (flow shown in blue). (B) The axons of the retinal ganglion 
cells (blue) form the optic nerve and run through the lamina cribosa as they exit the eye. In glaucoma, retinal 
ganglion cells and their axons can be damaged due to IOP-related or IOP-independent mechanisms. Figures 
modified from Li, et al. 2012. Courtesy: National Eye Institute, National Institutes of Health.
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this disease, glaucoma can also result from a variety of IOP-related mechanisms 
due to structural alterations that inhibit outflow of aqueous humor. These include 
trabecular meshwork obstruction by foreign material, trabecular endothelial cell 
loss, loss of phagocytic activity of the trabecular meshwork, loss of giant vacuoles 
from the endothelium of Schlemm’s canal and reduced pore size or density in the 
wall of Schlemm’s canal [4].

1.2 Pathophysiology of glaucoma

In the early stages of glaucoma, glial cells in the optic nerve head respond 
to glaucomatous change. IOP-related mechanisms of damage generally include 
obstruction of the trabecular meshwork, morphological changes in astrocytes such 
as enlargement of cell body and processes, as well as upregulation of cytoskeletal 
and extracellular matrix proteins. Studies have demonstrated that remodeling of 
astrocytes and increased deposition of extracellular matrix can occur in some forms 
of experimental glaucoma. Moreover, even a short period of IOP elevation can cause 
hypertrophy, process retraction, and simplification of the shape of astrocytes in 
the optic nerve without changes in gene expression. In addition, the accompany-
ing extracellular matrix deposition is believed to be an early defense mechanism to 
repair or prevent damage to the blood retina barrier [5]. In later stages of glaucoma, 
glial scar formation can occur as a reaction to injury as a method of protection and 
healing. Glial cells recruit immune cells, increasing extracellular matrix deposition 
and inflammatory factors that prevent axonal regeneration [6].

Interestingly, different compartments of RGCs and the optic nerve die by dif-
ferent cellular mechanisms. Specifically, if the RGC axon is cut, the axon distal to 
the lesion degenerates via Wallerian degeneration, while the axon proximal to the 
lesion is removed by a process called dying back. Lastly, the cell body of the axon 
dies via apoptosis [7, 8]. All of which occur among glial scar formation. This process 
of RGC axon loss can be observed in situ during a dilated pupil fundus examination. 
This area of the posterior globe is termed the optic disc with its center termed the 
optic cup. Damage from glaucoma causes destruction of the nerve fibers around the 
rim of this structure and increases the size of the “cup”; an increase in the cup-to-
disc ratio is one of the clinical phenotypes that is used to clinically monitor disease 
progression.

1.3 Classification of glaucoma and early diagnosis in humans

POAG is the most common form of glaucoma and is associated with increased 
IOP [9]. In broad contrast, PACG has a functional trabecular meshwork with 
obstructed access, while the trabecular meshwork in POAG is pathological, but 
open and unobstructed. The initiatory event of PACG is thought to be a blockage 
between the pupillary portion of the iris and the anterior lens surface, which is 
correlated with mid-dilation of the pupil [10]. Primary congenital glaucoma, often 
associated with autosomal recessive disease heritability, results from an abnormal 
development of the anterior segment and angle of the anterior chamber [11]. NTG 
is a disease that is nearly identical to POAG but lacks the increased IOP. Pigmentary 
glaucoma is characterized by accumulation of pigment in the trabecular meshwork 
and corneal endothelium [12].

Because IOP is the only known modifiable risk factor, it is the target of the 
majority of current treatment modalities. Increased age has also demonstrated 
increased risk of ocular hypertension resulting in elevation of IOP and onset 
of POAG [9]. Damage can also ensue from non-IOP-related mechanisms such 
as reduced ocular perfusion pressure, excitotoxicity from excessive glutamate, 
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autoimmune-mediated nerve damage, loss of neurotrophic factors, failure of 
cellular repair mechanisms, and abnormal autoregulation of retinal and choroidal 
vasculature [4]. African-Caribbean descent, near-sightedness, decreased thickness 
of the central cornea, first-degree family history, low ocular perfusion pressure, 
and diabetes are other associated risk factors [13].

The clinical diagnosis of glaucoma relies on recognition of signs of optic 
nerve damage via slit lamp biomicroscopy and examination of the optic nerve 
head, followed by measurement of IOP, assessment of the angle via gonioscope 
and measurement of visual fields. The only directly observable pathology of the 
optic nerve is in the intrascleral portion which can be observed as an increased 
cup-to-disc ratio [14]. Glaucoma can progress over decades if it is not appropri-
ately treated. Because it is not painful unless IOP becomes extremely elevated, 
the early stages of glaucoma often progress undetected. It manifests clinically in 
advanced stages, where it first affects the peripheral vision of the affected eye. 
Unfortunately, the other eye, if unaffected, often compensates for changes in 
the visual field, making most patients unaware of the development and slow loss 
of vision. Early characteristics might be identified as difficulty reading in dim 
light. Due to its asymptomatic and silent onset, assessment of family history and 
frequent clinical assessment is vital. Additionally, assessment of secondary causes 
of IOP elevation can be beneficial in devising a treatment strategy that can include 
medical, laser, and surgical modalities [5].

2. Pre-clinical models of glaucoma

While progress has been made in understanding the genetic pathophysiology of 
glaucoma in humans using genome-wide association studies (GWAS), pre-clinical 
animal models provide an extremely valuable resource for identifying and under-
standing cellular mechanisms of action underlying specific mutations, genetic 
interactions, and ultimately, a knowledge of the disease pathogenesis to better treat 
the condition. They have been used to observe and modify the interplay of genetic 
and environmental factors in complex diseases such as glaucoma. They have also 
been used to develop and evaluate novel therapeutics. This cycle of observation of 
a disease phenotype and therapeutics response in humans, followed by replication 
and in-depth examination in pre-clinical models, with subsequent verification in 
humans, is a bidirectional translation model that is essential to continual forward 
progression of disease and treatment studies (Figure 2). Although there is great 
value to the models that have been created, there remain unmet needs.

There are many factors to consider when selecting an animal species popula-
tion for modeling disease. One is the reproduction of the experimental procedure 
in both the pre-clinical models and humans [15]. For example, in performing an 
electroretinogram (ERG), a measurement of the electrical activity of the retina 
in response to light stimulus, employing the use of anesthetics can affect neuro-
transmission and affect test results [16]. This can become a confounding issue in 
smaller animals which must be anesthetized. Other factors to consider include 
the animal’s body temperature and age. If body temperature decreases enough, 
metabolic processes that affect the chemical reactions necessary for an ERG will 
be decreased, suppressing the amplitude of the ERG, mainly in mice, rats, and 
rabbits due to their body weight to surface area ratio [17]. Age should also be 
considered as it influences amplitudes as well. This has been observed in rabbits 
with younger rabbits exhibiting smaller amplitudes and older rabbits displaying 
larger amplitudes [18]. Obtaining IOP values can also be difficult and the method 
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varies per animal model. In addition, different animal models are susceptible to 
variations from blood pressure, pulse, respiration, anxiety, as well as sedation and 
measurement complications [15].

2.1 Naturally occurring models of primary open angle glaucoma (POAG)

2.1.1 Introduction to naturally occurring animal models of POAG

Many genetic loci containing spontaneous polymorphisms have been identified 
in both human POAG patients and in animals. A few causative genes have been 
identified such as MYOC, OPTN, and WDR36 [11]. Recent studies also postulate 
RGC number is a risk factor with lower numbers found with gene polymorphisms in 
SIX6 (homeobox protein) and ATOH7 (atonal basic helix–loop–helix transcription 
factor 7), both of which are associated with worse outcomes [19–22].

Figure 2. 
The progression of bi-directional translation. (A) A disease phenotype is observed in human patients. (B) The 
observed phenotype is then modeled in a preclinical animal model with as much fidelity to the human condition 
as possible. (C) After rigorous testing in animal models, the outcomes of those tests (pharmaceutical, or other 
therapeutic) are then taken back to the human patients and tested for safety and efficacy. If needed, the process 
repeats. This cycle gives a better comprehension of the disease and how to treat it most effectively.
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2.1.2 POAG in monkeys

Low and high tension POAG was first described in monkeys in 1993. It was 
found to be maternally inherited, and greater than 40% of the models showed 
elevated IOP. They displayed loss of RGCs, degeneration of the optic nerve, and 
damage to the retinal peripheral field. Though while these models are a closer mimic 
to the human condition, they have strong drawbacks including excessive expense, 
care, and more complicated handling procedures [15, 23–25].

2.1.3 POAG in dogs

An autosomal recessive POAG has been studied in beagles. Elevation of IOP was 
seen at 1–2 years of age due to a reduction in aqueous humor outflow. The disease 
was biphasic: early in the disease the iridiocorneal angle was open, followed by 
closure with lens subluxation and displacement from the anterior vitreous patellar 
fossa. The model was used in a genome wide single nucleotide polymorphism array 
study in which the metallopeptidase Adamts10, a candidate gene for POAG, was 
identified. One noteworthy anatomical difference between dogs and humans is that 
dogs have an intrascleral plexus rather than a Schlemm’s canal, which may result in 
minor discrepancies between the two models [11, 15, 26, 27].

2.1.4 POAG in mini-pigs

Mini-pig models have also been used as their retina shows likeness to the human 
retina with holangiotic retinal vasculature, cone photoreceptors in the external 
retina, a similar scleral thickness, and three types of RGCs [28, 29]. This model can 
reproduce IOP elevation and can be used to study ocular regeneration with stem 
cells. Another benefit of this model is its suitability for OCT, corneal topography 
imaging, and ERG analyses [30].

2.1.5 POAG in birds

Avian models of POAG via light induction technique have been described. They 
have shown response to antiglaucoma drugs also, which could be beneficial in drug 
trials targeting IOP [11].

2.1.6 POAG in rodents

Rodent models are valued for their ease of handling and lower management 
costs. They also have a relatively comparable genome to humans. Drawbacks of 
mouse models include the lack of a collagenous lamina cribrosa, although it is 
replaced by one composed of astrocytes. Because the lamina cribrosa is a major 
location of the pathology that causes optic nerve damage, species differences must 
be taken into account [11].

Presently, studies have shown that the mutated human myocilin gene, MYOC 
Tyr437His mutation, causes autosomal dominant severe glaucoma with juvenile 
onset. Mice with a mutation in this same gene develop elevated IOP and 20% RGC 
loss at 18 months, as well as axonal degeneration in the optic nerve and detachment 
of the endothelial cells of the trabecular meshwork [31]. A Col1a1 (alpha-1 subunit 
of collagen type 1) mutation abrogates matrix metalloproteinase-related cleavage, 
necessary for turnover of trabecular meshwork, which leads to aggregation and thus 
increased IOP and RGC death at 24 weeks. This finding infers a correlation between 
IOP regulation and the turnover of fibrillar collagen in the trabecular meshwork [32].
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2.2 Naturally occurring models of PACG

Spontaneous mutations in B10-Sh3pxd2bnee, a rare mutation seen in Frank-ter 
Haar Syndrome, results in glaucoma alongside skeletal and cardiovascular abnor-
malities. The formation of podosomes, which degrade the extracellular matrix, is 
impaired, causing the proliferation of the trabecular meshwork and development 
of iridiocorneal adhesions due to outflow blockage and high IOP resulting in RGC 
loss by 3–4 months in mice harboring the mutation [5]. Spontaneous mutations 
in another gene, the serine protease Prss56, mimic angle-closure glaucoma as the 
ocular axial length is reduced, the lens is large, and thus the angle is narrow [33].

2.3 Primary congenital glaucoma

Congenital glaucoma types include autosomal recessive mutations in CYP1B1 
(cytochrome P450 family 1 subfamily B polypeptide 1) and LTBP2 (Latent-
transforming growth factor beta-binding protein), and autosomal dominant muta-
tions in MYOC (myocilin), OPTN (optineurin), and WDR36 (WD repeat-containing 
protein 36) [5]. Another study adds that the transcription factors FOXC1 (Forkhead 
box C1), FOXC2 (Forkhead box C2), PITX2 (Paired Like Homeodomain 2), LMX1B 
(LIM homeobox transcription factor 1 beta), and PAX6 (Paired box protein)  
contribute to congenital glaucoma [34].

2.3.1 Congenital PACG in rabbits, rats, and cats

Naturally occurring congenital glaucoma was first observed in rabbits in 1886 
[11]. It was also documented in albino New Zealand white rabbits in the 1960s that 
presented with anomalies in the anterior chamber [35–37]. In rats, spontaneous 
congenital glaucoma was seen in 1926 in an inbred family of Wistar-Albino-Glaxo 
rats [38]. This population presents with enlargement of the globe, elevated IOP, 
decreased number of RGCs, and degeneration of the optic nerve head. It has also 
been used in other studies [11]. Feline glaucoma has also been observed with buph-
thalmia and similar phenotypes to human primary congenital glaucoma, though its 
occurrence is rare [39].

2.3.2 Congenital PACG in dogs

Evangelho et al. document that the anatomy of dogs suits the development of 
angle closure because they have reduced ocular axial length, an enlarged lens, and a 
narrow angle [15]. Congenital PACG has been observed in dogs, but it is very rare, 
and has not been used widely for studies of this subtype of glaucoma [11, 40].

2.3.3 Congenital PACG in turkeys

In turkeys, secondary angle closure glaucoma has been observed, presenting 
with buphthalmia, low-grade aqueous cells and flare associated with posterior 
synechiae formation, resulting in pupillary block and iris bombe [41]. It provides a 
functional model for angle closure glaucoma, but it is also rare.

2.4 Pigmentary dispersion glaucoma

Pigmentary dispersion glaucoma, first described in the DBA/2 J mouse in 1978 
presents with a continual increase of IOP until approximately 9 months coupled 
with early onset iris depigmentation. It is caused by spontaneous mutations in 
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tyrosinase-related protein 1 (Tyrp1b) and glycosylated protein nmb (GpnmbR150X) 
[15, 42]. Co-existing mutations in these two genes, leads to pigment dispersion, iris 
atrophy, anterior synechiae, and increased IOP, as well as loss of RGCs and optic 
nerve atrophy that is progressive, even after the IOP returns to lower IOP levels 
in older DBA/2 J mice [43–45]. Similar to humans, it progresses in severity with 
increasing age. Although pigmentary dispersion glaucoma can affect humans, it is 
not linked to mutations in either Tyrp1 or Gpnmb.

2.5 Normotensive glaucoma

Normotensive glaucoma presents with the same characteristics as POAG, but it 
lacks an elevated IOP above the normal physiological range. Speculation concerning 
the mechanism includes lack of blood flow to the optic nerve, vascular spasm, and 
multiple mutations [11]. Recently, some investigators have used the marmoset, a 
small primate, as an experimental glaucoma model. Its advantages include a high 
reproduction rate and a short time to sexual maturation (12–18 months), as well 
as their ease of management and breeding [46]. The transgenic marmoset was 
reported in 2009 as well. Moreover, in 2019 it was documented that aged marmosets 
showed glaucomatous retinal and brain degeneration as well as thinning of the 
lamina cribrosa [46]. They did not have accompanying mutations in glaucoma-
associated genes nor elevation of IOP, which suggest a normotensive glaucoma 
phenotype. It was noted that there was increased oxidative stress and reduced 
brain-derived neurotrophic factor levels, which is neuroprotective for RGCs and 
also reduced in human glaucoma patients [46].

3. Experimentally induced models of glaucoma

To aid in the study of glaucoma-associated optic nerve damage, models have 
been created by directly damaging RGC axons or indirectly through elevation 
of IOP. The optic nerve can be crushed with self-closing fine forceps to cause 
temporally synchronous injury to the RGC axons. This experimental model is 
useful to study the effects of RGC damage, but does not replicate the spontaneous, 
continuous development seen in acute or chronic glaucoma. Kimura et al. advocate 
for experimentally inducible models due to the fact that wild-type animals can be 
used and the experimental condition can be meticulously monitored, as well as the 
progression of disease [46].

3.1 POAG models

IOP can be elevated through direct or indirect blockage of the trabecular mesh-
work via injection of hypertonic saline into episcleral veins, cauterization of the 
episcleral veins, or photocoagulation with an argon laser, which all block outflow 
and induce an elevation of IOP [20].

3.1.1 Laser photocoagulation

Laser photocoagulation has been used as an experimental model in non-human 
primates. This technique damages the trabecular meshwork, which blocks outflow 
of aqueous humor and elevates IOP [47]. It requires three lasers in a 7-day interval 
to increase IOP by 60%. This method is expensive and can cause anterior peripheral 
synechiae, hyphema, and corneal edema. In animals subjected to this procedure, 
it caused loss of RGCs and thinning of the nerve fiber layer, both phenotypes 
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associated with glaucomatous damage in humans [17, 48]. An argon laser with the 
slit lamp can also be used, but only for certain strains of rodents because it can 
cause pigment affinity and variation in elevation of IOP [49, 50]. If laser photo-
coagulation is combined with temporary narrowing of the iridiocorneal angle via 
paracentesis, this results in a sudden, 3-week increase in IOP that is not reflective of 
glaucoma progression in humans, although more acute changes can be evaluated. 
It can also cause ischemia and opacity of the central cornea [51]. To create a more 
chronic elevation of IOP condition, 50 microliters of hypertonic saline solution 
can be injected into the collecting veins of a rat eye to cause sclerotic damage to 
the trabecular meshwork and optic nerve. This is accomplished with specialized 
microneedles and a complex procedure both difficult to execute and to teach. A 
moderate increase in IOP is seen 7–10 days after the procedure and is recommended 
for use in studies exploring neuroprotection [52]. In addition, a nylon suture can be 
used to occlude the vein and cause an increase in IOP [15, 53].

3.1.2 Glaucoma induced by modifying the trabecular meshwork

Topical application or injection of steroids as IOP modulators has also been 
studied in a variety of animals as a mechanism to elevate IOP and mimic POAG 
[20]. Its mechanism of action is not fully delineated but is believed to function by 
stabilization of the lysosomal membrane and the accumulation of glycosaminogly-
cans polymerized in the trabecular meshwork, which creates resistance to outflow 
of aqueous humor. Outflow resistance is further increased by elevated expression 
of fibronectin, elastin, and laminin, which also hinder outflow [15]. Glaucoma 
induced via this mechanism has been studied in a New Zealand rabbit breed 
[54], which demonstrated that the angle of the anterior chamber is an important 
regulatory mechanism of outflow of aqueous humor. It has been used to further 
understand the composition of the trabecular meshwork, as well as identifying its 
components such as glycosaminoglycans, hyaluronic acid, keratan sulfate, heparan 
sulfate, and sulfate-chondroitin [55, 56].

Based on the increased presence of hyaluronic acid in the trabecular meshwork 
induced by steroids, it was demonstrated that a single application of 1% hyal-
uronic acid in rat models induced an elevation of IOP for up to 8 days, proving 
a useful acute model [15]. Though not well understood, this injection causes an 
accumulation of glycosaminoglycans in the trabecular meshwork, which obstructs 
outflow. This model is noteworthy for its low cost, ease of execution, and sus-
tainability as it induces a more chronic hypertensive state and could be used for 
pharmacological studies [15, 57, 58]. As a candidate for animal models, rats have 
similar benefits to mice. There is a comparable elevation of IOP and corresponding 
optic nerve changes as seen in humans [11]. As such, a second steroidal approach 
involves topical dexamethasone used in rats to elevate IOP and study the regula-
tion of myocilin, previously identified as a causative gene of POAG in humans. 
Though the model demonstrated IOP elevation, mRNA levels of myocilin in the 
trabecular meshwork and in proximity to Schlemm’s canal were not different from 
the control [59].

3.1.3 Reperfusion ischemia

An additional model to mimic open angle glaucoma is via induction of reperfu-
sion ischemia by paracentesis in the anterior chamber. In this method, the can-
nulation of the anterior chamber with a microneedle allows precise control of the 
IOP and suppression of blood flow through the retinal and uveal vasculature. This 
causes IOP-induced damage to the RGCs [15, 47].
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3.2 PACG models

Microspheres have been injected to block the trabecular meshwork and emulate 
PACG. The microspheres do not block the pupil, which allows observation of the 
fundus, which makes this a suitable model. However, fluctuations in IOP can limit 
the efficacy as well as location of the microspheres. Yet, elevation of nitric oxide 
in the aqueous humor was detected in neovascular and angle closure subtypes, 
thought to be due to the inflammatory mechanism [15, 60]. Bouhenni et al. also 
writes that there are various rat, mice, and rabbit models of PACG to study the 
effects of elevated IOP on RGCs and the optic nerve. These models have been 
created with techniques such as hypertonic saline injection into the episcleral veins, 
cauterization or ligation of the episcleral veins, or laser photocoagulation as dis-
cussed prior [11].

4. Genetically modified models

Genetically modified models allow for a careful examination of the influence 
of typically a single gene mutation on the onset of elevated IOP, RGC damage, and 
the progression of glaucoma. They allow for manipulation of loci that contribute 
to this multifactorial mechanism but require a longer timeframe of study than 
mechanically induced models [15]. An ideal model should be easily reproducible, 
economical, and closely emulate human pathology [15]. Of all the species, the 
mouse is a very common model due to its low cost, ease of breeding and the vast 
genetic resources that are available. Examples of rodent glaucoma models include 
but are not limited to the following: intraocular injection of RGC toxins; crush 
or transection of the ON; manual elevation of IOP using microneedle injection 
into the anterior chamber; laser photocoagulation of the trabecular meshwork or 
episcleral veins; transgenic mice with specific mutations (reviewed in [11, 61]); 
and bead injection into the anterior chamber. While all of these methods have 
merit, none of them completely mimics the array of human disease presentation, 
and therefore additional models of glaucoma are still an unmet need of the vision 
research community.

4.1 POAG models

Transgenic models have been developed such as the bug eye mutant, the lrp2 
(lipoprotein receptor-related protein 2) mutant, and the wdr36 mutant in zebraf-
ish. The bug eye shows RGC death and high IOP and was used to identify lrp2 as 
the gene responsible for the endophenotypes of elevated IOP, large eyes, decreased 
retinal neurons, activation of RGC stress genes, and optic nerve pathology [62–64]. 
Kimura et al. also reports a P2Y6 (pyrimidinergic receptor) knockout (KO) mouse 
that presents with age-dependent optic nerve and RGC degeneration and impaired 
visual function due to excess production of aqueous humor [46].

4.2 PACG models

Vav2/Vav3 (guanine nucleotide exchange factors) KO mice mimic human spon-
taneous development of glaucoma, but there is poor understanding of the patho-
physiology. These models develop buphthalmia and the iridiocorneal angle changes 
before 6 months of age and ultimately chronic angle closure glaucoma occurs [65]. 
They have additionally been identified as candidate genes for a sub-group of open-
angle glaucoma in the Japanese [20]. Bouhenni et al. find three notable features of 
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this model: first, elevated IOP occurs naturally in this model; second, the incidence 
of this phenotype is high and occurs at a reasonably young age; third, human 
hypotensive glaucoma treatments have shown IOP-lowering effects in this model 
[11]. This makes this model useful for targeting molecular mechanisms in develop-
ing understanding of the pathophysiology.

4.3 Primary congenital glaucoma models

Knockout of Foxc1 and Foxc2, genes involved in embryonic and ocular devel-
opment, in mice causes death during the embryonic or neonatal periods [66]. 
Heterozygous Foxc1+/− mice have defects in ocular drainage structures, but do not 
see elevation of IOP. Moreover, Cyp1b1 KO animals develop ocular defects compara-
ble to human congenital glaucoma, presenting with rudimentary Schlemm’s canal, 
abnormalities in the trabecular meshwork, adhesion of the iris to the trabecular 
meshwork and peripheral cornea [15]. Another model was described in an albino 
quail population with a similar phenotype, but due to small size, limited availability, 
and difficult clinical translation, it is rarely used [11].

4.4 Normotensive glaucoma models

Genetically modified mice with normal IOP have been used to further study 
normotensive glaucoma. Specifically, mice lacking the glutamate transporter genes, 
Glast or Eaac1 (Excitatory amino acid transporter 3), develop RGC damage and 
optic nerve degeneration without the IOP elevation. Glast is expressed in Müller 
glia in the retina and aids in the removal of glutamate, sparing RGCs from the 
neuroexcitotoxicity due to its accumulation [46]. Eaac1 is expressed in neurons and 
assists with the uptake of both cysteine and glutamate [46]. This evidence supports 
a protective role of these genes in preventing RGC damage.

A deficiency in apoptosis signal-regulating kinase 1 (Ask1) also known as 
mitogen-activated protein kinase 5 (Map3k5) had no neurotoxic effects or effects 
on IOP. It was also demonstrated that the activation of p38 MAPK and the produc-
tion of inducible nitric oxide synthase was suppressed in glial cells and RGCs, 
implying that ASK1 activation could be involved in normotensive glaucoma 
[67]. Additionally, this model was used to study the neuroprotective effects of 
N-acetylcysteine, which was demonstrated to be protective in the Eaac1 KO mice. 
Kimura et al. also added that Glast or Eaac1 mutations produce an early onset 
phenotype, which increases the utility of this model, particularly in studying effi-
cacy of treatments [46]. This is contrasted with the other models of normotensive 
glaucoma, which are comprised of overexpression of mutated optineurin E50K and 
tank-binding protein 1, the mutated genes associated with human normotensive 
glaucoma [46]. These models have a later onset, which makes them less suitable 
experimentally. In addition, using marmosets mentioned prior, a model is in the 
works targeting the Glast gene, which is speculated to produce a functional model 
with early onset glaucoma [46].

4.5 Immune response models

In the Wallerian degeneration slow (W1dS) mouse, transfection with a fusion 
gene of Nmnat1 and Ube4b protect RGC axons by maintaining mitochondrial func-
tion. An influx of calcium was documented prior to RGC axon degeneration [68, 69]. 
This finding was significant, as it proves there are specific molecular mechanisms 
that modulate axon degeneration. Struebing et. al review other molecular mecha-
nisms of RGC degeneration. For example, knocking out Bax promotes survival of 
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RGC bodies, but does not rescue axons. The JNK (c-Jun, N-terminal kinase) pathway 
is involved in both axonal and soma degradation as deficiency in both Jnk2 and 
Jnk3 results in protection from RGC death after optic nerve crush. Lastly, knocking 
out Dlk (dual leucine zipper kinase) causes cell death in soma but does not affect 
degeneration of axons [20, 70–72].

Within an investigation of an autoimmune response as a plausible mechanism 
of RGC damage, it was determined that serum samples of glaucoma patients 
have increased levels of heat shock protein 27 (HSP27) and heat shock protein 60 
(HSP60). Immunization of these proteins in the Lewis rat population resulted in 
RGC degeneration and axonal loss 1–4 months later, supporting a role of these 
proteins in glaucoma [11, 73].

4.6 The BXD murine family of recombinant inbred lines of mice

Because most human glaucoma cases are not due to polymorphisms in single 
genes, it is not surprising that pre-clinical models that examine the effects of muta-
tions in one gene at a time do not fully recapitulate all endophenotypes of human 
disease. In contrast, a polygenetic approach may advance the field of glaucoma. 
One approach to this is the involvement of the BXD murine family. BXD mice are a 
family of recombinant inbred strains that were derived by mating C57/Bl6 (B6) and 
DBA/2 J (D2) mice and inbreeding the F2 progeny for >20 generations, allowing for 
natural recombination of genes throughout the entire genome.

Each fully inbred BXD strain is genetically distinct and fixed at each locus 
of the genome. This family of mice is an outstanding resource as data on >1000 
phenotypes and nearly 100 expression data sets (gene, protein, and metabolites) 
have been collected and are available on GeneNetwork (www.genenetwork.org), 
an open access resource for the scientific community. Moreover, all BXD and their 
parent strains have been fully sequenced. There are ~5.2 million single nucleotide 
polymorphisms, >400,000 insertions/deletions and multiple copy number variants 
between the progenitors which segregate among the BXD strains. Multiple data sets 
of the eye, retina, optic nerve phenotypes and expression data are also available on 
GeneNetwork to facilitate systems genetics analyses at multiple levels from gene to 
metabolome [74].

The BXD family has become a valuable resource for modeling human disease, 
including glaucoma. B6 has no glaucoma-associated pathologies with fairly constant 
IOP until >13 months of age. The optic nerve has little damage throughout the life 
of B6. In contrast, D2 parents develop pigmentary dispersion glaucoma and have an 
elevated IOP that reaches its maximum at ~9 months with a subsequent IOP reduc-
tion. ON damage increases throughout the lifetime of D2 mice. The influence of 
pigmentary dispersion on glaucoma can be studied among the afflicted progeny or 
be eliminated by excluding those strains that harbor mutations in Tyrp1 and Gpnmb 
from the study plan. By quantifying specific endophenotypes across the BXD family 
along with gene expression and polymorphism profiles, new and informative insights 
regarding novel modulating genes can be revealed. Specific to this pre-clinical murine 
family, several BXD strains spontaneously develop elevated IOP and/or optic nerve 
damage due to the particular set of polymorphisms in the genome of each individual 
strain, similar to the human condition. Importantly, the phenotype of each BXD 
strain is highly reproducible because each strain is fully inbred with a fixed genome 
and the supply of mice from each strain is essentially unlimited.

As a testament to the power of the BXD family and the genetic/genomic infor-
mation gathered from these mice, approximately 20 disease-associated strains have 
already been cloned from the BXD family [74]. One example of the power of using 
BXD mice in the virtuous cycle of bi-directional translation is the identification of 
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the novel IOP-modulating gene, Cacna2d1, which has demonstrated potent IOP-
lowering effects with therapeutic blocking of the function of its gene product with 
pregabalin in a dose-dependent and haplotype-specific manner [74].

In other studies, by examining the immune network and the response of the 
optic nerve to RGC damage, and comparing the two, it was determined that an 
innate immune network was activated by the optic nerve crush [75]. The impor-
tance of the complement cascade or innate immune network as mentioned above, 
has been demonstrated by knocking out C1qa in D2 mice. Both pigmentary disper-
sion glaucoma and elevated IOP are noted, however, the loss of axons in the optic 
nerve is lessened, which points to the role of C1qa in the degeneration of axons in 
the optic nerve [76]. A gene network of regulatory mechanisms in the retina that are 
activated by injury was mapped, and it was determined there are common regula-
tory mechanisms. In addition, there was a significant quantitative trait locus (QTL) 
found on chromosome 16 from 80 to 95 Mb that correlates with the expression of 
C4b in the normal retina [77]. In this region, two cis-acting QTLs were identified as 
potential modulatory genes of the innate immunity network, although the modulat-
ing gene has not yet been identified [20]. These data suggest possible shared disease 
mechanisms with age-related macular degeneration (AMD), in which complement 
proteins are found in the drusen deposits that characterize AMD [45, 78–80].

5. Therapeutics for glaucoma

5.1 Current FDA-approved therapeutics

At baseline, the goal of current glaucoma treatments is to decrease IOP, which is 
presently the only identified modifiable risk factor. There are a variety of medica-
tions that modify IOP by either decreasing production or increasing the outflow 
of aqueous humor. Factors such as patient compliance, costs, drug penetration, 
variations in drug metabolism and bioavailability, and even other factors such 
as systemic diseases, diet, alcohol, etc., all play a role in medical management. 
Additionally, glaucoma patients require long-term treatment to keep pressures low. 
Years of treatment can exacerbate ocular surface disease and cause chronic conjunc-
tival inflammation, which may threaten the efficacy of future surgical procedures 
(such as trabeculectomy). IOP fluctuation can worsen disease progression, seen in 
the advanced glaucoma interventional study [81].

5.1.1 Modulation of aqueous production

Drugs that decrease the production of aqueous, such as beta blockers and 
carbonic anhydrase inhibitors, have been the mainstay in glaucoma treatment for 
years. However, these drugs can have systemic adverse side effects such as brady-
cardia, impotence, exacerbation of asthma, and also may demonstrate tachyphy-
laxis over time. The beta blockers, such as timolol, modulate aqueous inflow. The 
beta-1 receptor increases production of aqueous, and the beta blockers inhibit the 
production of cyclic AMP by this receptor which reduces aqueous production [13]. 
Carbonic anhydrase inhibitors, such as brinzolamide, decrease the production of 
aqueous via suppression of aqueous ducts [13], but can produce a renal metabolic 
acidosis as they inhibit acid secretion in the proximal tubule of the kidney as well 
[13]. Other drugs, such as brimonidine, modulate the production of aqueous via the 
alpha-2 receptor. Adverse effects to this drug can include a delayed hypersensitivity 
reaction and, due to their ability to cross the blood–brain barrier, they are contrain-
dicated in children under two [13].
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5.1.2 Modulation of aqueous humor outflow

Parasympathomimetic drugs, such as pilocarpine, have been used to decrease 
outflow. They cause contraction of the longitudinal ciliary muscles, which increases 
aqueous humor outflow. However, due to its three-to-four times daily dosing para-
digm, myopic shift, and risk of retinal detachment, along with decreased patient 
compliance, it is no longer a first-line treatment [13]. Presently, prostaglandin 
analogs, such as latanoprost (Xalatan), have become the mainstay first-line treat-
ment. They function by increasing outflow via modulation of uveoscleral pores, 
opening them as a secondary outflow mechanism that decreases outflow resistance. 
Most recently, Rho kinase inhibitors, such as Rhopressa, inhibit actin/myosin 
contraction of these muscles and improve trabecular meshwork outflow by decreas-
ing the episcleral venous pressure. In the acute setting, hyperosmotic agents such as 
glycerol and mannitol can be used to lower the IOP, given intravenously, increasing 
the tonicity of the plasma and drawing aqueous out of the eye [13].

5.1.3 Sustained-release devices

To combat challenges of drug delivery, different models of sustained release 
implants have been developed. One intracameral implant called Durysta is an FDA-
approved device that delivers bimatoprost into the anterior chamber over a period 
of four months [82]. Unfortunately, complications of Durysta use include chronic 
inflammation and corneal endothelial cell loss.

Other sustained-release implants in development include intracanalicular 
devices, subconjunctival injections, and collagen shields [83]. Examples include 
latanoprost micro-dose delivery with Optejet (Microprost, Eyenovia), latano-
prost delivery via an intracanalicular insert (OTX-TIC, Ocular Therapeutix), and 
latanoprost or travoprost delivery via a punctal plug (L-evolute and T-evolute, 
Mati Therapeutics). The latter includes two travoprost delivery platforms, ENV515 
(Envisia Therapeutics) and iDose (Glaukos) [83–85]. iDose is a titanium implant 
that releases a unique formulation of travoprost into the anterior chamber [84]. It 
releases micro-amounts of the drug over a year and eliminates the barrier of the 
cornea. It is composed of three parts that titrates travoprost release [84, 86]. It was 
reported in a randomized, double-blind phase II trial, iDose achieved a 30% reduc-
tion in IOP at 12 months, lowering the average number of glaucoma medications 
per patient compared to the control group of 0.5% timolol, demonstrating non-
inferiority with minimal adverse effects [84]. At each stage of development of these 
FDA-approved therapeutics, multiple pre-clinical models were used to demonstrate 
safety and efficacy, making their inclusion in the drug pipeline invaluable.

5.2 Therapeutics in development

Treatments that mitigate risk factors other than IOP are an identified gap in 
treatment modalities [46]. These are especially needed for populations that do not 
respond to current IOP-lowering medications, when a lowered IOP is insufficient to 
halt visual field loss, and in normotensive glaucoma cases. A particular need exists 
for the identification of neuroprotective molecules that act directly on the optic nerve 
and RGC axons. Although several therapies are being evaluated in multiple labo-
ratories across the world, there remains no FDA-approved neuroprotective option 
for glaucoma patients. In line with this treatment strategy, Kimura et al. disclosed 
treatment trials exploring the delivery of ciliary neurotrophic factor into the eye via 
modified human cells that secrete it. They postulate this mechanism has potential for 
neuroprotective effects in the treatment of normotensive glaucoma [46]. In addition, 
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on the progressive end of molecular modifying, it may be possible to use stem cell 
therapy with CRISPR-Cas 9 technology to neutralize mutations causing glaucoma 
phenotypes. This capability is currently being explored [15], but will take thoughtful 
risk/benefit analysis.

Approaching treatment from a different angle, a unique tool to modulate IOP is 
being explored. The Mercury Multi-Pressure Dial (Equinox) is a pair of pressurized 
goggles that create a pressure vacuum around the eye, which decreases pressure 
from gravity and increases ocular blood flow [87]. They operate on the principal 
that glaucoma is likely a dual-pressure disease due to the balance between IOP and 
intracranial pressure (ICP) [87]. Thus, the inventors of this device postulate that 
glaucoma is a result of high IOP and low ICP. By applying a moderate negative pres-
sure in the front of the eye with their goggles, the pressure inside the eye is reduced 
and the ICP is restored to a physiological level [87]. Moreover, it serves as a point to 
demonstrate that one direction glaucoma treatment might be headed is 24/7 modu-
lation of pressure where sensors monitor pressure on-the-go, allowing physicians 
access to IOP data without requiring an office visit and creating a practical opportu-
nity for a telemedicine consultation.

Experimental models of glaucoma are crucial to understanding the mechanism 
of disease and designing novel treatments. Assessing their axonal degeneration 
in optic nerve cross sections has proven beneficial in this pursuit. Specifically, the 
BXD genetic reference panel will be used to detect and study spontaneous models 
of glaucoma. This will be invaluable to the scientific community, especially in an 
effort to develop novel treatment options. While the development of these novel 
modalities takes time, animal models can be used to explore the benefit of existing 
drugs, a method known as drug repositioning or repurposing [67]. Neuroprotection 
is one particular facet of interest, and it is postulated available drug modalities for 
diseases of the central nervous system such as Alzheimer’s or Parkinson’s might also 
exhibit neuroprotection in glaucoma patients [88]. Examples of these trials include 
memantine, valproic acid, edaravone, and niacin (vitamin B3). Unfortunately, 
memantine was ruled ineffective in 2018 [89]. Valproic acid was demonstrated to be 
neuroprotective in rodent models of normotensive glaucoma, and one study from 
India showed improvement of advanced glaucoma cases [90, 91]. Edaravone was 
also shown to decrease RGC death in mouse models of normotensive glaucoma [92]. 
Lastly, oral niacin was demonstrated to be protective in mouse models [93]. There 
is also interest in the potential of dairy products being neuroprotective due to their 
levels of spermidine, which is a compound that has demonstrated neuroprotection 
in mouse models [67]. Additionally, using rodent models, Chintalapudi et al. have 
demonstrated IOP-lowering effects of pregabalin, which inhibits calcium channels 
containing the CACNA2D1 subunit. It is mainly used for neuropathic pain but was 
developed initially as an antiepileptic [74, 94]. Animal models have clearly demon-
strated their necessity in testing for current and future pharmacological treatments.

6.  Bidirectional translation from humans to pre-clinical models and 
back again

The virtuous cycle of bidirectional translation works through the observation of 
disease phenotypes and processes in human patients, followed by replication and 
examination of the specific observation in normal and pathological pre-clinical 
models to discover novel modulators of complex disease mechanisms, and ulti-
mately test those outcomes back in human patients. This process should be repeated 
until a safe and effective treatment paradigm is obtained or the disease process of 
better understood. This strategy clearly supports the hypothesis that breakthroughs 
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in human and experimental models fuel a sustainable model of human observation, 
pre-clinical model experimentation, and verification in humans. As direct support 
for this strategy, as discussed above, with the known observation that elevated IOP 
is the chief modifiable risk factor for POAG, Chintalapudi et al. used strains from 
the BXD family of mice and identified a novel gene modulator of IOP—calcium 
voltage-gated channel auxiliary subunit alpha2delta 1 (Cacna2d1)— that was 
confirmed in human GWAS investigations [74]. These findings were the platform 
that allowed for the discovery of pregabalin, an inhibitor of CACNA2D1, as a new 
IOP-lowering drug with a novel mechanism of action [74]. This, as well as the 
variety of molecular models discussed above, demonstrates the efficacy of bidirec-
tional translation in driving the diagnosis, treatment, and prevention of complex 
diseases [95].

The collective generation of large datasets like GWAS have facilitated the identi-
fication of gene modulators of complex traits and disease mechanisms. Those tools 
alone, however, do not account for the complex interplay between inherited and 
environmental factors. Human limitations are clear; animal models are equipped 
with the biological resources to support the detailed analyses of disease progression. 
Pre-clinical models reveal instrumental pathophysiology, which when translated to 
humans, fuels the evolution of molecular, cellular, developmental, and physiologi-
cal research [95]. However, glaucoma is a multifaceted disease, which one animal 
model alone cannot flawlessly emulate. Different animal models display unique 
features of the pathophysiology of the disease and each help further understanding 
of glaucoma progression as a whole.

7. Conclusion

In conclusion, the future of glaucoma treatment is in understanding disease 
mechanisms of glaucoma viewed with an interventional mindset. Increasingly, 
the safety and efficacy of drug delivery allows better control of IOP. Medical 
management shortly seeks to improve sustainability through products like Durysta 
and iDose. Innovation of medical management is in progress with formulations 
of N-acetylcysteine or ciliary neurotrophic factor, as mentioned. It is speculated 
that glaucoma is headed in a direction of earlier detection, earlier intervention, 
and chronic modulation, potentially even with tools to adequately assess pressure 
from home (even 24/7), and to address it with telehealth resources. Technology 
may permit detection of resistance sites, which allows specification of procedures 
specific to the individual patient. Largely, it is evident that there is a gap in the 
treatment of glaucoma with non-IOP-related modalities. This supports the need 
for animal models in developing further understanding of the pathophysiology of 
glaucoma, but also in studying the efficacy of present treatment mechanisms (such 
as IOP-lowering) as well as novel ones (N-acetylcysteine, ciliary neurotrophic factor, 
molecular mapping with animal models, CRISPR-CAS9).

Something to consider with the current information-driven culture, are 
mechanisms to objectively quantify the degree of pathophysiology present in 
these animal models, particularly when they are used to examine the efficacy of 
treatment modalities. Currently, a particular BXD strain which spontaneously 
develops glaucoma is being used to observe optic nerve pathology (including axonal 
degeneration and glial scarring) and objectively quantify glaucomatous degenera-
tion. This, as well as the potential of an automated system to carry out this task, 
has the ability to revolutionize this field. A deep neural network is being developed 
to reliably assess the progression of axonal degeneration in glaucoma. It provides 
an opportunity to automate this process to better understand the mechanism of 
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glaucoma—etiologically and clinically—and to assess the efficacy of treatment 
trials. By using a uniform stratification of disease progression, large volume stud-
ies can be conducted with greater precision, efficiency, and less bias. This will 
allow for exponential growth in the understanding and treatment of glaucoma as 
the knowledge of pathophysiology is enhanced. It showcases the use of artificial 
intelligence to autonomously convert subjective data to an objective form of precise 
stratification.

To summarize, this chapter makes one thing clear. The “virtuous cycle” of bidi-
rectional translation is essential to further understanding of the pathophysiology of 
glaucoma. It is the common tool necessary to further observe disease advancement, 
design more molecular models, identify disease modulators, and discover new 
therapeutics. Moreover, this chapter reveals that pre-clinical models illuminate this 
path forward.

Acknowledgements

We would like to acknowledge the following funding sources: a Challenge 
Award from Research to Prevent Blindness (New York, NY) to the Department 
of Ophthalmology at the Hamilton Eye Institute; and a grant from BrightFocus 
National Glaucoma Research to MMJ (Clarksburg, MD).

Conflict of interest

The authors have no conflicts of interest.

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 



244

Preclinical Animal Modeling in Medicine

[1] Li H, M.M., Jablonski MM., Relevance 
of miRNAs to Eye Disease. miRNAs and 
Human Diseases, 2012: p. 179-196.

[2] Tham, Y.-C., et al., Global Prevalence 
of Glaucoma and Projections of 
Glaucoma Burden through 2040: A 
Systematic Review and Meta-Analysis. 
Ophthalmology, 2014. 121(11): p. 
2081-2090.

[3] Kingman, S., Glaucoma is second 
leading cause of blindness globally. 
Bulletin of the World Health 
Organization, 2004. 82: p. 887-8.

[4] Anthony Khawaja MA(Cantab), 
M.B., MRCOphth Primary Open-
Angle Glaucoma - Eyewiki. 2019 [cited 
2021 February 13, 2021]; Available 
from: https://eyewiki.aao.org/
Primary_Open-Angle_Glaucoma.

[5] Soto, I. and G. Howell, The Complex 
Role of Neuroinflammation in Glaucoma. 
Cold Spring Harbor Perspectives in 
Medicine, 2014. 4.

[6] Wang, H., et al., Portrait of glial scar 
in neurological diseases. International 
Journal of Immunopathology 
and Pharmacology, 2018. 31: p. 
205873841880140.

[7] Libby, R.T., et al., Inherited glaucoma 
in DBA/2J mice: Pertinent disease features 
for studying the neurodegeneration. 
Visual Neuroscience, 2005. 22(5): p. 
637-648.

[8] Nickells, R.W. and D.J. Zack, 
Apoptosis in ocular disease: a molecular 
overview. Ophthalmic Genetics, 1996. 
17(4): p. 145-165.

[9] Gordon, M.O., et al., The Ocular 
Hypertension Treatment Study: Baseline 
Factors That Predict the Onset of Primary 
Open-Angle Glaucoma. Archives of 
Ophthalmology, 2002. 120(6): p. 
714-720.

[10] Shields, B.M., Primary Angle-Closure 
Glaucoma, in The Glaucoma Textbook. 
1992, Williams and Wilkins: Baltimore, 
MD. p. 198-199.

[11] Bouhenni, R.A., et al., Animal 
models of glaucoma. Journal of 
biomedicine & biotechnology, 2012. 
2012: p. 692609-692609.

[12] Pradeep Ramulu, M.D. Pigmentary 
Glaucoma and Pigment Dispersion 
Syndrome - EyeWiki. 2020 [cited 2021 
February 14, 2021]; Available from: 
https://eyewiki.aao.org/Pigmentary_
glaucoma_and_Pigment_Dispersion_
Syndrome#:~:text=Pigmentary%20
glaucoma%20is%20a%20
type,corneal%20endothelium%20
(Krukenberg%20spindle).

[13] Prum, B.E., Jr., et al., Primary 
Open-Angle Glaucoma Preferred 
Practice Pattern&#xae; Guidelines. 
Ophthalmology, 2016. 123(1): p. 
P41-P111.

[14] Cohen, L. and L. Pasquale, Clinical 
Characteristics and Current Treatment 
of Glaucoma. Cold Spring Harbor 
perspectives in medicine, 2014. 4.

[15] Evangelho, K., C.A. Mastronardi, 
and A. de-la-Torre, Experimental Models 
of Glaucoma: A Powerful Translational 
Tool for the Future Development of New 
Therapies for Glaucoma in Humans—A 
Review of the Literature. Medicina, 2019. 
55(6): p. 280.

[16] McCulloch, D.L., et al., ISCEV 
Standard for full-field clinical 
electroretinography (2015 update). 
Documenta Ophthalmologica, 2015. 
130(1): p. 1-12.

[17] Mizota, A. and E. Adachi-
Usami, Effect of Body Temperature on 
Electroretinogram of Mice. Investigative 
Ophthalmology & Visual Science, 2002. 
43(12): p. 3754-3757.

References



245

An Overview of Glaucoma: Bidirectional Translation between Humans and Pre-Clinical…
DOI: http://dx.doi.org/10.5772/intechopen.97145

[18] Wang, W.H., et al., Noninvasive 
measurement of rodent intraocular 
pressure with a rebound tonometer. Invest 
Ophthalmol Vis Sci, 2005. 46(12): p. 
4617-21.

[19] Ulmer Carnes, M., et al., Discovery 
and Functional Annotation of SIX6 
Variants in Primary Open-Angle 
Glaucoma. PLOS Genetics, 2014. 10(5): 
p. e1004372.

[20] Struebing, F.L. and E.E. Geisert, 
Chapter Twenty-One - What Animal 
Models Can Tell Us About Glaucoma, 
in Progress in Molecular Biology and 
Translational Science, J.F. Hejtmancik 
and J.M. Nickerson, Editors. 2015, 
Academic Press. p. 365-380.

[21] Macgregor, S., et al., Genome-wide 
association identifies ATOH7 as a major 
gene determining human optic disc size. 
Human Molecular Genetics, 2010. 
19(13): p. 2716-2724.

[22] Prasov, L., et al., Math5(Atoh7) gene 
dosage limits retinal ganglion cell genesis. 
NeuroReport, 2012. 23(10).

[23] Chen, L., Y. Zhao, and H. Zhang, 
Comparative Anatomy of the Trabecular 
Meshwork, the Optic Nerve Head and 
the Inner Retina in Rodent and Primate 
Models Used for Glaucoma Research. 
Vision, 2017. 1(1): p. 4.

[24] Yan, Z., et al., Analysis of a method 
for establishing a model with more stable 
chronic glaucoma in rhesus monkeys. Exp 
Eye Res, 2015. 131: p. 56-62.

[25] Ollivier, F.J., et al., Time-specific 
intraocular pressure curves in Rhesus 
macaques (Macaca mulatta) with laser-
induced ocular hypertension. Veterinary 
Ophthalmology, 2004. 7(1): p. 23-27.

[26] Vecino, E. and S. C, Glaucoma 
Animal Models. 2011, InTech.

[27] Palko, J.R., et al., Influence of Age 
on Ocular Biomechanical Properties 

in a Canine Glaucoma Model with 
ADAMTS10 Mutation. PLoS One, 2016. 
11(6): p. e0156466.

[28] Ruiz-Ederra, J., et al., Comparative 
study of the three neurofilament subunits 
within pig and human retinal ganglion 
cells. Molecular vision, 2004. 10: 
p. 83-92.

[29] Middleton, S., Porcine 
ophthalmology. Vet Clin North Am Food 
Anim Pract, 2010. 26(3): p. 557-72.

[30] Vecino, E., et al., Retrobulbar Optic 
Nerve Section In Pig: Optical Coherence 
Tomography (oct) And Multifocal 
Electroretinography (mferg) Study. 
Investigative Ophthalmology & Visual 
Science, 2011. 52(14): p. 4683-4683.

[31] Zhou, Y., O. Grinchuk, and S.I. 
Tomarev, Transgenic mice expressing the 
Tyr437His mutant of human myocilin 
protein develop glaucoma. Invest 
Ophthalmol Vis Sci, 2008. 49(5): 
p. 1932-9.

[32] Mabuchi, F., et al., Optic nerve 
damage in mice with a targeted type I 
collagen mutation. Invest Ophthalmol Vis 
Sci, 2004. 45(6): p. 1841-5.

[33] Nair, K.S., et al., Alteration of the 
serine protease PRSS56 causes angle-
closure glaucoma in mice and posterior 
microphthalmia in humans and mice. Nat 
Genet, 2011. 43(6): p. 579-84.

[34] Johnson, T. and S. Tomarev, Animal 
Models of Glaucoma. 2016. p. 31-50.

[35] Kolker, A.E., et al., THE 
DEVELOPMENT OF GLAUCOMA IN 
RABBITS. Invest Ophthalmol, 1963. 2: 
p. 316-21.

[36] Hanna, B.L., P.B. Sawin, and L.B. 
Sheppard, Recessive buphthalmos in the 
rabbit. Genetics, 1962. 47(5): p. 519-29.

[37] Fox, R.R., et al., Buphthalmia in the 
rabbit. Pleiotropic effects of the (bu) gene 



Preclinical Animal Modeling in Medicine

246

and a possible explanation of mode of gene 
action. J Hered, 1969. 60(4): p. 206-12.

[38] Addison, W.H.F. and H.W. How, 
Congenital hypertrophy of the eye in an 
albino rat. The Anatomical Record, 1926. 
32(4): p. 271-277.

[39] McLellan, G.J., et al., Congenital 
Glaucoma in the Siamese Cat – A Novel 
Spontaneous Animal Model for Glaucoma 
Research. Investigative Ophthalmology & 
Visual Science, 2005. 46(13): p. 134-134.

[40] Gelatt, K.N., et al., Clinical 
manifestations of inherited glaucoma in 
the beagle. Invest Ophthalmol Vis Sci, 
1977. 16(12): p. 1135-42.

[41] de Kater, A.W., et al., The Slate 
turkey: a model for secondary angle closure 
glaucoma. Invest Ophthalmol Vis Sci, 
1986. 27(12): p. 1751-4.

[42] Howell , G.R., et al., Axons of 
retinal ganglion cells are insulted in the 
optic nerve early in DBA/2J glaucoma. 
Journal of Cell Biology, 2007. 179(7): p. 
1523-1537.

[43] John, S.W., et al., Essential iris 
atrophy, pigment dispersion, and glaucoma 
in DBA/2J mice. Invest Ophthalmol Vis 
Sci, 1998. 39(6): p. 951-62.

[44] Chang, B., et al., Interacting loci 
cause severe iris atrophy and glaucoma in 
DBA/2J mice. Nat Genet, 1999. 21(4): 
p. 405-9.

[45] Anderson, M.G., et al., Mutations in 
genes encoding melanosomal proteins cause 
pigmentary glaucoma in DBA/2J mice. 
Nature Genetics, 2002. 30(1): p. 81-85.

[46] Kimura, A., T. Noro, and T. Harada, 
Role of animal models in glaucoma 
research. Neural Regeneration Research, 
2020. 15(7): p. 1257.

[47] Johnson, T.V. and S.I. Tomarev, 
Rodent models of glaucoma. Brain Res 
Bull, 2010. 81(2-3): p. 349-58.

[48] Mittag, T.W., et al., Retinal damage 
after 3 to 4 months of elevated intraocular 
pressure in a rat glaucoma model. Invest 
Ophthalmol Vis Sci, 2000. 41(11): 
p. 3451-9.

[49] WoldeMussie, E., et al., 
Neuroprotection of retinal ganglion cells 
by brimonidine in rats with laser-induced 
chronic ocular hypertension. Invest 
Ophthalmol Vis Sci, 2001. 42(12): p. 
2849-55.

[50] Ueda, J., et al., Experimental 
glaucoma model in the rat induced by 
laser trabecular photocoagulation after an 
intracameral injection of India ink. Jpn J 
Ophthalmol, 1998. 42(5): p. 337-44.

[51] Biermann, J., et al., Evaluation 
of intraocular pressure elevation in a 
modified laser-induced glaucoma rat 
model. Experimental eye research, 2012. 
104C: p. 7-14.

[52] Morrison, J.C., et al., A rat model of 
chronic pressure-induced optic nerve damage. 
Exp Eye Res, 1997. 64(1): p. 85-96.

[53] Sharif, N.A., iDrugs and iDevices 
Discovery Research: Preclinical Assays, 
Techniques, and Animal Model 
Studies for Ocular Hypotensives and 
Neuroprotectants. J Ocul Pharmacol Ther, 
2018. 34(1-2): p. 7-39.

[54] Werner, L., J. Chew, and N. 
Mamalis, Experimental evaluation of 
ophthalmic devices and solutions using 
rabbit models. Vet Ophthalmol, 2006. 
9(5): p. 281-91.

[55] Knepper, P.A., et al., Intraocular 
pressure and glycosaminoglycan 
distribution in the rabbit eye: Effect of age 
and dexamethasone. Experimental Eye 
Research, 1978. 27(5): p. 567-575.

[56] Acott, T.S., et al., Trabecular 
meshwork glycosaminoglycans in human 
and cynomolgus monkey eye. Invest 
Ophthalmol Vis Sci, 1985. 26(10): 
p. 1320-9.



247

An Overview of Glaucoma: Bidirectional Translation between Humans and Pre-Clinical…
DOI: http://dx.doi.org/10.5772/intechopen.97145

[57] Moreno, M.C., et al., A new 
experimental model of glaucoma in 
rats through intracameral injections of 
hyaluronic acid. Exp Eye Res, 2005. 
81(1): p. 71-80.

[58] Benozzi, J., et al., Effect of 
brimonidine on rabbit trabecular 
meshwork hyaluronidase activity. Invest 
Ophthalmol Vis Sci, 2000. 41(8): p. 
2268-72.

[59] Sawaguchi, K., et al., Myocilin gene 
expression in the trabecular meshwork 
of rats in a steroid-induced ocular 
hypertension model. Ophthalmic Res, 
2005. 37(5): p. 235-42.

[60] Au - Ito, Y.A., et al., A Magnetic 
Microbead Occlusion Model to Induce 
Ocular Hypertension-Dependent 
Glaucoma in Mice. JoVE, 2016(109): 
p. e53731.

[61] McKinnon, S.J., C.L. Schlamp, 
and R.W. Nickells, Mouse models of 
retinal ganglion cell death and glaucoma. 
Experimental Eye Research, 2009. 
88(4): p. 816-824.

[62] John, S.W., et al., Characterization 
of the Zebrafish bug eye Mutation, 
Exploring a Genetic Model for Pressure-
induced Retinal Cell Death. Investigative 
Ophthalmology & Visual Science, 2003. 
44(13): p. 1125-1125.

[63] Veth, K.N., et al., Mutations in 
zebrafish lrp2 result in adult-onset ocular 
pathogenesis that models myopia and other 
risk factors for glaucoma. PLoS Genet, 
2011. 7(2): p. e1001310.

[64] Skarie, J.M. and B.A. Link, The 
primary open-angle glaucoma gene 
WDR36 functions in ribosomal RNA 
processing and interacts with the p53 
stress-response pathway. Hum Mol Genet, 
2008. 17(16): p. 2474-85.

[65] Fujikawa, K., et al., VAV2 and 
VAV3 as Candidate Disease Genes for 
Spontaneous Glaucoma in Mice and 

Humans. PLOS ONE, 2010. 5(2): 
p. e9050.

[66] Seo, S., et al., Foxc1 and Foxc2 
in the Neural Crest Are Required for 
Ocular Anterior Segment Development. 
Investigative Ophthalmology & Visual 
Science, 2017. 58(3): p. 1368-1377.

[67] Harada, C., et al., Recent advances 
in genetically modified animal models 
of glaucoma and their roles in drug 
repositioning. British Journal of 
Ophthalmology, 2019. 103(2): p. 
161-166.

[68] Barrientos, S.A., et al., Axonal 
Degeneration Is Mediated by the 
Mitochondrial Permeability Transition 
Pore. The Journal of Neuroscience, 2011. 
31(3): p. 966-978.

[69] Sunio, A. and G.D. Bittner, 
Cyclosporin A Retards the Wallerian 
Degeneration of Peripheral Mammalian 
Axons. Experimental Neurology, 1997. 
146(1): p. 46-56.

[70] Libby, R.T., et al., Susceptibility 
to Neurodegeneration in a Glaucoma Is 
Modified by Bax Gene Dosage. PLOS 
Genetics, 2005. 1(1): p. e4.

[71] Fernandes, K.A., et al., JUN 
regulates early transcriptional responses 
to axonal injury in retinal ganglion cells. 
Experimental Eye Research, 2013. 112: 
p. 106-117.

[72] Fernandes, K.A., et al., DLK-
dependent signaling is important for somal 
but not axonal degeneration of retinal 
ganglion cells following axonal injury. 
Neurobiology of Disease, 2014. 69: p. 
108-116.

[73] Wax, M.B., et al., Induced 
autoimmunity to heat shock proteins elicits 
glaucomatous loss of retinal ganglion 
cell neurons via activated T-cell-derived 
fas-ligand. J Neurosci, 2008. 28(46): p. 
12085-96.



Preclinical Animal Modeling in Medicine

248

[74] Chintalapudi, S., et al., Systems 
genetics identifies a role for Cacna2d1 
regulation in elevated intraocular pressure 
and glaucoma susceptibility. Nature 
Communications, 2017. 8.

[75] Templeton, J.P., et al., Innate 
Immune Network in the Retina Activated 
by Optic Nerve Crush. Investigative 
Ophthalmology & Visual Science, 2013. 
54(4): p. 2599-2606.

[76] Howell, G.R., et al., Molecular 
clustering identifies complement and 
endothelin induction as early events in a 
mouse model of glaucoma. The Journal of 
Clinical Investigation, 2011. 121(4): p. 
1429-1444.

[77] Templeton, J.P., et al., A crystallin 
gene network in the mouse retina. 
Experimental Eye Research, 2013. 116: 
p. 129-140.

[78] Crabb, J.W., et al., Drusen proteome 
analysis: An approach to the etiology 
of age-related macular degeneration. 
Proceedings of the National Academy 
of Sciences, 2002. 99(23): p. 
14682-14687.

[79] Johnson, P.T., et al., Individuals 
homozygous for the age-related macular 
degeneration risk-conferring variant of 
complement factor H have elevated levels 
of CRP in the choroid. Proceedings of the 
National Academy of Sciences, 2006. 
103(46): p. 17456-17461.

[80] Zhou, J., et al., Complement 
activation by photooxidation products of 
A2E, a lipofuscin constituent of the retinal 
pigment epithelium. Proceedings of the 
National Academy of Sciences, 2006. 
103(44): p. 16182-16187.

[81] The Advanced Glaucoma Intervention 
Study (AGIS): 7. The relationship between 
control of intraocular pressure and visual 
field deterioration.The AGIS Investigators. 
Am J Ophthalmol, 2000. 130(4): 
p. 429-40.

[82] Medeiros, F.A., et al., Phase 
3, Randomized, 20-Month Study 
of&#xa0;Bimatoprost Implant in Open-
Angle Glaucoma and Ocular Hypertension 
(ARTEMIS 1). Ophthalmology, 2020. 
127(12): p. 1627-1641.

[83] Shouchane-Blum, K., N. Geffen, 
and A. Zahavi, Sustained drug delivery 
platforms – A new era for glaucoma 
treatment. Clinical and Experimental 
Vision and Eye Research, 2019. 2: 
p. 22-29.

[84] Dick, H.B., T. Schultz, and R.D. 
Gerste, Miniaturization in Glaucoma 
Monitoring and Treatment: A Review of 
New Technologies That Require a Minimal 
Surgical Approach. Ophthalmology and 
therapy, 2019. 8(1): p. 19-30.

[85] Singh, R.B., et al., Promising 
therapeutic drug delivery systems 
for glaucoma: a comprehensive 
review. Therapeutic advances 
in ophthalmology, 2020. 12: p. 
2515841420905740-2515841420905740.

[86] Sarwat Salim Md, F., Glaucoma 
Drainage Devices - EyeWiki. 2020.

[87] Thompson, V., et al., Short-Term 
Safety Evaluation of a Multi-Pressure 
Dial: A Prospective, Open-label, Non-
randomized Study. Ophthalmology and 
Therapy, 2019. 8: p. 1-9.

[88] Cheung, W., L. Guo, and M.F. 
Cordeiro, Neuroprotection in Glaucoma: 
Drug-Based Approaches. Optometry and 
vision science : official publication of 
the American Academy of Optometry, 
2008. 85: p. 406-16.

[89] Weinreb, R., et al., Oral Memantine 
for the Treatment of Glaucoma. 
Ophthalmology, 2018. 125.

[90] Kimura, A., et al., Valproic acid 
prevents retinal degeneration in a murine 
model of normal tension glaucoma. 
Neuroscience letters, 2014. 588.



249

An Overview of Glaucoma: Bidirectional Translation between Humans and Pre-Clinical…
DOI: http://dx.doi.org/10.5772/intechopen.97145

[91] Mahalingam, K., et al., Therapeutic 
potential of valproic acid in advanced 
glaucoma: A pilot study. Indian Journal of 
Ophthalmology, 2018. 66: p. 1104.

[92] Akaiwa, K., et al., Edaravone 
suppresses retinal ganglion cell death in a 
mouse model of normal tension glaucoma. 
Cell Death & Disease, 2017. 8(7): p. 
e2934-e2934.

[93] Williams, P., et al., Vitamin B 3 
modulates mitochondrial vulnerability 
and prevents glaucoma in aged mice. 
Science, 2017. 355: p. 756-760.

[94] Toth, C., Pregabalin: latest safety 
evidence and clinical implications for 
the management of neuropathic pain. 
Therapeutic advances in drug safety, 
2014. 5(1): p. 38-56.

[95] Nadeau, J.H. and J. Auwerx, The 
virtuous cycle of human genetics and 
mouse models in drug discovery. Nature 
Reviews Drug Discovery, 2019. 18(4): p. 
255-272.





251

Chapter 10

An Overview of Age-Related 
Macular Degeneration: Clinical, 
Pre-Clinical Animal Models and 
Bidirectional Translation
Jonathan Rho, Paul Percelay, Sophie Pilkinton, 
T.J. Hollingsworth, Ilyse Kornblau and Monica M. Jablonski

Abstract

Age-related macular degeneration (AMD) is a multifactorial disease that 
results from a complex and unknown interplay among environmental, genetic, 
and epidemiologic factors. Risk factors include aging, family history, obesity, 
hypercholesterolemia, and hypertension, along with cigarette smoking, which 
is the most influential modifiable risk factor. Single nucleotide polymorphisms 
(SNPs) in numerous genes such as complement factor H (CFH) pose some of the 
known genetic risks. The pathophysiology in AMD is incompletely understood, 
but is known to involve oxidative stress, inflammation, dysregulated antioxidants, 
lipid metabolism, and angiogenesis. Animal models have been integral in expand-
ing our knowledge of AMD pathology. AMD is classified as non-exudative or 
exudative. Because there is no perfect animal model that recapitulates all aspects 
of the human disease, rodents, rabbits, and non-human primates offer different 
advantages and disadvantages to serve as models for various aspects of the disease. 
Scientific advances have also allowed for the creation of polygenic pre-clinical 
models that may better represent the complexity of AMD, which will likely 
expand our knowledge of disease mechanisms and serve as platforms for testing 
new therapeutics. There have been, and there continues to be, many drugs in the 
pipeline to treat both exudative and non-exudative AMD. However, Food and Drug 
Administration (FDA)-approved therapies for exudative AMD that mainly target 
angiogenic growth factors are the only therapeutics currently being used in the 
clinics. There remains no FDA-approved therapy for the non-exudative form of 
this disease. This chapter contains a basic overview and classification of AMD and 
multiple animal models of AMD are highlighted. We include an overview of both 
current FDA-approved treatments and those in development. Lastly, we conclude 
with a summary of the important role of pre-clinical studies in the development of 
therapeutics for this highly prevalent disease.

Keywords: age-related macular degeneration, pre-clinical models, animal models, 
rodents, non-human primates, geographic atrophy, neovascularization, anti-VEGF 
complement, retina
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1. Introduction

Age-related macular degeneration (AMD) is a multifactorial disease that results 
from interplay among genetic, environmental, and epidemiologic factors. It is the 
leading cause of irreversible blindness in people over 60 years of age, with numbers 
projected to increase over time. Animal models have been integral for understand-
ing pathophysiology of and to develop treatments for AMD. This chapter reviews 
the basics of AMD including pathophysiology and classification. We then highlight 
specific examples of animal models and the insight they provide. We discuss both 
current FDA-approved treatments and those in development. Lastly, we conclude 
with a summary of the important role of pre-clinical studies in the development of 
therapeutics for AMD.

1.1 Basics of AMD

The retina plays an integral role in vision by converting light to an electrical 
stimulus, which is ultimately processed as an image in the occipital lobe of the 
visual cortex. The macula, located in the posterior pole of the retina, contains the 
highest concentration of cone photoreceptors across the retina and is responsible 
for central, high-resolution, and color vision [1]. AMD is a multifactorial disease 
of the elderly that progressively affects vision through pathological changes to 
the retinal pigment epithelium (RPE) and loss of photoreceptors in the macula 
[2]. AMD is classified as non-exudative or exudative. Non-exudative AMD is 
defined by the presence of drusen — aggregates of lipid, protein, and immune 
complexes — underneath the RPE with subsequent thickening of Bruch’s mem-
brane [3, 4]. AMD is responsible for about 8.7% of blindness and remains as a 
leading cause of blindness in people over 60 years of age in the developed world 
[5, 6]. The disease burden will increase as the population ages with longer life 
expectancies. The global estimate of AMD cases was 196 million in 2020 and is 
expected to be 288 million by 2040 [6].

Although age is the most impactful risk factor, others include obesity, hypercho-
lesterolemia, hypertension, lighter iris colors, lack of exercise, cigarette smoking, 
Western diet, elevated C-reactive protein, and family history [7–10]. Cigarette 
smoking is the most influential modifiable risk factor [11].

In addition to the above risk factors, genetics plays an important role in this mul-
tifactorial disease. The International Age-Related Macular Degeneration Genomics 
Consortium conducted a genome-wide association study of 43,566 subjects that 
revealed 52 genetic variants of AMD shared between 34 loci. Some of these include 
genes encoding for collagen type IV (COL4A3), matrix metalloproteinases (MMP9, 
MMP19), ATP binding cassette (ABCA1) involved in cholesterol transport, paired 
immunoglobin like type 2 receptor beta (PILRB) involved in immune regulation, 
vascular endothelial growth factor A (VEGFA) involved in angiogenesis, and vari-
ous components of the complement cascade including complement factor H (CFH), 
complement factor I (CFI), and complement factors 3 and 9 (C3, C9) [12]. Among 
the 34 AMD loci, burden testing of rare (frequency < 0.1%) variants identified 
4 protein-altering genes — CFH, CFI, tissue inhibitor of metalloproteinases 3 
(TIMP3), and solute carrier family 16 member 8 (SLC16A8) — that contribute to 
AMD pathology [12]. For example, a knockout mutation in SLC16A8 resulted in 
defective lactate transport with consequent acidification along with dysfunction of 
the retina and photoreceptors [12]. Discovering susceptible AMD loci helps expand 
knowledge of factors underlying the pathophysiology of this multifactorial disease, 
along with plausible therapeutic targets.



253

An Overview of Age-Related Macular Degeneration: Clinical, Pre-Clinical Animal Models…
DOI: http://dx.doi.org/10.5772/intechopen.96601

1.2 Pathophysiology of AMD in humans

Although incompletely understood, AMD is a complex disease that results from 
a mix of genetic predisposition, environmental factors, and age. There are many 
models that attempt to explain the pathophysiology of AMD, the underlying disease 
mechanisms of which are multifaceted and not mutually exclusive. These can be 
categorized as oxidative stress, inflammation, dysregulated antioxidants, lipid 
metabolism, and angiogenesis [13]. This chapter highlights the multifactorial etiol-
ogy of RPE damage and dysfunction, a key event in AMD pathogenesis and briefly 
touches on other aspects of AMD pathophysiology [3].

A properly functioning RPE is important for retinal homeostasis because of 
the multiple roles it plays including: transportation of nutrients from the choroidal 
vasculature; absorption of stray photons of light; phagocytosis of photoreceptor 
outer segments; metabolism of fatty acids; formation of the blood-retinal barrier; 
regulation of subretinal water transport; and regeneration of visual pigments 
during the visual transduction cascade [14]. Some retinal changes that are charac-
teristic of AMD include dysfunction of the RPE, sub-RPE deposition of lipids and 
proteins, neovascularization of the choroid or retina, and disciform scar formation 
[13]. Most people develop asymptomatic extracellular lipid deposition underneath 
the RPE. However, as these lesions enlarge they can cause dysfunction of the RPE 
[15]. Although an exact stepwise development of disease is not clear, early AMD 
is defined by the appearance of drusen under the RPE with thickening of Bruch’s 
membrane (BrM). Consequently, this impairs the ability of the RPE to efflux fluids 
across BrM and to deliver nutrients such as glucose, vitamin A (all-trans retinal), 
and docosahexenoic acid (DHA), causing stress on the RPE and photoreceptors 
[15]. The impaired transport across BrM may exacerbate formation of drusen, thus 
causing a vicious cycle of pathology.

Moreover, the RPE is susceptible to oxidative stress from high oxygen utilization, 
prolonged exposure to visible light, lipid oxidation by photoreceptors and drusen, 
and cigarette smoking [4, 13]. During phototransduction, visual pigments called 
opsins use the chromophore 11-cis retinal to absorb photons of light. Upon absorp-
tion, the 11-cis configuration becomes all-trans, the initiating step for phototrans-
duction. To convert the all-trans back to 11-cis, it must proceed through the retinoid 
cycle whereby the RPE re-isomerizes the molecule back to its 11-cis conformation. 
A byproduct of this cycle is A2E, which accumulates in lipofuscin — particularly in 
the macula — and reacts with oxygen to form free radicals. This may partly explain 
why the macula is preferentially affected in AMD [15]. Lipofuscin also accumulates 
in aging eyes which may exacerbate oxidative stress by forming free radicals and 
inhibiting the RPE’s function of degrading organelles [4, 13]. In short, there are 
many etiologies of oxidative stress and the literature supports that it is an important 
part of AMD pathophysiology [13].

Identification of SNPs in several complement factor components sheds light on 
its role in AMD pathogenesis. The complement system is beneficial for its role in 
innate immunity and encouraging phagocytosis and removal of unwanted cellular 
material; however, dysregulation of this system can cause damage and inflamma-
tion in surrounding tissue [4]. Similarly, inflammation is a cascade of events that 
is beneficial in the short term in response to foreign and damaged material, yet 
chronic inflammation can be harmful and may contribute to the development of 
AMD [16]. There are many genetic variants of complement genes associated with 
AMD and one example is the Y402H polymorphism in the CFH gene. CFH normally 
regulates the alternate complement pathway by interfering with C3b and factor 
B interaction and inhibiting the formation of C3 convertase [17]. However, the 
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Y402H polymorphism prevents CFH from binding to BrM or to malondialdehyde, 
a byproduct of lipid peroxidation, ultimately causing unregulated complement 
activation and chronic inflammation [4, 13, 17].

Antioxidants scavenge reactive oxygen species (ROS) thereby attenuating 
oxidative stress. Nuclear factor erythyroid 2-related factor 2 (NRF2) is a transcrip-
tion factor that upregulates antioxidants when signaled by oxidative stress. Studies 
of Nrf2−/− mice showed retinal damage and changes such as thickened BrM, sub-
RPE deposits, and complement activation. Thus, antioxidants may protect against 
AMD, and in contrast, the loss of antioxidants, as shown in the Nrf2−/− mice, may 
exacerbate AMD progression [13].

In humans, the inner and outer retina are supplied by the retinal artery and 
choroidal circulation, respectively. The choroidal circulation is located beneath 
BrM, which acts as a physical barrier. Drusen accumulation may disrupt this 
barrier and when conditions favor angiogenesis, permeable blood vessels lack-
ing endothelial tight junctions and pericytes can develop between the retina and 
choroidal blood vessels. These vessels can grow into the central retina, a process 
called choroidal neovascularization (CNV) as seen in exudative AMD [15, 18, 19]. 
Neovascularization may also originate from the retina in a process called retinal 
angiomatous proliferation (RAP) [17]. Vascular endothelial growth factor (VEGF) 
plays a major role in angiogenesis. There is sufficient evidence that points to the 
role of VEGF in exudative AMD pathogenesis, given the higher VEGF levels in 
AMD patients and the successful decrease in neovascularization with anti-VEGF 
agents [13]. Pigment epithelium-derived growth factor (PEDF) is an antiangiogenic 
molecule whose expression is reduced in eyes with AMD. This imbalance between 
angiogenic VEGF and antiangiogenic PEDF suggests that homeostasis of vascular 
factors is disrupted in exudative AMD [15]. In summary, AMD is a multifaceted 
disease with genetic and environmental risk factors that likely progresses due to a 
combination of oxidative stress and inflammation, combined with dysregulated 
antioxidants, lipid metabolism, and increased angiogenesis.

1.3 Classification of AMD

Disease classification can elucidate pathophysiological processes, prognosis, and 
guide in clinical decision-making. Drusen, the hallmark lesion of AMD, is visible 
by fundoscopy and can be classified by their size and border characteristics [15]. 
Specifically, drusen can be small (< 63 mm), intermediate (63–124 mm), or large 
(>124 mm). They can also be stratified as hard (well demarcated), soft (poorly 
demarcated), or confluent (contiguous) [20, 21]. Higher number and larger size of 
drusen portends greater likelihood of progression in AMD. Moreover, compared 
to hard drusen, soft drusen tend to be located in the macula and increase risk of 
progression [21].

AMD is categorized as non-exudative or exudative. There are many ways to 
stratify AMD, but this chapter uses the classification of the Age-Related Eye Disease 
Study (AREDS) as follows: no AMD (no or few small drusen), early AMD (multiple 
small drusen, few intermediate drusen, or mild RPE abnormalities), intermediate 
AMD (numerous intermediate drusen, at least one large drusen, or geographic atro-
phy without center foveal involvement), and advanced AMD (geographic atrophy 
with center foveal involvement or neovascular maculopathy) [22].

Each stage has defining characteristics. The advanced non-exudative form of 
AMD is known as geographic atrophy (GA) and is defined by slow progressive 
atrophy of the photoreceptors, RPE, and the choriocapillaris that form sharply 
demarcated lesions [23]. Advanced exudative AMD represents 10–15% of all AMD 
and is characterized by growth of choroidal blood vessels through BrM and into the 
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retina, consequently causing intraretinal or subretinal leakage, hemorrhage, and 
RPE detachment. These changes can cause acute vision loss [15, 18, 24]. Follow-up 
data from the AREDS found that progression to advanced AMD is associated with 
the following retinal risk factors: increased baseline drusen severity, the presence of 
a large drusen within 1 disc diameter of the fovea, the presence of bilateral medium 
drusen, the presence of advanced AMD in the fellow eye, and the simultaneous 
presence of AMD RPE abnormalities and large drusen [25].

2. Preclinical models of AMD

Animal models have been generated by multiple laboratories by reconstructing 
specific features of AMD. These models have become integral for providing insight 
into the pathophysiology of this disease, as well as to develop proof-of-principle 
studies to support the advancement of new therapies [26]. In general, an optimal 
animal model is inexpensive and mimics the features of the human disease in a 
timely manner to allow for efficient studies [17]. In studies focused on AMD, these 
changes include a thickened BrM, sub-RPE deposits, RPE atrophy and hyperplasia, 
accumulation of immune cells or complement, photoreceptor atrophy, CNV, and 
fibrosis [17]. However, when trying to recapitulate AMD, animal models can be 
challenging because AMD is a complex disease with multiple polymorphisms able to 
be influenced by environmental and epidemiologic factors [15]. Furthermore, there 
are inherent differences in the eyes of animals and humans, such that no single 
model perfectly captures all features of AMD. Although space limits inclusion of 
all animal models, this review highlights the weaknesses and strengths of specific 
animal models and how they have been useful for understanding aspects of AMD 
development, progression, and treatment.

2.1 Introduction to rodent models

Rodents have been the “go-to” model for retinal disease for decades. There are 
many advantages to the rodent model. Economically, rodents are small animals 
that require little space and resources, are easy to breed and handle, have short 
gestation times while producing many offspring, and have short life spans. Diseases 
can also progress relatively quickly allowing for efficient studies [17, 27]. Mouse, 
rat, and human genomes have been sequenced, and each were found to have 
around 30,000 genes, 95% of which are shared among all three species. Further, 
advances in molecular genetic techniques allow for ease of genetic manipulation 
[27]. Anatomically, mice have key retinal structures — RPE, BrM, and choriocapil-
laris — that are affected in human AMD [15]. The economic, genetic, and anatomic 
benefits of rodents make them invaluable animal models for studying human 
disease and testing treatments. Clinicians and scientists alike have been working 
to recapitulate the human AMD phenotype in mice by taking what is known about 
the human condition and applying it to mice. This may come in the form of genetic 
manipulation to induce SNPs in known AMD-associated genes or applying risk 
factors for AMD to mice such as exposure to cigarette smoke or inducing obesity. 
Several of these manipulations will be discussed below.

It is important to highlight that there are some structural differences in the reti-
nas of humans and rodents. Unlike humans, rodents do not have a macula, defined 
anatomically as having at least two layers of ganglion cells with a mixture of rod and 
cone cells [26]. Rodents also lack an area of the retina with high density of cones 
similar to the fovea. Moreover, interpretation of findings from early murine AMD 
models was confounded by a spontaneous point mutation in Crumbs homolog 1  
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(Crb1) that segregated in a sub-strain of the C57B/6 J mouse from the Jackson 
Laboratories. The Crb1 mutation affects photoreceptor health and development, but 
is not relevant in human AMD pathogenesis [28]. This mutation is now screened for 
prior to use of mouse strains originated from the C57B/6 J mouse strain. Although 
rodents are not the perfect animal model, they have shed light on many aspects of 
AMD, of which numerous examples are highlighted in this review.

2.2 Rodent models of oxidative stress

The retina is susceptible to oxidative stress due to its high metabolic demand, 
lipid oxidation by photoreceptors, and the presence of molecules that form ROS 
mentioned in section 1.2. Below we present several mouse models that mimic AMD 
pathology induced by the lack of antioxidants or the addition of oxidative stress.

2.2.1 Superoxide dismutase knockout (Sod−/−) mice

There are two isoforms of SOD, the primary antioxidant enzyme in the retina 
that catalyzes the breakdown of potentially harmful ROS [28]. After 7 months of 
age, knockout mice lacking SOD1 (Sod1−/−) develop sub-RPE deposits that share 
similar composition to drusen found in human AMD. Other pathology in these 
mice include thickened BrM, RPE atrophy, and CNV in about 10% of mice [17]. 
This model, however, is also a model of amyotrophic lateral sclerosis resulting in 
extra-retinal phenotypes which can complicate the use of this mouse strain [29]. 
Similarly, mouse models transduced with an adenovirus-mediated ribozyme 
delivery system to inactivate SOD2 showed signs of oxidative damage like Sod1−/− 
models, with the caveat that SOD2 null mice did not show signs of CNV. Therefore, 
SOD2 depletion is not a good model for exudative AMD but may be useful for 
studying non-exudative AMD [17, 28].

2.2.2 Mice immunized with carboxyethylpyrrole (CEP)-adducted proteins

Oxidized DHA forms CEP-adducted proteins that are present in drusen at higher 
concentrations in AMD eyes compared to eyes without AMD. In studies performed 
to test the effects of adding oxidative stress, two groups of mice — 3-month-old 
mice given a strong inoculation (short-term) and 1-year-old mice given a weaker 
inoculation (long-term) — were immunized with CEP-adducted proteins. The 
short-term group developed complement deposition in BrM, sub-RPE deposits, 
RPE lysis, and the presence of macrophages. The long-term group developed a 
thickening of BrM [17]. However, neither group developed CNV, making this a 
potential model for non-exudative AMD. A benefit of this model is that there is no 
genetic manipulation of the mice, so this model can be combined with other geneti-
cally modified models, a condition that may be beneficial for a multifaceted disease 
such as AMD [17].

2.2.3 Nuclear factor erythroid 2-related factor 2 knockout (Nrf2−/−) mice

NRF2 is a transcription factor that encodes for detoxifying and antioxidant 
enzymes such as SOD. Nrf2−/− mice developed hard drusen-like deposits at 
8–11 months of age and larger soft drusen-like deposits at 11–18 months of age simi-
lar to changes in early AMD. At 11–17 months of age, 18% of the mice developed 
CNV. Other changes include RPE atrophy and hyperpigmentation with increased 
autofluorescence, thickened BrM and choriocapillaris endothelium, photorecep-
tor atrophy, and increased levels of complement and vitronectin by 12 months of 
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age. This model is a promising model for both non-exudative and exudative AMD 
because it has characteristics of both conditions [26].

2.2.4 Ceruloplasmin/hephaestin double knockout (DKO) mice

Iron can be a source of oxidative stress and its transport is mediated by cerulo-
plasmin, transferrin, and hephaestin [15, 17]. Humans lacking ceruloplasmin can 
develop AMD in middle age. Ceruloplasmin/hephaestin DKO mice by 6–9 months 
of age developed focal RPE hypertrophy, increased lipofuscin, photoreceptor 
atrophy, and subretinal deposits and neovascularization [15, 17]. Retinal changes 
peak by about 12 months of age, showing signs of oxidative damage and comple-
ment deposition [15]. Studying the retinal changes in older mice of this DKO 
strain is limited, however, due to a movement-related premature death caused 
by the DKO of ceruloplasmin/hephaestin [17]. Hadziahmetovic et al. showed 
that oral iron chelator deferiprone given to ceruloplasmin/hephaestin DKO mice 
decreases iron levels and can mitigate retinal degeneration [30]. These findings 
suggest that iron may play a role in AMD pathology.

2.2.5 Cigarette smoke/hydroquinone exposure in mice

Cigarette smoke contains many toxins and oxidants, the most abundant of 
which is hydroquinone (HQ ). C57BL/6 J mice at 16 months of age were fed a high-
fat diet (HFD) for 4.5 months causing the mice to develop sub-RPE deposits when 
exposed to oxidative stress. The mice were then divided into two groups to examine 
the additive effects of cigarette smoke and HQ on a HFD. The mice were exposed 
to a combination of HFD with blue light (positive control), cigarette smoke, or 
oral HQ. Espinosa-Heidmann et al. found that mice fed a HFD yet had no oxidative 
stress exposure showed normal retinal morphology, while mice exposed to oxida-
tive stress through blue light, cigarette smoke, or oral HQ demonstrated retinal 
changes similar to early AMD, such as sub-RPE deposits and BrM thickening [31]. 
Furthermore, mice treated with HQ in their drinking water were found to have 
more proangiogenic VEGF compared to anti-angiogenic PEDF. The imbalance of 
angiogenic factors from HQ may contribute to CNV [17]. These findings may partly 
explain why cigarette smoking is an influential risk factor in AMD.

2.3 Rodents models of inflammation

Inflammation is associated with AMD onset and progression with complement 
being a major component. Inflammatory components found in drusen further sup-
port inflammation taking a role in AMD pathogenesis [15]. Below are a few example 
models of inflammation and the complement pathway.

2.3.1 Complement factor H knockout (Cfh−/−) mice

CFH is a regulatory protein that prevents C3b from binding to complement fac-
tor B and ultimately prevents the formation of C3 convertase. Loss of regulation of 
this pathway causes deposition of C3 in the kidneys and ultimately membranopro-
liferative glomerulonephritis (MPGN) Type II. These patients also develop drusen 
similar to those in AMD [17]. Cfh−/− mice also developed MPGN and retinal changes 
such as increased retinal autofluorescence, complement deposition, and disorgani-
zation of photoreceptor outer segments (POS). However, these mice also showed 
thinning of BrM, which is atypical of AMD, possibly from increased phagocytic 
activity mediated by complement [17].
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2.3.2 Transgenic CFH Y402H mice

The CFH Y402H polymorphism causes chronic inflammation by disrupting 
the binding of CFH to C-reactive protein and heparan sulfate [26]. At one year of 
age, transgenic mice with this polymorphism were found to have more drusen-like 
deposits compared to wild-type or Cfh−/− mice [17]. The CFH Y402H mice also 
exhibited thickening of BrM and increased accumulation of immune cells and 
complement in the subretinal space and basement membrane, respectively. Unlike 
Cfh−/− mice, CFH Y402H mice did not show photoreceptor atrophy possibly because 
the mice studied were younger by one year of age or from retaining partial func-
tionality of CFH [17].

2.3.3 Transgenic mice overexpressing C3

Implied by the regulation of C3b through CFH, C3 plays an important activat-
ing role in complement pathways. Transgenic mice transduced using adenovirus 
expressing C3 have higher levels of C3 and a pathology similar to AMD including 
loss of photoreceptor outer segments and RPE, along with the accumulation of 
complement. Another finding in these mice was the migration and proliferation of 
endothelial cells in the retina which may correspond to RAP documented in patients 
with exudative AMD. However, this model is limited because these mice also exhibit 
retinal detachments, which are not seen in AMD. It is possible that the injected 
adenovirus may contribute to some of the unexpected retinal changes [17].

2.3.4 Cluster of differentiation 46 (Cd46−/−) mice

Like CFH regulating C3b, CD46 is a regulatory cofactor that aids in inactivating 
C3b and C4b. Cd46−/− mice at 12 months of age exhibit increased complement in the 
RPE with hypertrophic and vacuolated RPE. These findings along with increased 
autofluorescence, lipofuscin, and autophagosomes of the RPE suggest degenera-
tion of this retinal layer. Other findings in these mice include sub-RPE deposits 
with thickening of BrM, decreased choriocapillary lumen and fenestrations, and 
decreased number of nuclei in the outer nuclear layer of the retina. In this model 
there were low levels of VEGF and no signs of neovascularization, positioning this 
mouse as a model to the study of non-exudative AMD [26].

2.3.5 Inflammasome mice

Inflammasomes are multiprotein complexes that respond to pathogen-associ-
ated molecular patterns or other cellular stresses. Inflammasome activation leads to 
secretion of proinflammatory substances such as caspase-1, interleukin-1β (IL-1β), 
and interleukin-18 (IL-18). The NOD-, LRR- and pyrin domain-containing protein 
3 (NLRP3) inflammasome has been implicated in many inflammatory conditions 
such as gout, autoimmune diseases, atherosclerosis, and AMD [32]. Eyes with GA 
have lower levels of Double-Stranded RNA-Specific Endoribonuclease (DICER1), 
a micro-RNA, which leads to increased levels of Arthrobacter luteus (Alu) RNA. 
Alu RNA activates the NLRP3 inflammasome leading to increased levels of myeloid 
differentiation primary response 88 (MYD88) and IL-18 and ultimately causing 
RPE atrophy [26]. However, in Myd88−/− mice and Il18r1−/− mice, Alu RNA did not 
cause RPE degeneration [33]. These findings suggest that inflammasome activa-
tion may have a role in AMD pathogenesis and present potential targets for future 
therapies.
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2.4 Polygenic rodent models

As discussed, AMD is a multifactorial disease resulting from a mixture of mul-
tiple genetic and environmental factors. Because monogenic animal models do not 
represent the complexity of human AMD, combining multiple SNPs with nonge-
netic factors to create a polygenic animal model may prove beneficial for studying 
AMD pathogenesis as well as providing platforms on which to test new therapeutics 
that are being developed in laboratories across the world. Mice make excellent 
candidates for polygenic models of AMD due to the relative ease of manipulating 
their genomes and simplicity of affecting their environment [17, 34].

2.4.1  Peroxisome proliferator-activated receptor gamma coactivator – 1 alpha 
(Pgc1α)/Nrf2 DKO mice

As stated previously, NRF2 is a transcription factor that regulates the expression 
of detoxifying and antioxidant enzymes. PGC-1α regulates angiogenesis and oxida-
tive stress, among other functions. Single Nrf2−/− mice present signs of AMD, such 
as degenerated RPE and photoreceptor outer segment atrophy. When fed a HFD, 
Nrf 2−/− mice exhibited exacerbated signs of AMD such as RPE hyper/hypopigmen-
tation. On a similar HFD, Pgc-1α+/− mice also develop increased lipofuscin accumu-
lation, another indication of AMD [26].

PGC-1α/Nrf2 DKO mice exhibit AMD signs and dysfunctional photoreceptors 
by 12 months of age. Autophagy and oxidative damage were greater in the DKO 
compared to single knockout mice [26]. This polygenic model may better represent 
the multifactorial nature of AMD. Environmental factors such as cigarette smoke 
or HFD exposure have not yet been tested in this model, which may be useful for 
future studies.

2.4.2 Systems genetics and the BXD family of mice

In recent years, the use of systems genetics to uncover genes underlying the 
pathological mechanisms of retinal diseases has become an invaluable tool in the 
study of multiple human diseases. Specifically, applying this approach to the BXD 
family of mice has elucidated novel genes associated with ocular hypertension and 
optic nerve necrosis in glaucoma [35, 36]. As a brief background, the BXD family 
of mice were generated by breeding the standard C57B/6 J mouse with the DBA/2 J 
strain from the Jackson Labs. Offspring were then inbred for 20 or more generations 
to allow for a homologous recombination-induced variety of genetic backgrounds 
[37]. Currently, studies are underway to use the BXD family of mice to generate a 
more accurate model of AMD in the mouse. This is being done by delving into the 
genomes of each strain of BXD mouse to find different combinations of haplotypes 
in AMD-associated genes which contain SNPs similar to those found in humans, or 
that result in an altered protein function as observed in humans. Currently, multiple 
strains have shown promise for not just AMD, but other retinal diseases as well.

2.5 Rabbit models

Although rodents are the most studied, the larger eye size of rabbits make them 
advantageous for certain pharmacological and pathological studies. While rabbits 
are more expensive than rodents, they are less expensive than non-human primates 
(NHP). Rabbits are also relatively easy to handle and breed. Furthermore, the size 
of the rabbits allow for easy administration of subretinal injections and vectors for 
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gene therapy [38]. Rabbits possess a visual streak where rods and cones are dense, 
but they do not have a macula which, like mice, can present a caveat for direct 
translation to human AMD [38, 39].

Promoting a wet AMD phenotype using conventional methods of inducing 
CNV in rodents and primates, such as laser-induced damage of BrM and injection 
of proangiogenic factors, have not worked for rabbit models; however, Qui et al. 
created an exudative AMD model in rabbits by injecting Matrigel, a membrane 
matrix mixture that includes growth factors like basic fibroblast growth factor and 
endothelial growth factor. Growth factors from the Matrigel are slowly released 
for up to 9 weeks, with subsequent production of CNV lesions and BrM disruption 
that are reminiscent of AMD. This shows promise of a way to test new therapies for 
exudative AMD on an inexpensive and reproducible model with similar pathologi-
cal features of AMD [39].

2.6 Non-human primate models

Although primates and humans have the most similar anatomy, primates are 
disadvantageous as models because they are difficult to genetically manipulate, 
expensive, and their disease course is relatively long [17]. Furthermore, they are 
difficult to handle and breed [38]. Historically, there were limitations to exuda-
tive AMD models, however new techniques have generated some exudative AMD 
models, discussed below.

Because AMD affects the cone dense macula, a major limitation of animal models 
such as rodents, canines, and felines is the lack of a macula [40]. NHPs are the only 
pre-clinical animals that have a macula and a similar organization of photoreceptors 
within the macula like humans [17, 41]. Another advantage of NHP models is their 
shared similarity in organization of the visual pathway. The macula only receives 
nutrients and removes waste from the choroidal circulation. Furthermore, since the 
macula is responsible for high acuity central vision, copious amounts of light are 
focused on the macula subjecting it to high levels of ROS. These details may explain 
why the macula is affected in AMD in both humans and NHP [17].

Genetic risk factors are also suspected in NHPs with AMD. Polymorphisms in 
age-related maculopathy susceptibility 2 (ARMS2) and high-temperature require-
ment factor A1 (HTRA1) were linked to significantly higher rates of drusen forma-
tion in both humans and rhesus monkeys. These findings suggest shared genetic 
risk factors and can further infer that humans and rhesus monkeys have commonal-
ity in pathophysiology [17].

Another shared risk factor between humans and NHPs is diet. Rhesus monkeys 
with a diet without lutein or zeaxanthin formed drusen earlier than monkeys fed a 
standard diet. In another study, monkeys without carotenoids and omega-3 fatty 
acids developed some RPE atrophy [17]. In fact, the AREDS2 study found that 
human subjects in the bottom quartile of nutrition benefited the most from vitamin 
supplementation [42].

2.6.1 Primate models for early onset drusen

Some NHP species such as rhesus macaque monkeys spontaneously develop 
drusen and early to intermediate AMD. The amount of drusen increased with 
age [43]. Drusen analyzed in these monkeys were found by immunohistochemi-
cal analysis to have similar location and composition as human drusen, sharing 
compounds such as apolipoprotein E, amyloid P component, complement compo-
nents, immunoglobulins, vitronectin, membrane cofactor protein, annexins, and 
crystallins [17, 28].
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Interestingly, a group of cynomolgus macaques and Japanese macaques 
were found to have early-onset drusen in the macula and periphery at around 
1–2 years of age. The drusen in these groups of monkeys were also similar in 
composition to human drusen. This syndrome exhibited a dominant inheritance 
which along with early onset drusen may serve as a useful animal model for 
future studies [17].

2.6.2 Primate models for neovascularization

NHP models do not spontaneously develop advanced forms of AMD. Laser 
induced NHP models of exudative AMD only provide vascular leakage for about 
2–3 weeks. However, Patel et al. created a NHP model for chronic neovasculariza-
tion by intravitreal (IVT) injection of DL-alpha-aminoadipic acid, a selective glial 
cytotoxin, in African green monkeys. In this model, neovascularization pro-
gressed for 8–10 weeks after injection and maintained leakage for over 90 weeks. 
Importantly, anti-VEGF injections decreased leakage at 2–4 weeks, then neovas-
cularization resumed at 4–8 weeks, and repeat anti-VEGF injections at 90 weeks 
decreased neovascular lesions. These findings are important because this may serve 
as a good model for testing short and extended-release therapeutics for exudative 
AMD in model eyes that resemble human eyes [19].

3. FDA-approved treatments for AMD

3.1 Vitamin supplementation for AMD

Lifestyle modifications are thought to delay progression of AMD. The American 
Academy of Ophthalmology recommends smoking cessation, an antioxidant-rich 
diet with healthy unsaturated fats or omega-3 supplements, management of other 
medical conditions, routine exercise, and regular eye examinations for all AMD 
patients [44]. Additionally, antioxidant vitamins and minerals have been demon-
strated to slow progression to advanced AMD according to the AREDS [45]. The 
original formulation consisted of: 500 mg vitamin C, 400 international units (IU) 
vitamin E, 15 mg beta carotene, 80 mg of zinc (zinc oxide), and 2 mg of copper 
(cupric oxide) [45]. Copper was added to the formulation as zinc supplementation 
can cause copper-deficiency anemia. Smoking cessation is specifically recom-
mended because the high dose of beta-carotene supplementation is subject to a 
small increased risk of lung cancer [46]. The subsequent AREDS 2 investigation 
evaluated adding lutein + zeaxanthin and DHA + eicosapentaenoic acid [EPA], 
or lutein + zeaxanthin + DHA + EPA to the original AREDS preparation. It also 
explored removal of beta carotene and decreased the original dose of zinc. It 
adapted the formula to include: 10 mg of lutein and 2 mg of zeaxanthin, 350 mg 
DHA and 650 mg EPA, no beta-carotene, and 25 mg zinc [47]. They found that 
lutein + zeaxanthin or DHA/EPA did not further halt the progression of AMD; 
however, removal of beta-carotene from the lutein + zeaxanthin formulation proved 
to be protective against AMD and better for patients due to the decreased risk of 
lung cancer in patients using the beta carotene poor formulation. Additionally, the 
decreased quantity of zinc was deemed less protective than the higher doses admin-
istered in AREDS. In short, AREDS 2 concluded administration of 500 mg vitamin 
C, 400 IU vitamin E, 10 mg of lutein and 2 mg of zeaxanthin, 80 mg of zinc (zinc 
oxide), and 2 mg of copper (cupric oxide), without beta carotene was beneficial 
in decreasing the progression to advanced AMD in patients with intermediate and 
advanced AMD in at least once eye [47].
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3.2 Past therapeutics for AMD

Past therapies for AMD include photodynamic therapy, photocoagulation, low 
vision rehabilitation, and radiation therapy [44, 46]. First introduced in the 1990’s, 
photodynamic therapy (PDT) involved injecting verteporfin (Visudyne) into an 
arm vein. The injected medication collects in pathologic neovascular membranes 
in the central macula. The verteporfin is light activated by using a 690 nm laser 
over the affected area, causing the formation of ROS. Unfortunately, new models 
of the PDT laser are no longer available for sale in the United States, although a 
single model is available in Europe. PDT has become obsolete for AMD treatment 
with the rise of anti-VEGF therapeutics, although it is still used for other retinal 
conditions [46]. A second method, photocoagulation treatment, uses a laser to 
accomplish the same goal. This may also require retreatment; however, the laser 
can produce scarring, which can cause blind spots. For this reason, it is no longer 
used to treat pathology within the macula. Moreover, increased damage to the 
macula lowers the success rate of treatment.

Studies in the 1980s examined the use of photocoagulative therapies in minimiz-
ing the progression of disease due to CNV lesions. These assessed laser therapy of 
the extrafoveal, juxtafoveal, and subfoveal neovascular membranes [46]. It was 
determined that laser therapy of extrafoveal or juxtafoveal sites was more effective 
than subfoveal sites. Subfoveal photocoagulation was associated with increased 
risk of vision loss [46]. However, with increased anti-VEGF therapies, the use of 
photocoagulation is also declining [46]. A third treatment is low vision rehabilita-
tion, which is used as supplemental therapy to accommodate the central vision 
changes that may ensue from AMD. This can include implementation of reading 
glasses, magnifiers, additional lighting, among others [44]. New advances in wear-
able technology use individualized deficit mapping and artificial intelligence to 
assist users in navigating their environment and common activities of daily living. 
The fourth form, radiotherapy, has been used to inhibit neovascularization, but the 
effectiveness of this method is unclear [46].

3.3 Current therapeutics for AMD

Although there is no current treatment to delay the onset of non-exudative 
AMD, once the disease progresses to the exudative form, there are treatments to 
delay its progression, preserve remaining vision, and sometimes recover lost vision 
[44]. Most of these therapies target the neovascularization and associated fluid 
leakage and hemorrhage. These drugs inhibit VEGF, the main proangiogenic factor 
that contributes to neovascularization. Current treatments include bevacizumab 
(Avastin, Genetech), ranibizumab (Lucentis, Genentech), aflibercept (Eylea, 
Regeneron Pharmaceuticals), and brolucizumab (Beovu, Novartis).

Pegaptanib (Macugen, Pfizer) was the first anti-VEGF therapy approved by 
the FDA in 2004 and is an oligonucleic aptamer specifically targeting VEGF-165. 
Ranibizumab is a monoclonal antibody fragment to all VEGF-A that was approved 
by the FDA in 2006 based on the results of the phase III MARINA and ANCHOR 
trials [48, 49]. Aflibercept is a receptor-antibody fusion protein of VEGF receptors 
1 and 2 fused to the Fc portion of IgG1 that blocks VEGF-A and B. Aflibercept was 
approved by the FDA in 2011 based on the VIEW-1 and 2 phase III trials [18, 46]. 
Brolucizumab is a single-chain antibody fragment approved by the FDA in October 
2019 based on the phase III HAWK and HARRIER trials [46, 50]. Ranibizumab, 
aflibercept, and brolucizumab were created specifically for the treatment of exuda-
tive AMD, while bevacizumab was approved for colon cancer and is used off-label. 



263

An Overview of Age-Related Macular Degeneration: Clinical, Pre-Clinical Animal Models…
DOI: http://dx.doi.org/10.5772/intechopen.96601

Bevacizumab is considerably less expensive at an average of $50 per treatment ver-
sus $1,800 or $2,000 for the other three available treatments and has been shown 
to be equally efficacious in the Comparison of Age-Related Macular Degeneration 
Treatments Trials (CATT) studies [51].

In any of the treatment trials that are evaluating the efficacy of the anti-VEGF 
family of therapies, patients are monitored for exudation and treatment response 
using optical coherence tomography after intravitreal injection [45]. Frequency 
of injections varies, but most patients require multiple doses and repeat treat-
ments. Brolucizumab is groundbreaking as it is the first anti-VEFG therapy that 
has demonstrated similar efficacy from a single injection, 4 times a year [46]. 
Unfortunately, adoption of Brolucizumab has been limited by intraocular inflam-
mation, vasculitis, and vascular occlusion causing visual decline that was seen in 
4.6% of trial participants [52]. Potential adverse effects of anti-VEGF therapies 
include conjunctival hemorrhage, vitreous hemorrhage, increased intraocular 
pressure, cataract progression, and, rarely, retinal detachment, infection, and 
intraocular inflammation [44].

4. Potential therapeutics for AMD

There are many studies that have evaluated potential therapies for non-exudative 
and exudative AMD. Along with vitamin supplementation, there are three main 
classes of therapies being investigated: antibody, gene, and cell-based therapies.

Aside from the successful anti-VEGF therapies, antibodies targeting the 
complement pathway show some promise. Because activation of the alternative 
complement pathway contributes to AMD pathology, antibodies targeting compo-
nents of this pathway, such as C3 and C5, may attenuate inflammation and damage 
to the retina by reducing complement mediated cell lysis [53, 54].

Gene therapy involves introducing genetic material, typically a viral vector, into 
tissues of interest to replace the blueprint of a protein product. The most used viral 
vectors are adeno-associated viral vectors due to their lower immunogenicity and 
extended duration of gene expression [54].

Another way to treat AMD is through cellular therapy which works by 
replacing a protein product, like gene therapy; however, instead of replacing 
the genetic code, the cells that produce the protein of interest are replaced or 
supplemented. Cellular therapy allows for the replacement of dead or diseased 
tissue with healthy tissue. For AMD, this typically involves replacement of the 
RPE. Replacement of neural retinal tissue is challenging as it relies on the re-
establishment of neural connections. In contrast, the RPE does not have neural 
connections, but serves to maintain healthy photoreceptors by providing nutri-
ents and removing waste products. For these reasons, the RPE is currently the 
primary target of cell-based therapy for AMD [54]. Another promising cellular 
therapy for exudative AMD is replacement of the choroidal endothelial layer as 
this may prevent neovascularization [55]. However, there are many challenges 
associated with the delivery of cell-based therapy such as immune rejection, high 
rates of tumor formation, and differentiation into unintended cell types. Previous 
studies have shown the dangers of using stem cell therapy in the treatment of 
AMD citing complications like IVT fibrosis and tractional retinal detachment 
[56]. Furthermore, the timing of RPE transplant is critical to its success. It must 
be performed early enough so that the underlying retinal cells can still be sal-
vaged; however, performing the therapy too early runs the risk of complications 
from prepathological intervention [54].
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4.1 Failed therapeutics for non-exudative AMD

Lampalizumab, a fragment antigen binding portion of a humanized monoclo-
nal antibody that selectively binds and inhibits complement factor D [57], showed 
success early on as it passed both Phase I and II clinical trials. Unfortunately, it 
failed to show superior effects to sham treatment in treating non-exudative AMD 
with GA in Phase III trials [58]. Eculizumab is another antibody, which targets 
complement component C5. It was investigated in the COMPLETE trial to assess 
the progression of GA in patients with non-exudative AMD. While it demonstrated 
safety, it did not prove to be efficacious in slowing the rate of GA progression [59]. 
Much like eculizumab, LFG316, another C5 inhibitor, failed to progress past Phase 
II when it did not show success in stunting the growth of GA [60].

A study evaluating the safety of transplanting subretinal RPE cells derived 
from human umbilical tissue showed complications associated with the method of 
delivery. This study reported high rates of retinal perforations and detachments [61].

A unique technique of delivering cell therapy to a tissue of interest is through 
encapsulated cell technology (ECT). A study utilizing this technology with the 
NT-501 ECT implant showed promising results. A capsule containing a mass of 
RPE cells engineered to produce and release ciliary neurotrophic factor (CNTF) 
was implanted into the eye. CNTF can diffuse across the capsule and act on retinal 
cells to induce differentiation and promote survival of retinal cells. The exact 
mechanism of CNTF remains to be elucidated [62]. Studies proved this method 
is safe, but visual acuity (VA) did not show significant improvement. There was, 
however, significant improvement in the thickness of the macular region, which 
has been shown to be associated with increased stabilization of VA regardless of 
baseline best corrected visual acuity (BCVA) [63, 64]. Despite a lack of significant 
improvement in VA in AMD patients, this technology has since been repurposed for 
use in macular telangiectasia type 2 and is effective at improving BCVA and slowing 
progression of retinal degeneration [65].

4.2 Therapeutics in development

4.2.1 Non-exudative AMD therapies in development

There is hope that an IVT formulation of Zimura, a C5 inhibiting RNA aptamer, 
will show more promising results than eculizumab and LFG316 [66]. A C3 inhibitor 
called APL-2 passed Phase II clinical trials in the FILLY study when it demonstrated 
the ability to impede progression of GA [67]. Two Phase III trials of this drug are 
underway with the Oaks and Derby trials (Apellis). These are multicenter, random-
ized, double blind, sham-controlled studies that are estimated to complete around 
December 2022 [68].

There are studies evaluating the utility of combination antibody therapy. This 
concept involves inhibition of two separate pathogenic mechanisms contributing 
to disease progression to elicit compounding effects. A Phase I trial evaluating 
the combination of LFG316 and CLG561, an inhibitor of complement regulator 
properdin, is underway for GA [69].

Bone marrow stem cells (BMSCs) have shown safety and efficacy in patients 
affected by non-exudative AMD. The Stem Cell Ophthalmology Treatment Study 
(SCOTS) trial showed improvement in BCVA and demonstrated both safety and 
tolerability [70]. The trial consisted of 32 eyes affected by non-exudative AMD 
that were treated with autologous BMSC transplant by a variety of methods. Over a 
one-year period, 63% of eyes showed improvement in VA while 34% maintained a 
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stable VA. There were no complications, and as these were autologous transplants, 
no immunosuppression was required.

Current gene therapy in development for non-exudative AMD works to 
target the complement pathway. Gene supplementation of CD59 inhibits forma-
tion of the membrane attack complex (MAC) and is being investigated with the 
drug AAVCAGsCD59 [71]. By preventing formation of the MAC, inhibition of 
complement-mediated cell lysis reduces retinal cell death, thus slowing progression 
of GA. Results from the recently finished Phase 1 clinical trials for AAVCAGsCD59 
are being evaluated. Another promising drug, GT005, holds genetic information 
coding for complement factor I. It will be delivered using a recombinant, non-repli-
cating adeno-associated viral vector. Phase I/IIa clinical trials are underway [72].

4.2.2 Exudative AMD therapies in development

The use of a port delivery system involves implanting a device into the eye that 
slowly releases drug over an extended period. With this device in place, the patient 
can have fewer office appointments and less injections. The Phase 2 Ladder study 
has already shown promise with this type of drug administration [73]. Bifunctional 
antibodies, antibodies that can bind two or more targets, are being investigated for 
use in exudative AMD. By targeting both the VEGF and the complement pathway 
it is hypothesized that patients may require fewer injections and/or show improved 
outcomes, similarly to the non-exudative AMD combined therapy. IBI302 is an 
antibody with domains for both VEGF and complement. It is undergoing dose esca-
lation Phase I clinical trials [74]. Another drug being developed for exudative AMD 
is abicipar pegols, a designed ankyrin repeat protein that is part of the designed 
ankyrin repeat proteins (DARPin) class that inhibits all isoforms of VEGF-A. While 
it showed similar efficacy to ranibizumab, the FDA currently denied its approval 
because of reports of associated intraocular inflammation [75].

A Phase I clinical trial involving only two patients with severe exudative AMD 
and no control group showed successful implantation of fully differentiated human 
ESC-derived RPE cells that were grown on a synthetic basement membrane. VA 
at 12 months showed improvement in 29 and 21 letters. The patch of RPE cells 
appeared intact and healthy when visualized through biomicroscopy and optical 
coherence tomography (OCT) [76].

There are documented cases of successful autologous and allogenic transplants 
of induced pluripotent stem cells. However, the cost of these studies and unex-
pected genetic changes have been discouraging [78, 79]. Further endeavors in 
cell-based treatment of AMD are aimed at generating a layer of multipotent stem 
cells from RPE cells. Proliferation and differentiation of these stem cells may restore 
function to diseased retina [77].

Exudative AMD gene therapy mainly targets the VEGF pathway, but other areas 
of intervention include PEDF, angiostatin, and endostatin. Phase II clinical trials of 
rAAV.sFLT-1, which codes for a soluble, full length version of the VEGFR-1 protein, 
are currently underway [78]. A Phase I clinical trial evaluating safety and tolerabil-
ity is currently underway for a recombinant, replication-deficient adeno-associated 
virus (AAV.7 m8-aflibercept) IVT injection gene therapy carrying an aflibercept 
coding sequence [79]. A Phase I clinical trial demonstrated safety for using an 
adeno-associated virus vector carrying genetic information for human PEDF 
(AdPEDF.11) [80]. Endostatin and angiostatin, are proteins that inhibits angiogen-
esis. A combination drug of endostatin and angiostatin (RetinoStat) demonstrated 
safety and tolerability [81]. There are many promising therapies in different stages 
of clinical trials for the treatment of AMD.
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5.  Bidirectional translation from humans to pre-clinical models and back 
again

In summary, the “virtuous cycle” of bidirectional translation allows the exami-
nation of the outcome of experimental modulation in normal and pathological 
phenotypic animal models to discover novel regulators with the potential to evade, 
delay, or overturn human disease [82]. This cycle demonstrates that breakthroughs 
in human and experimental models facilitate a recurring sequence of human obser-
vation, pre-clinical model experimentation, followed by verification in humans 
(Figure 1). Animal models are fundamental to this discipline, as they advance the 
progression of understanding of the genetic framework that produces the patho-
logical condition of interest and is a potentially vital target for novel therapeutics. It 
is proven that this series of bidirectional translation efficiently drives the investiga-
tion of diagnosis, treatment, and prevention of congenital, progressive, and adult 
conditions alike [82].

At baseline, this methodology is possible due to advanced genetic and molecu-
lar technologies, as well as the Human Genome Project, which propelled the 
identification of complex traits and pathways causing disease. Those resources 
alone, however, do not account for the complex interplay between inherited and 
environmental factors. Animal models provide a degree of experimental control, 
not possible in humans, to explore just that [82]. Both phenotype-based (forward 

Figure 1. 
Model of the “virtuous cycle” of bidirectional translation. (A) Bidirectional translation begins with the discovery 
of a human disease phenotype. (B) After observing a phenotype, animal models are generated to mimic the 
human condition as accurately as possible. This allows for a deeper understanding of the pathophysiology as well 
as a model on which to test therapeutics. (C) With the knowledge gained from animal models, treatments are 
carried back into human patients to test clinically the efficacy and tolerability of the therapeutics. The cycle then 
repeats allowing for a better understanding of both the disease itself and how to treat it more efficaciously.
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genetics) and gene-based (reverse genetics) approaches permit linkage of genes 
and phenotypes in experimental animal models. Traditionally, genetic variants 
are accepted to relate in an additive fashion with functions that are stationary. Yet, 
there are many complexities in understanding these relationships, specifically 
in multigenic traits, with factors such as modifier genes, gene–gene interac-
tions, gene–environment and gene-age interactions, and unconventional genetic 
complexities [82]. This is precisely where the beauty of animal models shines. 
They are the solution, the medium capable of exploring these intricacies. Puzzle 
pieces necessary to address gene–gene interactions, modifier genes, gene–envi-
ronment interactions, and gene-age interactions can be tried and tested in pre-
clinical models.

Although animal models cannot entirely replicate the human biological environ-
ment, they can reveal information that has been used to formulate hypotheses about 
the human manifestation of disease. This step has led to the discovery of genetic 
regulators and therapeutic modulators of disease, as part of the virtuous cycle of 
bidirectional translation. For example, the studies performed in mice undergoing 
oxidative stress (Sod1−/− and Nrf2−/− models) and the discovery that waste material 
from drusen contribute to RPE atrophy led to the development of treatments for 
lowering ROS and oxidative damage. Other studies demonstrated that loss of RPE 
cells and their functionality leads to an AMD-like phenotype, which then inspired 
the idea of RPE cell therapy [76]. Similarly, animal models (Cfh−/− mice) revealed 
the role of complement in AMD pathophysiology, which inspired the development 
of novel non-exudative AMD therapies that target complement such as Zimura 
and APL-2 [66, 67]. Finally, studies in which VEGF inhibition in animals led to 
the successful therapeutics (bevacizumab, ranibizumab, aflibercept, and broluci-
zumab) that are currently used to treat exudative AMD in humans [44]. In sum-
mary, observed phenotypes can be linked to specific genotypes (and vice versa) that 
can be corroborated between humans and pre-clinical models. This bidirectional 
translation and the virtual cycle using a cross-species approach has accelerated 
the discovery of novel disease-associated genes and the development of targeted 
therapies.

Nadeau and Auwerx recapitulate that the virtuous cycle pairs the trajectory 
of observations in humans with the potential of experimental animal models 
and confirmation in human cases. Human limitations are apparent, while animal 
models house the biological tools to foster disease onset and progression. They 
expose pathophysiology that illuminates related disease mechanisms in humans 
and are deemed vital for the prosperity of molecular, cellular, developmental, and 
physiological experimentation.

6. Conclusion

AMD is a complex, multifaceted disease that is becoming more prevalent in the 
aging population. Animal models provide insight into our current understanding of 
disease pathophysiology including an interplay of oxidative stress, inflammation, 
dysregulated antioxidants, lipid metabolism, and angiogenesis juxtaposed with 
genetic and environmental risk factors, the greatest of which are aging and cigarette 
smoking. Mice are the most used animal models and have provided information 
such as the roles of antioxidants and inflammation in AMD pathophysiology. Mice 
also provide excellent polygenic models which may better represent the complex 
pathology of AMD. Although other animal models, such as rabbits, have been help-
ful, NHP eyes are the most like human eyes making them an invaluable resource; 
however cost and ethical issues limit their widespread use.
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After disease progresses to exudative AMD, there are several FDA-approved 
treatments such as bevacizumab, ranibizumab, aflibercept, and most recently bro-
lucizumab that block members of the VEGF family of proteins. Through the AREDS 
2 study, vitamin supplementation consisting of 500 mg vitamin C, 400 IU vitamin 
E, 10 mg of lutein and 2 mg of zeaxanthin, 80 mg of zinc (zinc oxide), and 2 mg 
of copper (cupric oxide) can slow the progression to advanced AMD. Although 
treatment options are currently limited, there are studies in various clinical phases 
evaluating potential therapies for both non-exudative and exudative AMD. Three 
main classes under investigation are antibodies, genes, and cell-based therapies. The 
virtuous cycle of bidirectional translation, along with the use of improved animal 
models, enhances our understanding of AMD pathophysiology and opens the doors 
to innovative treatment options.
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Abstract

Brucellar spondylodiscitis, the most prevalent and significant osteoarticular 
presentation of human Brucellosis, is difficult to diagnose and usually yields 
irreversible neurologic deficits and spinal deformities. Relevant aspects of Brucella 
pathogenesis have been intensively investigated in preclinical models. Mice, 
rats, rabbits, and sheep are representing available models to induce Brucellosis. 
Evaluation of Brucellar spondylodiscitis may be performed using a large variety of 
methods, including plain radiography, computed tomography, magnetic resonance 
imaging, histological analysis, blood test, and bacteria culture. This chapter focuses 
on these preclinical models of Brucellar spondylodiscitis. The requirements for 
preclinical models of Brucellar spondylodiscitis, pearls and pitfalls of the preclinical 
model establishment, and comprehensive analyses of Brucellar spondylodiscitis in 
animals are also depicted.

Keywords: Animal models, Preclinical models, Brucellar spondylodiscitis, Brucellosis

1. Introduction

Brucellosis, an infectious disease caused by the Brucella bacteria in both humans 
and animals, leads to a significant impact on the public health and the animal indus-
try [1]. Since 1950, comprehensive measures against Brucellosis were undertaken 
in China and a great number of achievements had been made in its prevention and 
control [2]. It, however, remains a serious public health issue, and much remains to 
be accomplished to reach the goal of controlling human and animal Brucellosis in 
China. As the most common and significant osteoarticular presentation of human 
Brucellosis, Brucellar spondylodiscitis has a variable course with a long latency 
between the onset of symptoms and the radiologic changes’ appearance with and 
unspecific clinical symptoms, hindering an early intervention to prevent irrevers-
ible neurologic deficits and spinal deformities (Figure 1) [4, 5]. It is an endemic 
disease in areas of sheep farming, which is also widespread among farmers, animal 
breeders, veterinarians, and veterinary technicians as an occupational disease [6, 7]. 
Due to the late-onset radiological findings, slow growth rate in blood cultures, and 
complexity of the serodiagnosis, timely and accurate diagnosis of Brucellar spondy-
lodiscitis is still a challenge for clinicians [8, 9].

Preclinical models exhibiting symptoms comparable to those in humans are 
essential for the translation of preclinical findings into clinical practice [10–13]. 
Relevant aspects of the Brucella pathogenesis have been intensively investigated in 
both in vitro and preclinical in vivo models. Several preclinical models are available 
to mimic Brucellar spondylodiscitis and provide beneficial platforms allowing the 
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management and exploration of translational investigations of medical device and 
novel therapeutics [14–16].

This chapter focuses on these preclinical models of Brucellar spondylodiscitis. 
The requirements for preclinical models of Brucellar spondylodiscitis, pearls and 
pitfalls of the preclinical model establishment, and comprehensive analyses of 
Brucellar spondylodiscitis in animal models are also deliberated.

2. Requirements for preclinical models of Brucellar spondylodiscitis

Investigators have previously established Brucellosis models in many diverse 
animals [15], however the animal candidates for stimulating in vivo Brucellar spon-
dylodiscitis should be suitable for both the implantation of the Brucella bacteria 
and the convenience for the anatomical morphology research (Table 1). Common 
requirements for preclinical models of Brucellar spondylodiscitis are diverse, 
including but not limited to:

1. The geometrical size and anatomical structure of the animal spine should be 
comparable to the human spine.

2. The biomechanical properties of the animal spine should be close to the  
human spine.

Figure 1. 
A typical case of noncontiguous multiple-level Brucellar spondylodiscitis with an epidural abscess in a 57- 
year-old man with a 6-month history of low back pain, restricted range of motion, fever, chills, and night 
sweating. (A) the midsagittal magnetic resonance imaging revealed increased signal intensity (arrows) 
involving the T2-T3, T8–9, T11–12, and L4–5 disks and vertebral bodies. (B) Pathologic signal changes were 
identified, compatible with a 14 × 8-mm paraspinal abscess (L5), with low signal intensity on T1-weighted 
images, high signal intensity on T2-weighted images, and post-contrast peripheral enhancement (arrow) [3].
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3. The model needs reflect the clinical nature of the Brucellar spondylodiscitis.

4. The radiographic characteristics of Brucellar spondylodiscitis in specific  
animals should be analogous to the human setting.

5. The generated preclinical data can be translated into the clinical situation and 
further benefit the clinical treatments.

3. Preclinical models of Brucellar spondylodiscitis

Mice, rats, rabbits, and sheep represent the available candidates to induce 
Brucellosis [23–26]. However, the preclinical model of Brucellar spondylodiscitis 
with a possible high translational efficiency has only been established in rabbits 
so far [14].

3.1 Mice

Mice are the most extensively used to investigate chronic infections of Brucella 
[15]. Enright and colleagues constructed the Brucellosis model with the mouse 
by intravenous injection of 5 × 104 colony forming units (CFU) of either Brucella 
attenuated strain 19 or Brucella abortus strain 2308 to confirm Brucella abortus 
produces a chronic granulomatous response in mice, and extend earlier studies in 
demonstrating that prominent acute and subacute inflammatory responses also 
occur [27]. Steven et al. made the mouse model with the method of intraperitoneal 
injections of 105 CFU of Brucella strain 2308 or 107 CFU of either strain 19 or RB51 
[28]. Tobias’ Brucellosis mouse model was built by intraperitoneally infected with 
106 CFU of Brucella abortus strain 2308 [29]. The spleen is the most heavily colo-
nized organ with voluminous histiocytic infiltrates and multifocal microgranulo-
mas [27–29]. Besides the spleen, the liver is also a common site for colonization and 
replication of Brucella in the mice [27, 30, 31]. Mice infected with virulent strains of 
Brucella have mild to moderate hepatitis characterized by neutrophilic infiltrate at 
early stages of the infection, followed by histiocytic infiltrate with epithelioid cells 
and microgranulomas at its chronic stages [27, 29]. It is noteworthy that Brucella 
infection in mice results in lesions that mimic those described in chronic infections 

Species Characteristics of spine References

Mouse Significantly smaller size than the human spine
Different mechanical loading from the human spine
Advantages of easy surgical manipulations

[17, 18]

Rat Normalized disc height in rats higher than that in humans
Vertebral dimensions varying more in rats than in humans
Vertebrae slenderer in rats than in humans

[18, 19]

Rabbit Seven lumbar vertebral segments in rabbit and the lowest segment connected 
to the sacrum (similar to humans)
Biomechanical behavior of the lumbar spine comparable with the human 
lumbar spine

[18, 20, 21]

Sheep Spine size larger than humans (particularly in vertebral body height and 
pedicle height)
Similar increasing trend of spinal canal width and depth to humans

[22]

Table 1. 
Comparison of the spine structure of animal models of brucellosis.
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in humans, and patients with chronic Brucellosis may develop splenomegaly and 
hepatomegaly [32]. In addition, multifocal granulomas with epithelioid macro-
phages are also detected in the liver or spleen parenchyma of patients who were 
infected with Brucella [33, 34]. Chronic infection of the Brucella in humans may 
also yield osteoarticular alterations, including osteoarthritis and spondylodiscitis 
[35]. Rajashekara et al. reported that mice may develop bacterial colonization in 
periarticular tissues during the chronic stages of Brucella melitensis infection [36]. 
In mice surviving over 45 days after intraperitoneal infection of Brucella melitensis, 
the bioluminescent Brucella melitensis were detected in the vertebral joints of their 
tails, suggesting that the mice might be a useful model for the study of human 
osteoarticular diseases, including the Brucellar spondylodiscitis [16]. Comparisons 
of disease manifestations (e.g. timing of the disease onset, structural alterations 
of the spines, and definite localization of the bacterial foci) between animal and 
human Brucellar spondylodiscitis would be beneficial for evaluating its potential 
translational values and further recognizing specific histological, radiographic, and 
clinical signs, allowing for an early detection and intervention of human Brucellar 
spondylodiscitis.

The mouse model has been utilized for the evaluation of the efficiency of dif-
ferent pharmacotherapies for human Brucellosis [37–39]. Several lines of evidence 
suggest that mice treated with ciprofloxacin, by subcutaneous (40 mg/kg), diges-
tive (200 mg/kg), or intraperitoneal (20 mg/kg) route, are not able to control 
the infection of Brucella melitensis. In contrast, mice treated with doxycycline 
(40 mg/kg) at 24 hours after infection efficiently clear the infection [38, 39]. 
Shasha et al. showed that mice administered intraperitoneally with doxycycline 
(40 mg/kg/day) or rifampin (25 mg/kg/day) had high levels of antibiotics in the 
blood following 1-hour postinjection (doxycycline: 5.4 μg/ml and rifampin:  
18 μg/ml, respectively) and were able to clear the infection. The treatment regi-
men of the usage of doxycycline and rifampin is consistent with the therapeutic 
protocols of human Brucellosis.

3.2 Rats

The rats, more resistant to Brucella infection than the mice [15], can develop the 
persistent bacteremia, and do not have a spontaneous cure over the 1-month infec-
tion [23]. Therefore, rats can serve as a model candidate to evaluate the increased 
susceptibility to Brucella infection, which mimics the chronic symptoms in patients. 
Yumuk et al. analyzed the rat model by intraperitoneal injection of 2 × 105 to 
4 × 105 CFU of Brucella melitensis strain 16 M [23]. Moreover, the rat model has also 
been used to analyze the efficacy of various antibiotics to treat Brucellosis [40–42] 
and to evaluate the pathological properties and clinical characters of Brucella 
infection during the pregnancy [43]. Also, the similar morphology of the spine at 
the axial plane between rats and humans supports their application as an applicable 
candidate for the spine research [19, 44]. Since patients with Brucellar spondylo-
discitis are commonly detected at the late phase of the disease, rats, as the potential 
model of chronic Brucellar spondylodiscitis, may be beneficial to assist to exam 
specific remedies against those chronic manifestations within a clinically relevant 
setting.

The usefulness of pharmacotherapy has been investigated in the treatment for 
Brucellosis in the rat model. Geyik et al. reported that rats were administered orally 
with rifampicin (50 mg/kg/day) and doxycycline (40 mg/kg/day), or spiramycin 
(50 mg/kg/day), or a combination of spiramycin and rifampicin at the same dose 
for 21 days [40]. All the rats were cured with the treatment results that the effectivi-
ties of spiramycin and rifampicin plus spiramycin were similar to rifampicin plus 
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doxycycline. This result is helpful for the effective alternative in the treatment of 
human Brucellosis. Furthermore, Sezak and colleagues proposed that moxifloxacin 
might be an alternative choice in the treatment of Brucellosis [42]. Doxycycline 
(10 mg/kg/day) plus rifampicin (6 mg/kg/day) were administered intragastrically 
in Yumuk’s study [41]. In the experiment group, all the rats received a liquid diet 
containing ethanol. The cure rate was 64.71% in ethanol-fed and 100% in ethanol 
free group. The results suggest that ethanol ingestion diminishes the efficacy of 
doxycycline plus rifampicin combination therapy of rat Brucellosis model, which 
holds implications for the treatment programme for human Brucellosis.

3.3 Rabbits

Compared with other animals, rabbits are medium-sized animals which fre-
quently used in spine research with various advantages [45]. The rabbit spine main-
tains considerable morphological and structural similarities to the human spine, 
and its body size allows for an adequate exposure during the surgical interventions 
[46, 47]. Furthermore, rabbits yield higher possibilities than rodents to successfully 
translate preclinical discoveries into humans [48, 49]. Similarly, compared with 
larger animals, radiographic analyses are largely convenient in rabbits particularly 
for in vivo explorations [50].

Age is a critical issue to be considered when establishing a rabbit model of local 
restricted Brucellar spondylodiscitis. The significant variance of the innate immune 
response between young and adult rabbits against infections of foreign microbes 
should be recognized [14]. Virus related studies highlighted the significantly 
superior innate immune system in young rabbits (<4 weeks) over adult rabbits, 
which contributed to their distinct susceptibility to virus infections [51–53]. These 
data may partially explain the fact that adult rabbits are only partially susceptible 
to Brucella infection [15], and about 20% of infected animals developed a very 
short and sporadic bacteremia [25]. In contrast, our previous experiment within 
young rabbits showed that 83.4% (10 out of 12) rabbits were successfully infected 
by the intraosseous injection of 3 × 107 CFU of Brucella melitensis strain M5–90 [14]. 
Moreover, to mimic a local restricted inflammation without systemic dissemina-
tion of the microbes, studies via a local injection intervention with a reduced dose 
within young rabbits can avoid the unanticipated animal death due to the local 
or systematic administration with a relatively larger dosage within adult rabbits. 
Therefore, even with a relatively smaller size of the spine than adult rabbits, young 
rabbits may be more suitable to establish such a local restricted model of Brucellar 
spondylodiscitis.

Of note, despite the animal model for Brucellar spondylodiscitis has been 
established in rabbits, no studies about its treatments are available for the rabbit 
Brucellosis.

3.4 Sheep

Although Brucella ovis is one of the few classical Brucella species that do not 
have zoonotic potential, this organism is considered a major cause of reproductive 
failure in sheep [54]. The attenuated vaccine strain Brucella melitensis Rev.1, against 
Brucella infection of sheep and goats, are still the most efficient ones available 
among living vaccines [55]. When the bacteria are administered by the classic 
subcutaneous method (109 – 2 × 109 CFU) in the sheep, a long-lasting serologic 
response is subsequently yielded. Primary manifestations of Brucella ovis infec-
tion in sheep are lesions of the epididymis and testis in males (e.g., epididymitis 
and orchitis), placentitis and abortion in ewes, and occasionally perinatal death 
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in lambs [56], as well as arthritis [57]. The sheep spine is relatively larger than 
humans, particularly in vertebral body width, which would be advantageous for 
the easier surgical operation [22]. However, sheep are expensive to house and the 
operation requires special settings, which also hinder the widely accessibility of this 
model [58].

Oxytetracycline combined with streptomycin were evaluated for eliminating 
Brucella melitensis from naturally infected sheep. The following treatment regi-
ments were equally effective in eliminating Brucella in the sheep: oxytetracycline 
(20 mg/kg/day) intravenously daily for 6 weeks combined with streptomycin 
(20 mg/kg/day) intramuscularly for 3 weeks; long-acting oxytetracycline 20 mg/kg 
intramuscularly every 3 days for 6 weeks plus streptomycin 20 mg/kg intramuscu-
larly every 3 days for 3 weeks; long-acting oxytetracycline mg/kg intramuscularly 
every 3 days for 6 weeks combined with streptomycin 20 mg/kg intramuscularly 
every 3 days for 3 weeks [59]. The data indicated the most effective and practical 
regimen for eliminating Brucella in the sheep.

4. Pearls and pitfalls of the preclinical model establishment

The key to establish the preclinical model is to implant the Brucella into the 
superior zone of the anterior column of lumbar vertebral body (Figure 2). In 
rabbits, to boost a localized inoculation into the vertebral body and minimize the 
vascular dissemination, the Brucella bacteria should be meticulously implanted 
within the superior zone of the anterior column of the L6 vertebral body of rabbits, 

Figure 2. 
Schematic of the experimental challenge injection with Brucella melitensis into the 6th lumbar vertebrae (L6) 
of rabbits [14].
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where the direct vertebral body feeding capillaries scantily supplied [14]. During 
the procedure, the insertion site, direction, and drill depth of the Kirschner wire 
should be properly monitored. The open surgery is recommended to expose the 
target vertebrae for the intraosseous injection rather than the radiograph-guided 
percutaneous injection to ensure an accurate localization of the bacterial inocula-
tion. Also, to avoid iatrogenic nerve injuries intraoperatively, the different patterns 
of the level of the nerve root origin and adjacent vertebra in animals from humans 
need to be recognized.

5.  Comprehensive analyses of Brucellar spondylodiscitis in preclinical 
models

Several techniques can be applied for the evaluation of Brucellar spondylo-
discitis in animals. To observe the targeted vertebral body and intervertebral disc 

Classification MRI characteristics

Discitis Regional inflammation involving intervertebral disc
Disc space narrowing
Low signal on T1-weighted image mixing high signal on T2-weighted image

Spondylitis Regional inflammation involving adjacent vertebrae
Vertebrae diffuse marrow edema
Homogeneous or uneven low signal on T1-weighted image of vertebrae

Paraspinal/ psoas 
abscess

Regional inflammation involving paraspinal or psoas
Paravertebral abscess
Psoas abscess

Appendicitis Regional inflammation involving appendicitis
Low signal on T1-weighted image
High signal on T2-weighted image

Compound Endemic inflammation involving two or more parts of vertebral and 
paravertebral structures
T1-weighted image reveals incomplete heterogeneous hypointensity
T2-weighted image reveals hyperintensity

Table 2. 
Magnetic resonance imaging (MRI) classification of Brucellar spondylodiscitis adapted from [14].

Figure 3. 
Histological descriptions of the paravertebral soft tissue of Brucellar spondylodiscitis model in rabbits [14]. 
Hematoxylin and eosin staining features predominant lymphocyte and monocytes infiltration with sparsely 
distributed epithelioid cells and multinucleated giant cells. Yellow arrows indicate multinucleated giant cells 
and red arrows specify epithelioid cells. Yellow arrowheads define lymphocytes and red arrowheads display 
monocytes (magnification: (left) × 40; (right) × 100).
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postoperatively, in vivo plain radiography, computed tomography, and magnetic 
resonance imaging (MRI) analyses should be performed under a general anesthesia. 
Specifically, the MRI findings were classified into five types, such as discitis type, 
spondylitis type, paraspinal/psoas abscess type, appendicitis type, and compound 
type, with a previously reported classification system (Table 2) [14]. Histological 
analysis for samples biopsied from the affected intervertebral disc, upper and lower 
end-plates, paravertebral soft tissue, psoas, and granulation tissue is highly recom-
mended for identify the pathological pattern of the infection [60]. The pathological 
characteristics of Brucellar spondylodiscitis in rabbits are the massive inflammatory 
cell infiltration without evident bony erosions within the biopsied paravertebral 
structures, including lymphocytes, monocytes, and multinucleated giant cells 
(Figure 3) [61]. Blood test and bacteria culture can be done to further investigate 
the pathophysiological status of Brucellar spondylodiscitis.

6. Preclinical evaluation of therapeutic interventions and vaccines

Pharmacotherapy is the main therapeutic intervention for the treatment of 
human Brucellosis, including Brucellar spondylodiscitis. Ciprofloxacin, doxycy-
cline, rifampin has been utilized for the evaluation of the efficiency of different 
pharmacotherapies for human Brucellosis [37–39]. Different combination of 
rifampicin, doxycycline, and spiramycin or moxifloxacin were analyzed in rat 
Brucellosis model for the potential therapeutic options [40, 42]. Oxytetracycline 
combined with streptomycin were evaluated in the sheep for the test of practical 
and cost-effective treatment regimen for Brucellosis [59]. Additionally, as a new 
antibiotic carrier, the microspheres have been used to test for a treatment effect of 
Brucella infection [62]. Microspheres based on poly (lactide-co-glycolide) wherein 
gentamicin entrapped have been tested to target gentamicin to the cells of the 
monocyte–macrophage system to reduce drug toxicity and control its release over 
several days [63]. However, Prior and colleagues reported that mice infected with 
virulent strains of Brucella and treated with three intraperitoneal doses of 100 μg 
gentamicin microspheres were not able to reduce bacterial load in the spleen after 1 
and 3 weeks posttreatment [37].

Surgery should be performed to treat Brucellar spondylodiscitis if the pharma-
cotherapy is poorly done. The indications for surgery included the following: persis-
tent pain due to spinal instability, severe or progressive neurologic dysfunction due 
to nerve root compression by inflammatory granuloma or epidural abscesses, and 
no response to antibiotic therapy [9, 64]. The preclinical model is critical for the 
research of the improvement of surgery protocols. However, the rabbit model was 
originally developed for the study of Brucellar spondylodiscitis. Future studies are 
needed to further refine the surgical procedures.

By far, the quality of live vaccines that are commercially used for preventing 
animal Brucellosis is evaluated in mouse models. Live Brucella abortus (strain S19), 
which is the most widely used vaccine in cattle, has been tested in mice. The mice 
were previously treated with 105 CFU of Brucella reference strain S19 vaccine [15]. 
All mice were injected intraperitoneally with 105 CFU of Brucella 30 days after 
the vaccination. The commercial vaccine is considered efficient when mice have a 
significantly lower bacterial load than the unvaccinated control group and when the 
vaccinated group has similar immunogenicity value to the mice group vaccinated 
with S19 reference strain [15]. Recently, a new candidate vector vaccine against 
human Brucellosis based on recombinant influenza viral vectors subtypes H5N1 
expressing Brucella outer membrane protein (Omp) 16, L7/L12, Omp19 or copper/
zinc superoxide dismutase proteins has been developed [65]. The effectiveness of 
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the new anti-Brucellosis vector vaccine was determined by studying its protective 
effect after conjunctival, intranasal and sublingual administration in doses 105 50% 
egg infective dose (EID50), 106 EID50 and 107 EID50 during prime and boost vac-
cinations of animals, followed by challenge with virulent strains of Brucella infec-
tion. Double intranasal immunization of guinea pigs at a dose of 106 EID50, which 
provided 80% protection of guinea pigs from Brucella infection [65]. The proposed 
vaccine has achieved the best level of protection, which in turn provides a basis for 
its further promotion.

7. Challenges and outlooks

During the past decades, significant progresses to diagnose and treat the 
Brucellar spondylodiscitis have been achieved [66–69]. However, many obstacles 
still exist to be overcome in order to employ and utilize new strategies to refine early 
detection, diagnosis, therapy [70, 71]. Regarding the basic research, no appropriate 
vaccines exist due to an incomplete understanding of the mechanisms of human 
Brucellosis, including Brucellar spondylodiscitis. Clinically, the early and differ-
ential diagnosis of the Brucellar spondylodiscitis is challenging, especially in the 
early phases of the disease. Also, pharmacotherapy is the main clinical therapeutic 
modality for Brucellar spondylodiscitis and should be individually tailored; how-
ever, medication selection, administration, dosage, and duration are still largely 
debatable.

The ideal preclinical models should reflect the precise clinical characteristics 
of the human Brucellar spondylodiscitis and serve as a platform to explore the 
potential vaccines, examine novel diagnostic methods, and preselect innova-
tive therapeutics [72–74]. More investigations in the future are still required to 
determine the optimal clinically relevant large preclinical model, to identify the 
efficacy-associated factors (e.g. age, joint size, gender, and dosage), to compare 
possible dissimilarities between models with local contained lesions or system-
atic spreading.

8. Conclusions

The pathogenesis, diagnosis, and treatment approach of Brucellar spondylodis-
citis has recently become a clinical and research focus. Brucellar spondylodiscitis 
with highly variable clinical manifestations are practically challenging to be mim-
icked with laboratory preclinical models. More human-relevant preclinical models 
should be established to provide better insights into the sophisticated mechanism of 
human Brucellosis and early interventions of Brucellar spondylodiscitis.
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