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Preface to “Design and Application of

Additive Manufacturing”

Additive Manufacturing (AM) comprises a set of technologies with amazing capabilities to

improve the manufacturing industry. Despite the continuous evolution of AM technologies and

materials, the potential of these technologies is still wasted since there are many applications that

could take advantage of AM’s characteristics such as design freedom, reduction in material waste or

low-cost prototyping. For this reason, this book focuses on the design and application of AM, since

the proper combination of design, materials and technologies, together with their corresponding

characterizations, may boost the uptake of AM as a replacement of conventional manufacturing

techniques.

This book presents several research works carried out in this field and with a high variety

of applications which may be of special interest for engineers and researchers working in the

manufacturing sector, particularly in the areas of research, development and innovation.

I would like to thank all the authors and reviewers that have contributed in this Special Issue, as

well as the MDPI staff and the editorial team of the Materials journal, especially the assistant editor of

this Special Issue, Mr. Felix Guo.

Rubén Paz

Editor
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Special Issue “Design and Application of Additive
Manufacturing”

Rubén Paz

Mechanical Engineering Department, Campus de Tafira Baja, Universidad de Las Palmas de Gran Canaria,
35017 Las Palmas, Spain; ruben.paz@ulpgc.es

Additive manufacturing (AM) is continuously improving and offering new oppor-
tunities in the manufacturing industry. The advantages of AM, such as design freedom,
reduction in material waste or low-cost prototyping, can be exploited to improve or replace
traditional manufacturing methods. To realize this, the combination of design, materials
and technology must be thoroughly analyzed for every specific application. This Special
Issue presents several studies related to the design and application of AM technologies,
covering different technologies, methods and applications useful for the promotion and
uptake of AM technologies.

Nam and Pei [1] analyzed the influence of some process parameters (print pattern and
infill density) of material extrusion AM (MEX) in the recovery properties of polylactic acid
(PLA) samples (4D printing). The ‘Quarter-cubic’ pattern with a 100% infill density showed
the best recovery result, whereas the ‘Cubic-subdivision’ pattern with a 20% infill density
demonstrated the shortest recovery time. On the other hand, a high recovery temperature
and high infill density resulted in better recovery, and a low temperature and low infill
density resulted in poor recovery.

In the research by Paraschiv et al. [2], laser defocusing in the selective laser melting
(SLM) process (powder bed fusion, PBF) was investigated to assess the influence on the
surface quality, melt pool shape, tensile properties, and densification of the produced sam-
ples (IN 625 material). It was observed that the melting height increased while the melting
depth decreased from positive to negative defocusing. The use of negative defocusing
distances yielded the maximum density and ultimate tensile strength.

In [3], a new method for the automatic detection of powder spreading defects in the
SLM process was developed, with a high recognition rate and rapid detection speed, which
could not only meet the SLM forming efficiency, but also improve the quality of the formed
parts through feedback control.

Kusano et al. [4] proposed a novel calibration strategy for the heat source of a finite
element thermal simulation model of the SLM process, thus improving the accuracy of the
temperature field estimated during the process. The new calibration strategy combined
with the finite element thermal simulation model may be useful to understand the complex
thermal history applied in the layer of metal powder (which cyclically melts and solidifies)
and that affects the microstructure, material properties, and performance.

Regarding the finite element analysis of the mechanical properties of porous structures
(scaffolds made by AM for tissue engineering), Vega et al. [5] developed a new geometry-
based modelling methodology to model the deposited part in MEX AM (starting from the
manufacturing file), which enabled the mechanical simulation of the deposited geometry
by finite element analysis. They compared this methodology with a voxel-based modelling
technique in terms of the accuracy of the simulations (with respect to experimental mechan-
ical results) and computational efficiency. Geometry-based modelling performed better for
simple or larger parts, whereas voxel-based modelling was more advantageous for small
and complex geometries. Both methodologies led to certain inaccuracy in the prediction of

Materials 2022, 15, 4554. https://doi.org/10.3390/ma15134554 https://www.mdpi.com/journal/materials1
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the mechanical properties, but enabled the comparison of different deposited geometries,
which is useful for the design optimization of porous structures.

Adiaconitei et al. [6] manufactured a closed impeller for high-pressure mechani-
cally pumped fluid loop (MPFL) systems by SLM, fulfilling the quality requirements and
avoiding the technical challenges related to the conventional manufacturing process, thus
demonstrating the feasibility of AM for this space application.

Zhong et al. [7] investigated the deformation mechanism and energy absorption
behavior of 316 L triply periodic minimal surface (TPMS) structures with uniform and
graded wall thicknesses fabricated by SLM. They observed that the stress level and length
of each plateau in the deformation process could be adjusted by changing the wall thickness
and position of the barrier layer between different segments. The gradient design of TPMS
structures may find applications where the energy absorption requires a double-level
feature or a warning function.

In [8], a flexible pressure sensor (widely used in human motion, robot monitoring,
and medical treatment) was developed with a flat top plate and a microstructured bottom
plate, both made of polydimethylsiloxane (PDMS) molded from a 3D-printed template.
The contact surfaces of the top and bottom plates were coated with a mixture of poly
(3,4-ethylenedioxythiophene) poly (styrene sulfonate) (PEDOT:PSS) and polyurethane
dispersion (PUD) as stretchable film electrodes with carbon nanotubes on the electrode
surface. Using digital light processing (DLP), the fabrication of the sensor was rapid and
low-cost.

In [9], the authors optimized a hip implant that reduced the strain shielding effect,
using the solid isotropic material with penalization (SIMP) topology optimization method.
Finite element analyses and experimental measurements (hip manufactured with 316L-0407
stainless steel in PBF technology) were conducted to measure stem stiffness and predict
the reduction in stress shielding. The developed topology optimization process enabled
compliant hip implant design for more natural load transfer, reduced strain shielding, and
improved implant survivorship.

Lam et al. [10] examined SLM-fabricated 15-5 PH steel with the 8% transient–austenite
phase towards the fully reversed strain-controlled low-cycle fatigue (LCF) test. The cyclic
deformation response and microstructural evolution were investigated.

In [11], ABS, PETG, and PLA polymers, which are common in MEX, were joined to
grit-blasted aluminum substrates. They demonstrated the suitability of a polymer and a
thermal processing condition to form a polymer–aluminum joint through MEX.

Finally, in [12], the authors applied topological optimization and a technological
co-design to combine the advantages of 3D model printing (PMMA material by Binder
Jetting technology) and conventional investment casting production methods. The PMMA
material was more accurate than standard injected wax models, but the surface quality of
the printed model was significantly lower.
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Abstract: Four-dimensional printing (4DP) is an approach of using Shape Memory Materials (SMMs)
with additive manufacturing (AM) processes to produce printed parts that can deform over a
determined amount of time. This research examines how Polylactic Acid (PLA), as a Shape Memory
Polymer (SMP), can be programmed by manipulating the build parameters of material extrusion.
In this research, a water bath experiment was used to show the results of the shape-recovery of
bending and shape-recovery speed of the printed parts, according to the influence of the print
pattern, infill density and recovery temperature (Tr). In terms of the influence of the print pattern,
the ‘Quarter-cubic’ pattern with a 100% infill density showed the best recovery result; and the ‘Line’
pattern with a 20% infill density showed the worst recovery result. The ‘Cubic-subdivision’ pattern
with a 20% infill density demonstrated the shortest recovery time; and the ‘Concentric’ pattern with
a 100% infill density demonstrated the longest recovery time. The results also showed that a high
temperature and high infill density provided better recovery, and a low temperature and low infill
density resulted in poor recovery.

Keywords: 4D printing; material extrusion; shape changing behavior; shape memory polymers;
print pattern; infill density; polylactic acid

1. Introduction

According to Pei et al [1], the development of four-dimensional printing (4DP) has been
encouraged by the rapid development of Additive Manufacturing (AM) and Shape Memory Materials
(SMMs). Notably, 4DP parts can morph or change shape, depending on the passage of time and the
given environment conditions [2]. They have a potential to enable complex actuation devices and
moving components to be built, in which sensors, mechanical parts and batteries can be eliminated.
Smart materials, including Shape Memory Alloys (SMAs) or Shape Memory Polymers (SMPs) and
other organic materials such as paper and wood, that are stimuli-responsive bio-composites, can be
adapted for 4DP [3]. These SMMs can be restored to their original shape by environmental stimulation
without external force after the programming step [4]. For shape recovery and deformation in 4DP,
a stimuli is required to facilitate the shape change. Examples of stimuli include water, heat, pH,
UV light, magnets, or combined sources of stimuli. Combining AM with smart materials through
4D printing, offers opportunities to design and build smart and active structures [5–8]. Statistics
indicate that the market size for SMPs is expected to grow from US$1bn in 2021 to US$3.4bn in 2025 [9].
With the development of widely available SMPs, new 4DP applications within the product design
industry are expected to grow. This paper focuses on SMPs, as polymeric materials are lighter, cheaper
and easier to manufacture than SMAs, and they have a better recovery strain when compared to
SMAs [10,11]. Felton et al. [12], demonstrated the use of AM with SMPs to produce self-assembly and

Materials 2020, 13, 3754; doi:10.3390/ma13173754 www.mdpi.com/journal/materials
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self-folding parts. However, current research has not extensively examined how material extrusion
build parameters may influence the shape memory effect of 4DP parts.

The aim of this study is to present a framework that will guide users to effectively predict the
change in shape memory effect of bending, according to the influence of the build parameters using
Polylactic acid (PLA). PLA has been chosen for this work due to its commercial availability and cost
effectiveness. The outcome of this research will provide a better understanding of how shape changing
behaviors can be effectively controlled through material extrusion print patterns and infill densities.
Raviv et al. [13], found that intentionally specified build parameters can have a positive effect on
the quality of the printed components and their mechanical properties. Therefore, research into the
determination of optimal parameters is an important factor when designing 4DP parts [14]. A review
of the literature has found that very little guidance is available for the selection of SMPs and whether
build settings could influence the shape changing behavior.

2. Experimental Work

The first experiment consists of a material selection protocol to compare 16 different types of
commercially available PLA materials, and to shortlist suitable PLA filaments. The second experiment
is to produce printed samples based on the selection, to identify the best results. The third experiment
is to investigate the use of 12 print patterns with different infill densities to ascertain the results of the
shape memory effect (SME). The final experiment is to validate the results of the print patterns using a
combination of different infill densities. The experiments were conducted with a consistent approach,
by using the same AM hardware, software, and the same water bath set up.

2.1. Process for Material Selection and Shape Recovery Grades

Overall, 16 different types of PLA samples were purchased from different material suppliers as
shown in Figure 1. Notably, 1.75 mm filaments were used, and they had a melting point for printing
between 180 ◦C to 210 ◦C. Each reel of material was cut into strips 80 mm long. To record and grade
the recovery effect, a grading system of 1 represented excellent recovery, returning to its full original
shape; and a grade of 9 refers to no recovery. This is an important step to quantify the SME. A flat
shape with a grade of 1 therefore indicates the best achievable recovery quality.

 
Figure 1. Sixteen different types of polylactic acid (PLA) samples.

6



Materials 2020, 13, 3754

The SME process comprises three steps, encompassing the original shape, a temporary shape and
the recovered shape [15]. A visual summary of the SME process is shown in Figure 2, which explains
the systematic steps of programming, heating, cooling and recovery. The SME of the material is also
determined by many factors, such as the material composition, the applied shape changing behavior,
deformation rate, deformation temperature and recovery temperature [16].

Figure 2. The processes involved in the shape change effect.

For this experiment, the procedures described in [17,18] were referenced. For the water bath
experiment, hot water was used to trigger the filaments and the AM parts. Programming of the raw
PLA filaments first begins with a change in temperature of the water. An immersion circulator was
used to heat the water in the water-bath to the deformation temperature. The 16 types of PLA filaments
(Figure 2), each 80 mm long, were placed in 80 ◦C of water in a water-bath for 60 s, and they were
manually deformed to the bending shape by using a deformation device. The fixation of the deformed
PLA filaments was achieved by allowing them to naturally cool for 60 s at room temperature (25 ◦C).
Next, the water-bath temperature was changed and set to the recovery temperature. The recovery
temperature for the filament test was performed with four samples, with four different levels of recovery
temperatures of 60 ◦C, 65 ◦C, 70 ◦C and 75 ◦C. This meant that there were four recovery temperature
samples for each material, and a total of 16 types of PLA materials were applied. The deformed PLA
filaments were placed into the recovery temperature of the water-bath, and the shape recovery result
was recorded using a high resolution video camera mounted on a tripod. Effort was also made to
ensure that the tests conducted were consistent for all samples being used.

2.2. Results of Shape Recovery with Shortlisted Materials

The results of the first stage described in Section 2.1 were systematically documented and placing
the results of the PLA filaments onto a grading card. The grading card shows a grade of 1 that
indicates the best achievable recovery quality, and a grade of 9 that indicates the worst performing
recovery result. From the 16 shortlisted materials, Material D and Material N showed the best results,
since a grading system of 1 represents excellent recovery to its original shape (Figure 3). In addition,
the experiment enabled us to record the time it took to recover to its original shape. Figure 3 shows the
recovery of four samples from Material D, and the recovery of four samples from Material N.

Next, the results of the recovery quality and the recovery time were compiled and quantitatively
compared in a form of a histogram. To determine the best overall recovery result based on the 4
recorded temperatures, the total grade for the 4 samples of each material was calculated. For example,
the calculation of Material N whereby 3 + 1 + 1 + 1 gave a total score of 6, which was the lowest score
and the best recovery. It also showed that a better recovery result was achieved between 65 ◦C to
75 ◦C. A line graph was also plotted in Figure 4 to determine the recovery time, whereby the sum
from the 16 filaments of each different temperatures was calculated. It was also found that generally,
a higher temperature in the water bath produced a much faster reaction. Material O achieved the
fastest recovery at 36 s. Material L and E achieved the second fastest recovery level at 41 s, and Material
N achieved the third fastest recovery level at 44 s to return to its original shape. A decision was made
to shortlist Material D and Material N, based on the performance achieved, and the availability and
cost of the PLA filaments.

7
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Figure 3. Material D and Material N showed the best recovery to their original shapes.

Figure 4. Recovery results of Materials A to P.

2.3. Additively Manufactured Samples

For the second step, standard rectangular samples measuring 80 mm × 6 mm × 3 mm were
produced using filaments D and N selected as suitable PLA materials from the first step. The Qidi X-Pro
Material Extrusion Printer was used, in which a consistent build setting of print temperatures of 210 ◦C,
print speed at 50 mm/s, retraction time at 30 mm/min, retraction distance at 1.5 mm and infill density of
100% were used. The PLA samples were programmed for 60 s using deformation temperature of 80 ◦C
and bent using the same deformation device. The fixation of the deformed PLA samples was allowed
to cool for 60 s at room temperature (25 ◦C) after fixing to the deformation device. After PLA samples
D and N were completely cooled down and programmed, the water-bath temperature was changed to
the recovery temperature. To obtain more accurate results, the recovery temperature for the filament
test was performed five times, by setting five different levels of recovery temperatures (55 ◦C, 60 ◦C,
65 ◦C, 70 ◦C and 75 ◦C). The deformed PLA samples were placed in the water-bath, and the progress
of the shape recovery was recorded using the same video camera. The results in Figure 5 showed that
almost the same results were obtained for both materials, for temperatures between 60 ◦C to 75 ◦C.
When compared in detail, Material N showed better recovery quality. In terms of time, Materials D
and N showed a slight difference, and both materials showed faster recovery time as the temperature

8
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increased. Overall, Material N showed a better recovery quality and a faster recovery than Material D.
From this experiment, we can conclude that Material N would be used for the next step, focusing on
aspects of print pattern and infill density.

Figure 5. Histogram comparing the recovery grade and recovery time.

2.4. Print Patterns and Infill Densities

The Qidi X-Pro Material Extrusion Printer was supplied with a Qidi Print slicer software, although
other third-party programs such as Cura and Simplify3D are also compatible. There were total of 12
pre-defined patterns, including concentric, cross, cubic, cubic-subdivision, grid, gyroid, line, octet,
quarter-cubic, triangle, tri-hexagon and zigzag patterns, as shown in Figure 6. The use of these
patterns can affect the strength and flexibility of the printed parts. According to Zolfagharian et al [19],
the bending angle of the 4DP actuators can be significantly affected by the type of pattern and number
of layers. Therefore, the AM build parameters such as print patterns and the layer height could
potentially influence the SME.

Figure 6. The 12 different types of print patterns available with Qidi Print.

In terms of infill density, this refers to the filling up of the space within the printed object or the
density. The infill density is measured by means of a percentage. An object with a 100% infill volume
represents a 100% object density. Objects with a higher percentage of the infill process consume more
material, produce harder objects, and consequently take longer to produce. In contrast, objects with a
lower percentage of the infill pattern consume less material, are lighter, and can be produced much
faster [20]. A 0% infill density generally means that the object is empty, and 100% infill density means
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that the inside of the printed object is completely filled. Infill density can also affect the print strength,
flexibility and the amount of material used. Figure 7 provides a visual example of the percentages of
infill densities.

Figure 7. Example of infill densities from 20% to 100%.

For this experiment, 12 patterns and 5 infill densities would be used for Material N, encompassing
20%, 40%, 60%, 80% and 100%. The same procedure performed in the experiments described in 2.1
and 2.3 was carried out. The printed sample measuring 80 mm × 6 mm × 3 mm would be produced.
The experimental process through programming, cooling and recovery would be used, although it was
decided to utilize only recovery temperatures of 65 ◦C, 70 ◦C and 75 ◦C to accelerate the study. This is
because temperatures of 55 ◦C and 60 ◦C were found to be insufficient to produce a thermo-mechanical
response from 4DP parts.

3. Results and Development of a Tool

Firstly, the experiments showed that a 20% infill density produced the best recovery result of the
tri-hexagon pattern, with a grade of 2 at each 65 ◦C, 70 ◦C and 75 ◦C; and the worst result was the
line pattern, with a grade of 9 at each degree. In terms of time, the cubic-subdivision pattern took the
shortest duration of time of 6 s at 75 ◦C; and the concentric pattern took the longest duration of 21 s at
65 ◦C. Secondly, the experiments showed that a 40% infill density produced the best recovery result of
the quarter-cubic, tri-hexagon and zigzag pattern, with a grade of 2 at 75 ◦C; and worst result from the
line pattern, with a grade of 8 at 65 ◦C. In terms of time, the cross, gyroid and line pattern took the
shortest duration of 10 s at 75 ◦C; and the concentric pattern took the longest duration of 25 s at 65 ◦C.
Thirdly, the experiments showed that a 60% infill density produced the best recovery result of the cubic
and quarter-cubic pattern with a grade of 2 at 75 ◦C; and worst result was from the line pattern, with a
grade of 7 at 65 ◦C. In terms of time, the cross, cubic-subdivision, grid and gyroid pattern took the
shortest duration of 12 s at 75 ◦C; and the concentric pattern took the longest duration of 28 s at 65 ◦C.
Next, the experiments showed that a 80% infill density produced the best recovery result of the grid
and quarter-cubic pattern with a grade of 1 at 75 ◦C; and worst result of the cubic-subdivision and line
pattern, with a grade of 7 at 65 ◦C. In terms of time, the cross pattern took the shortest duration of 12 s
at 75 ◦C; and the concentric pattern took the longest duration of 29 s at 65 ◦C. Lastly, the experiments
showed that a 100% infill density produced the best recovery result of the octet and quarter-cubic
pattern, with a grade of 1 at 70 ◦C and 75 ◦C; and worst result was the cubic-subdivision pattern, with a
grade of 8 at 65 ◦C. In terms of time, the cross and cubic-subdivision pattern took the shortest duration
of 13 s at 75 ◦C; and the concentric pattern took the longest duration of 29 s at 65 ◦C.

The experiments showed that the best recovery result came from an infill density of 100% for the
octet and quarter-cubic pattern with a grade of 1; and the worst recovery result came from an infill
density of 20% for the line pattern, with a grade of 9. The shortest period of recovery time was achieved
from an infill density of 20% for the cubic-subdivision pattern with a time of 6 s; and longest period of
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recovery time was achieved from an infill density of 100% for the concentric pattern, with a time of
29 s. The findings are in line with Yang et al. [21], who investigated the relationship between the part
density and extrusion temperature, concluding that dense SMP structures caused greater recovery
stress during recovery.

To disseminate the findings, and to make the results usable by the research community, the collected
information was compiled in the form of a matrix, for designers, engineers and manufacturers to
be able to appreciate and implement the possibilities of applying shape changing behaviors when
developing 4DP parts. This is achieved by the selection of the material, the print pattern and the infill
density, as well as the activation temperature. In addition, the information gathered would help users
to determine whether the accuracy of the shape recovery or the time it took to return to its original
form was more important. This toolkit has two main advantages. Firstly, 4DP parts can be designed
and programmed through the control and selection of patterns and infill densities. Secondly, it can
potentially facilitate the diagnosis of errors in the print output, and to analyze the interaction between
the programming elements and the AM machine. The initial information from the experimental results
described in Section 2.4 was quantified in the table shown in Figure 8.

Figure 8. Results from 5 infill density showing recovery quality and time.
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It was then represented as a graph in Figure 9 as a single visual reference guide. As shown in
the bottom of Figure 9, the distribution diagram from the results was divided according to the infill
density, temperature and pattern. The 12 patterns were expressed in the form of a numerical value
from 1 to 12. Patterns according to numbers are arranged alphabetically. No. 1—Concentric pattern,
No. 2—Cross Line pattern, No. 3—Cubic pattern, No. 4—Cubic-subdivision pattern, No. 5—Grid
pattern, No. 6—Gyroid pattern, No. 7—Line pattern, No. 8—Octet pattern, No. 9—Quarter-cubic
pattern, No. 10—Triangle pattern, No. 11—Tri-hexagon pattern and No. 12—Zigzag pattern. The X-axis
represents the time it takes for the part to recover to its original printed shape. The Y-axis represents the
grade of the shape recovery result, and the lower the grade, the better the shape recovery. The graph
shows the distribution of a total of 180 shape recovery, and the time results with 5 print densities,
12 print patterns and 3 shape recovery temperatures of 65 ◦C, 70 ◦C and 75 ◦C. The results with
excellent shape recovery and fast recovery time are shown in the upper right of the matrix. Conversely,
the results of poor shape recovery and slow recovery time are shown at the bottom left of the matrix.
The blue arrows indicate the sequential direction of the printing parameters. As a result of the printing
parameters, the shape recovery result and time are generally evenly distributed in the graph, as shown
within the red circle. This means that except for a specific pattern, the print parameters greatly affect
the shape recovery quality result and time.

 

Figure 9. Shape recovery result and time distribution according to printing parameters.
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The information from Figure 9 was further developed into a graphical layout in Figure 10,
to improve access to the information. The single digits in the horizontal rows colored in red describe the
grade of the shape recovery result, where a lower grade represents better shape recovery. The horizontal
rows colored in blue describe the time taken for the parts to recover to its original printed shape.
Elements of the 12 print patterns, as well as the 5 print densities, are also illustrated in the image, in
addition to 3 different shape recovery temperatures, of 65 ◦C, 70 ◦C and 75 ◦C. Figure 10 shows that the
lowest recovery grade pattern in the 20% infill density is the line pattern (since it has a numerical value
of 9), with poor results at 65 ◦C, 70 ◦C and 75 ◦C. Similarly, the longest recovery time was recorded by
observing the concentric pattern with a 100% infill density, taking over 65 s and at 65 ◦C. Using this
graphical method, it is possible to check all the recorded results from the 5 infill densities, 12 patterns,
and 3 different temperatures.

 

Figure 10. Graphical table representing the results of 12 patterns and 5 infill densities.

From the table in Figure 10, the quarter-cubic and octet print patterns showed the best recovery
quality, and the line pattern showed the worst recovery quality. Taking it a step further, we also wanted
to analyze which print patterns could provide a good recovery of 4DP parts. The information showing
the quality of recovery was divided into 3 groups. Grades from 1–3 (Figure 11) showed the highest
quality of recovery and reflected with the represented print patterns. Grades from 4–6 (Figure 12)
showed a medium quality of recovery; and grades from 7–9 (Figure 13) showed print patterns that
represent the worst quality of recovery.

 

Figure 11. Graphical table representing best results of shape recovery.
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Figure 12. Graphical table representing moderate results of shape recovery.

 

Figure 13. Graphical table representing poor results of shape recovery.

Adopting the same approach using the data from Figure 10, we were able to identify which print
patterns influenced the recovery time of the 4DP parts. The information showing the time taken for
recovery was divided into 3 groups. Figure 14 showed the shortest time for recovery, Figure 15 with a
moderate time for recovery, and Figure 16 with the longest time for recovery. Moreover, 1–10 s was
the fastest recovery time, 11–20 s reflects a moderate recovery time, and 21–30 s reflects the longest
recovery time. The shortest recovery time is mainly due to a low percentage of infill density of 20%
and 40%; and using high temperatures with patterns such as cross, cubic-subdivision, grid, gyroid,
line, octet and tri-hexagon being used. The moderate recovery time took up the largest proportion.
Slow recovery times were mainly due to having a high percentage of infill density of 80% and 100%
and with a low temperature. Therefore, a low percentage infill density with a high temperature results
in a much shorter recovery time. Conversely, a high percentage infill density with a low temperature
would result in a slow recovery time. In conclusion, the results show that the recovery time is largely
influenced by the pattern, infill density and the temperature.
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Figure 14. Graphical table representing the shortest recovery time.

 

Figure 15. Graphical table representing moderate recovery time.

 

Figure 16. Graphical table representing the longest recovery time.

Finally, a physical version of the toolkit in Figure 17 was produced, with each of the information
sheets from Figures 10–16 printed onto transparent acetate film, so that users could intuitively filter
information or identify overlapping areas. This physical version was tested with potential users for
feedback, which received a very positive response for the accuracy of information and ease of use.
However, future work would aim to undertake more thorough testing of the kit, involving more
participants, and with a view of making this more widely accessible and available in a digital format.
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Figure 17. Physical version of the 4D Printing toolkit.

4. Discussion

In conclusion, the print pattern and infill density of PLA samples were tested using the same
water-bath process to ensure consistency and rigor. The purpose of the test was to confirm the findings
from Section 3, and to also validate the use of the toolkit. Due to time and resource constraints, it was
not possible to evaluate every single element. An objective comparison method was used, in which the
pattern and infill density of the highest and lowest recovery results, and the pattern and infill density
of the fastest and slowest recovery time, would be tested. The ‘Quarter-cubic’ pattern with a 100% infill
density (with an assumed best recovery result); and the ‘Line’ pattern with a 20% infill density (with an
assumed worst recovery result) were selected. In addition, the ‘Cubic-subdivision’ pattern with a 20%
infill density (with an assumed shortest recovery time); and the ‘Concentric’ pattern with a 100% infill
density (with an assumed longest recovery time) were selected (Figure 18). The PLA samples were
fabricated using the same Qidi X-Pro printer using the identical print parameters. To further extend
our understanding of the subject matter, and to validate the results, each sample would contain two
different print patterns with two different infill densities using a rectangular sample of 160 mm × 6 mm
× 3 mm (each pattern consists of 80 mm × 6 mm × 3 mm). Having two different patterns and infill
densities in a single sample should show a clear difference when they are immersed in the water bath.

 

Figure 18. A computer generated file showing a combination of an assumed best and worst recovery
setting (top), as well as fastest and slowest recovery time (bottom).
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After the physical samples were produced, the results were similar from the previous experiments.
In terms of recovery quality, the ‘Line’ pattern achieved a grade of 9 at 65 ◦C, a grade of 8 at 70 ◦C,
and a grade of 7 at 75 ◦C, showing a slight difference of grades 1 and 2 from the previous experiment.
The ‘Quarter-cubic’ pattern recovery quality showed the same results, of a grade of 3 at 65 ◦C, a grade
of 1 at 70 ◦C, and a grade of 1 at 75 ◦C. In terms of recovery time, there was only a difference of between
one to two seconds when compared to earlier experiments. The comparison of the ‘Concentric’ pattern
and the ‘Cubic-subdivision’ pattern also showed similar results. The ‘Concentric’ pattern achieved a
grade of 4 at 65 ◦C, a grade of 2 at 70 ◦C, and a grade of 1 at 75 ◦C. The ‘Cubic-subdivision’ pattern
achieved a grade of 3 at 65 ◦C, a grade of 2 at 70 ◦C, and of grade 2 at 75 ◦C. Both patterns showed the
same recovery quality, except 70 ◦C, as shown in Figure 19. In terms of recovery time, there was only a
difference of one to two seconds when compared to earlier experiments. The samples on the left in
Figure 19 show the use of patterns that display the best and worst recovery results; and the samples
on the right display the fastest and slowest recovery time. The results are in line with Wu et al [16],
who conducted an experiment on the influence of process parameters of the SME. The results revealed
that the SME of AM parts using PLA were mostly influenced by the recovery temperature, followed by
the deformation temperature and print parameters (layer thickness and raster angle). However, results
from this research showed that parameters such as pattern and infill density also largely affect the SME.
Further experiments are still required to verify the results with greater accuracy and repeatability.

 

Figure 19. Physical samples showing the combination of mixed pattern and different infill densities.

5. Conclusions

This research has enabled a statistical approach of categorizing the SME of 16 different filaments,
followed by tailoring the SME through the print pattern and infill density. The findings provide
designers, engineers and manufacturers with a fundamental understanding that print parameters of
pattern and infill density significantly influence the shape recovery quality and the recovery time of
4DP parts. This experiment shows that the use of different infill patterns has a different resultant SME.
The temperature affects both recovery quality and recovery time. A low percentage infill density with a
high temperature results in a much shorter recovery time. Conversely, a high percentage infill density
with the low temperature would result in a slow recovery time. In general, a high temperature and
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high infill density provide better recovery quality, and a low temperature and low infill density result
in low recovery quality. In conclusion, Figure 20 presents a flowchart that documents the entire process
of this research. At the input stage, four experiments were conducted sequentially, and each result was
performed using the same water bath. Although these experiments have provided a fundamental basis
that the print parameters of pattern and infill density influence the shape recovery quality and the
recovery time, there are still limitations of this study. For example, even more trials involving different
PLA materials, the size and shape of the sample, and other types of shape changing behaviors and
stimuli still need to be investigated. This study has provided an understanding of the SME in the use
of 4DP parts, to enable better control of the shape change behavior through intelligent design and the
modeling of CAD.

 
Figure 20. The flowchart showing the inputs, processes, outputs and outcomes.
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Abstract: Laser defocusing was investigated to assess the influence on the surface quality, melt
pool shape, tensile properties, and densification of selective laser melted (SLMed) IN 625. Negative
(−0.5 mm, −0.3 mm), positive (+0.3 mm, +0.5 mm), and 0 mm defocusing distances were used to
produce specimens, while the other process parameters remained unchanged. The scanning electron
microscopy (SEM) images of the melt pools generated by different defocusing amounts were used to
assess the influence on the morphology and melt pool size. The mechanical properties were evaluated
by tensile testing, and the bulk density of the parts was measured by Archimedes’ method. It was
observed that the melt pool morphology and melting mode are directly related to the defocusing
distances. The melting height increases while the melting depth decreases from positive to negative
defocusing. The use of negative defocusing distances generates the conduction melting mode of
the SLMed IN 625, and the alloy (as-built) has the maximum density and ultimate tensile strength.
Conversely, the use of positive distances generates keyhole mode melting accompanied by a decrease
of density and mechanical strength due to the increase in porosity and is therefore not suitable for
the SLM process.

Keywords: SLM; defocusing; IN 625; melt pool; tensile testing; density

1. Introduction

Selective laser melting (SLM) is one of the most promising laser powder bed fu-
sion (LPBF) techniques that has gained increasing attention in the last decade because
of its ability to produce customized and functional parts with a complex geometry that
would be difficult or even impossible to produce with standard subtractive manufacturing
technologies [1–5].

Nevertheless, the lack of a full understanding of the impact of all process parameters
on the quality of SLMed parts is still a limitation of this technology. Over 50 process
parameters are involved in the SLM process that must be optimized to obtain high-density
parts with tailored microstructures and high strength [6–8]. The process parameters are
considered globally critical in the SLM process in terms of melt pool characteristics (shape
and size), mechanical properties, and density, and many studies have focused on optimizing
them to maximize the potential of the SLM technology [4,8,9].

As in any pulsed laser technology (laser additive manufacturing, laser welding, laser-
cladding process), the laser beam has a high impact on the final microstructure of the melt
pool [4,10], weld seams [11,12], or coating layer, [13] and on the mechanical performance
of SLMed parts [14], joints [12,15] or clad coatings [16].

The laser’s power in the SLM process is concentrated on a spot, allowing for complete
melting of the powder layer and partial melting of the previously molten layer. The SLM
machines use a small laser beam focus diameter of less than 100 μm when the laser has a
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power of up to 600 W and a larger laser beam focus diameter (100–500 μm) when the laser
has a power of up to 1 kW. In both cases, there are several advantages and disadvantages.
Using a small spot of laser beam generates a small melt pool size and is beneficial in terms of
microstructure and mechanical properties but reduces the manufacturing productivity [1]
and increases the temperature gradients and cooling rates of the material, which may lead
to the development of high residual stresses [5,17], keyhole mode melting [11], distortion,
balling, evaporation [17], and microstructural defects [1,5]. However, when a higher
spot is used, the manufacturing productivity can be slightly increased by reducing the
number of scan lines [9], but the part’s dimensional accuracy and surface roughness can be
compromised [1].

The spot of the laser beam and, consequently, the energy density influence the laser-
melting modes, known in the domain of laser welding as the “conduction mode” and
“keyhole mode” [1,4,8,9,14,18–20]. In the conduction mode, the depth of the melt pool is
controlled by thermal conduction [10] and results in a semicircular melt pool shape [4,20],
while in the keyhole mode, the formation of the melt pool is controlled by the evaporation
of material and its depth is higher than in the conduction mode [10].

Due to these particularities, the melting mode is identified based on the ratio between
the depth and width of the melt pool [4]. Additionally, a transition threshold between the
melting modes is considered to be between 105 and 106 W/cm2 [18].

Many studies have reported that the keyhole mode in the LPBF process is unsuit-
able [1,4,10,18,19]. Metelkova et al. [4] showed that the melt pool is stable during the
conduction mode, but becomes deep with spherical voids during the keyhole mode. King
et al. [10] found the conditions in terms of laser parameters (power, speed, and spot size of
the laser) required to avoid the transition from conduction mode to keyhole mode for a
SLMed 316L stainless steel.

The transition from keyhole mode to conductive mode, or vice versa, can be influenced
using a negative or positive defocusing distance, as was shown in several studies [4,14,19].
The defocusing distance represents the depth of penetration of the laser beam into the
powder layer up to a certain distance from the surface of the powder bed that can affect the
solidification path, melt pool morphology, density, and mechanical properties of the SLMed
alloy [4,8]. McLouth et al. [19] changed the focal heights of the laser at three values (−3, 0,
and 3 mm) and found that the focal shift alters the power density and microstructure of
SLMed IN 718. Leo et al. [14] found that the defocusing distance (−1, 0, and 1 mm) affects
the sizes of the melt pool and grain of SLMed 17-4PH but does not affect the number of
defects. However, the specimens built with 0- and 1-mm defocusing distance had the best
properties in terms of tensile strength and hardness.

Besides optimising other process parameters in the SLM process, finding an appropri-
ate defocusing distance for the manufacturing of a part with specific requirements in terms
of quality surface, density, microstructure, and mechanical properties can be challenging.

As shown by McLouth et al. [19], despite the similarities between different additive
manufacturing processes, the influence of the defocus on porosity and microstructure
cannot be generalized among processes, not even for the same type of alloy.

In recent years, extensive studies have been done mainly on the influence of the
process parameters, such as laser power, laser speed, layer thickness, hatch spacing, and
scanning strategy, on the microstructure and properties of the alloys, but the laser defocus
has not been investigated as thoroughly.

Recent studies were done on the laser defocus influence on the microstructure of
the additive manufactured alloys IN 718 [19], 17-4PH, 316L steels [14], AlSi10Mg [8], and
Ti-6Al-4V [21] but less on IN 625 produced by selective laser melting.

In order to advance the knowledge on the influence of process parameters on material
properties, the present study aimed to assess the influence of negative and positive defocus-
ing distances on the melt pool size and morphology, densification, and tensile properties of
selective laser melted IN 625.
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2. Materials and Methods

For this study, prismatic specimens for the microstructural analysis and densification
and round tensile specimens were manufactured using a Lasertec 30 SLM machine (DMG
MORI, Bielefeld, Germany) equipped with a 600W Yb: YAG fiber laser and IN 625 metal
powder manufactured by LPW Technology Ltd. (Runcorn, UK) with the chemical com-
position presented in Table 1. The actual chemical composition of the metal powder was
supplied by the manufacturer. The metal powder particle size distribution measured by
the authors in a previous work was D10 = 22 μm, D50 = 34 μm, and D90 = 42 μm [22].

Table 1. Chemical composition of IN 625.

Elements (%wt.) Al C Co Cr Fe Mn Mo Nb Si Ti Ni

Specification <0.4 <0.1 <1.0 20–23 3–5 <0.5 8–10 3.15–4.15 <0.5 <0.4 Bal.
Actual composition 0.06 0.02 0.1 20.7 4.1 0.01 8.9 3.77 0.01 0.07 62.26

The specimens were built with no contour in a vertical position, using five defocusing
distances (−0.5 mm, −0.3 mm, 0 mm, 0.3 mm, and 0.5 mm), while the following process
parameters were kept constant: 250 W laser power, 750 mm/s laser speed, 40 μm layer
thickness, 0.11 mm hatch distance, and scan pattern of 90◦ between two successive layers.
In the case of the Lasertec 30 SLM machine, when a negative defocusing distance is set,
the focal plane of the laser beam is located at a certain distance above the powder bed,
while for a positive defocusing, the focal plane is moved into the depth of the powder
bed. The size of the laser beam with different defocusing distances was measured using
an Ophir-Optronics beam analyzer equipped with a charge-coupled device (CCD) camera
and a commercial beam profiling software (BeamGage Professional, version 6.12, Ophir
Optronics Solutions Ltd., Jerusalem, Israel).

The specimens were manufactured on a preheated building plate (80 ◦C), under argon
flow to maintain 0.2% oxygen in the building chamber, using a cross-type support structure
with the geometry, dimensions, and process parameters presented elsewhere [23].

The roughness of the top surface of the specimens manufactured with different defo-
cusing distances was evaluated using a mobile roughness measuring instrument (MarSurf-
PS-10, Mahr Inc., Providence, RI, USA).

The effects of defocusing distances on the melt pool depth, width, and height were
analyzed by scanning electron microscopy (SEM) on sets of two specimens of 30 mm ×
10 mm × 5 mm in size with a series of 50 single tracks manufactured on the last layer at a
distance of 500 μm from each other (Figure 1a). Before the microstructural investigation, the
single-track specimens were mounted in a resin (hot mounting) and fixed in the stainless
steel clamping devices and T-slotted table of the abrasive disc-cutting machine. The
specimens were cross sectioned, and the surface to be investigated was metallograpically
prepared with sandpaper of varying grits (up to 1200) and polishing wheels with varying
diamond suspension (3 and 1 microns) and etched with Aqua Regia reagent for 20 s. For
each defocusing distance, 100 single tracks were analyzed in cross-section, transverse
to the melting direction under the scanning electron microscope at 800× magnification.
The melt pool dimensions were measured with the operating program of the microscope
(XT microscope control 4.1.4.2010, FEI Company, Brno, Czech Republic).

23



Materials 2021, 14, 3447

 

  

(a) (b) 

Figure 1. Prismatic specimens design used for the density measurements and melt pool analysis: (a) single-track and
density specimens and (b) representation of the measured melt pool width, height, and depth of penetration on the cross
section of single-track specimens.

The bulk density of sets of two prismatic specimens of 10 mm × 10 mm × 20 mm in
size (Figure 1a) was measured via the Archimedes’ method using an analytical balance
equipped with a density measurements kit with an accuracy of 0.0001 g. (Pioneer PX224,
Ohaus Europe GmbH, Nänikon, Switzerland). The specimens were immersed in an
auxiliary fluid (99.3% purity ethanol) with a known density variation with temperature
according to the International Organization for Standardization (ISO) 3369:2006 [24] after
the support material was removed by grinding with sandpaper. A theoretical density of
8.49 g/cm3 was calculated based on the actual chemical composition presented in Table 1
and was used as a reference to calculate the relative density of SLMed IN 625.

Sets of three cylindrical rods of 11 mm in diameter and 80 mm long (Figure 2a)
were manufactured with respect to the building direction (Z) in the same conditions and
using the same process parameters as the prismatic specimens to assess the influence of
defocusing distances on the tensile properties of IN 625.

  
(a) (b) 

Figure 2. Tensile specimens: (a) cylindrical rods manufactured and (b) tensile specimen dimensions after machining (units
in millimeters).
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The cylindrical rods were subjected (prior machining) to heat treatment in air using
an electric air furnace (Nabertherm LH 30/14 GmbH, Lilienthal/Bremen, Germany) that
consists of stress relief heat treatment (heating with 10 ◦C/min up to 870 ◦C, held for 1 h,
followed by air cooling) and annealing heat treatment (heating with 10 ◦C/min up to
1000 ◦C, held for 1 h, followed by fast cooling and oil quenching). The heat-treated rods
were machined to obtain standard specimens (Figure 2b) and tested by using the Instron
3369 mechanical testing system (Instron, Norwood, MA, USA) according to ISO 6892-
1:2009 [25]. The same heat treatment, geometry, and dimensions of the tensile specimens
were used by the authors in other studies [23,26] to investigate the mechanical properties
of SLMed IN 625.

3. Results

3.1. Macrostructural Analysis

The spot size of the laser beam changes in the x- or y-axis with respect to negative or
positive defocusing according to the 2D beam displays presented in Figure 3a–e, where
the macroscopic top-view images of the manufactured specimens and the top-surface
roughness value (Ra) are also presented.

.    

(a) (b) (c) 

  
(d) (e) 

Figure 3. Macroscopic top-view images of the manufactured specimens built with different defocusing distances: (a) −0.5 mm,
(b) −0.3 mm, (c) 0 mm, (d) 0.3 mm, and (e) 0.5 mm.

As shown in Figure 3a–e, the change of defocusing distance from positive to negative
had a high impact on the surface roughness and quality. The surface roughness was
measured perpendicular to the scanning rotation (90◦) for all specimens, and the lowest
value (Ra = 3.3 μm) was obtained when the defocusing distance was set to 0 mm. Generally,
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increasing the laser beam diameter [4] or decreasing the offset focus [21] increases the
surface roughness of parts manufactured by the LPBF process due to the flow instability
induced by high-intensity laser irradiation that affects the melt pool behavior during the
melting process.

3.2. Melt Pool Behavior

The SEM images of the cross-section of the single-track specimens built with defo-
cusing distances of 0.5 mm, 0.3 mm, 0 mm, −0.3 mm, and −0.5 mm are presented in
Figure 4a–e and were acquired to evaluate the influence of defocusing amounts on the
dimensions and morphology of the melt pool.

  

(a) (b) 

  

(c) (d) 

Figure 4. Cont.
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(e) 

Figure 4. Cross-section SEM images of the single-track specimens built with different defocusing
distance: (a) −0.5 mm, (b) −0.3 mm, (c) 0 mm, (d) 0.3 mm, and (e) 0.5 mm.

As shown in the SEM images presented in Figure 4a–e, the defocusing distance
substantially impacts the melt pool dimensions and morphology. As a general observation,
the melting height increases while the melting depth decreases from positive to negative
defocusing. The quantitative measurements of the melt pool depth, width, and height are
presented in Table 2.

Table 2. Melt pools size for different defocusing amounts.

Defocusing, mm −0.5 −0.3 0 0.3 0.5

Width, μm 151 ± 32 146 ± 26 150 ± 17 137 ± 12 143 ± 10
Depth, μm 30 ± 11 42 ± 16 89 ± 23 114 ± 21 115 ± 22
Height, μm 125 ± 40 107 ± 33 86 ± 33 80 ± 17 65 ± 16

As shown in Figure 5, the height/width ratio decreases and the depth/height ratio
increases with increasing the defocusing distance.

Figure 5. Influence of defocusing on melt pools height/width and depth/height ratio.

Based on the microstructural analyses of the melt pool behavior, it was found that
even when using the same energy density, the melt pool became wider and less deep at
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negative defocusing distances (conduction mode) and narrower and deeper at positive
defocusing distances (keyhole mode).

3.3. Density Measurements

The relative density of IN 625 specimens built with different defocusing distances was
expressed as the ratio between the average density of specimens determined by Archimedes’
method and the theoretical density of IN 625 (8.49 g/cm3). The density of specimens was
measured using an analytical balance equipped with a density measurement kit with an
accuracy of 0.0001 g. The average values of density for each case (defocusing distance)
were obtained based on 12 measurements with a slight standard deviation, as presented in
Table 3.

Table 3. The relative density of SLMed IN 625 as a function of defocusing amounts.

Defocusing, mm −0.5 −0.3 0 0.3 0.5

Relative density, % 99.52 99.52 99.37 99.27 99.28
Standard deviation, % 0.02 0.03 0.02 0.09 0.06

Based on the density measurements presented in Table 3, it can be stated that the rela-
tive density of SLMed IN 625 with 0 mm and positive defocusing distances is maintained
close to 99.3%, while at negative defocusing distances, the density slightly increases up to
99.5%. An explanation for this density evolution is the porosity that increases at positive
values of the defocusing distances. Figure 6b highlights a higher porosity of the specimen
built with a +0.5 mm defocusing distance than the specimen built with a −0.5 mm defo-
cusing distance (Figure 6a). The micrographs shown in the windows present the details at
higher magnification (8000×), highlighting porosities generated inherently by the melting
and solidification processes. The differences between the pore size by defocusing shifting
from negative to positive are visible.

  

(a) (b) 

Figure 6. Porosity in SLMed IN 625: (a) with negative (conduction mode) and (b) positive (keyhole mode) defocusing
distances.
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3.4. Tensile Testing

Tensile tests on standard tensile test pieces machined from cylindrical rods built with
different defocusing distances (−0.5 mm, −0.3 mm, 0 mm, +0.3 mm, and +0.5 mm) were
performed at room temperature. The specimens were evaluated with respect to the ultimate
tensile strength (UTS), 0.2% yield strength (YS), reduction of area (RA), and elongation (El).

The average tensile test results and standard deviations of each set of three specimens
are presented in Table 4.

Table 4. Tensile properties of specimens built with different defocusing distances.

Tensile Properties −0.5 −0.3 0 0.3 0.5

Ultimate tensile strength, MPa 831 ± 3.3 826 ± 5.7 834 ± 6.4 821 ± 3.9 816 ± 4.1
0.2% Yield strength, MPa 536 ± 3.3 539 ± 3.3 542 ± 5.4 534 ± 5 532 ± 4

Reduction of area, % 57 ± 1 50 ± 2.6 54 ± 1.9 54 ± 1.6 55 ± 0.5
Elongation, % 48 ± 0.8 46 ± 1 49 ± 1 47 ± 0.3 49 ± 0.3

The SLMed alloys are very sensitive in terms of tensile properties due to the porosity,
even in the case of up to 1% porosity, as was presented by Plessis et al. [27]. They conclude
that the strength and ductility of LPBF materials are reduced with increasing porosity,
and the failure is determined by the largest pores. The inherent presence of porosities
and microcracks, because of the manufacturing method, act as stress concentrators, and
therefore, fracture crack initiation and propagation under tensile load are influenced by
their spatial distribution [28]. It was previously shown that cracks initiate on voids near
the surface or in the subsurface and propagate radially [29].

Figure 7 presents SEM images of the tensile fracture surfaces of test pieces built
with negative (−0.5 mm), 0, and positive (+0.5 mm) defocusing distances. Micrographs
in the windows present the details of the final fracture surfaces showing pre-existing
porosities generated by the manufacturing process. Notably, it can be seen that positive
defocusing is associated with a higher porosity level, which was also highlighted by relative
density measurements.

  
(a) (b) 

Figure 7. Cont.
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(c) 

Figure 7. SEM images of the fracture surface of tensile test pieces built with different defocusing distances: (a) −0.5 mm,
(b) 0 mm, and (c) +0.5 mm.

The anisotropic behavior of SLMed IN 625 can also be related to the grain growth
orientation over multiple layers (in the build direction) [30] and the sizes and morphology
of the melt pool, which is strongly influenced by the defocusing distances. As was shown
in Figure 4a–e, the melt pool became wider and thinner at negative defocusing. Therefore,
the columnar grains grew on shorter distances and had lower mechanical strength than
in the case of the 0 mm defocusing distances. However, at positive defocusing, the melt
pool was deeper, and a higher mechanical strength would have been expected than in the
other defocusing distances, but the higher porosity generated by the keyhole mode was a
determining factor that weakened the ultimate tensile strength.

4. Discussion

The present study investigated the influence of laser defocusing on the surface quality,
melt pool shape, densification, and tensile properties of selective laser melted IN 625.

When the defocusing distance was changed to positive or negative values, the melt
pool was affected by the fluctuations from the thermocapillary convection and generated
an increase of the surface roughness, especially in the case of negative distances, where the
highest values were obtained (Ra = 7.7–9.5 μm).

During the solidification of the melt pool, the columnar dendrites become elongated
in the growth direction normal to the solidification front [3], and the melt pool width and
depth increase linearly with the increase of laser energy density [1]. These interactions
between the laser beam and powder bed can generate a conduction mode, where the
melt pool has a small depth and spherical shape, or a keyhole mode, where the depth of
the melt pool is higher than half of its width [4]. The microstructural analysis revealed
that the melting height and width decreases while the melting depth increases as the
negative defocusing amount decreases. Another study [31] found the opposite effect of
using negative defocusing distances, which can be explained by the beam divergence that
can be reversed from one SLM system to another. The melting mode, and consequently the
melt pool morphology and size, can also be influenced by a high laser power, low beam
size, and low scanning speed [4,10]. However, the semicircular melt pool is obtained in the
conduction mode (negative distances) and becomes narrower and deeper when the heat
flow has a keyhole mode (positive distances) [4,10,14].
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When varying the defocusing distances from negative distances to positive distances,
the relative density of IN 625 prismatic specimens decreased from 99.52% (conduction
mode) to 99.28% because of the increasing of the porosity, which usually occurs in the
keyhole mode melting due to the vaporization of the overheated material [8,10,32]. Another
effect of this variation is the weakening of the tensile properties. Both ultimate tensile
strength (UTS) and yield strength 0.2% (YS) tend to slightly decrease with the variation of
defocusing distance from negative to positive values, but no more than 2%.

Comparative experimental data obtained on SLMed IN 625 have not been identified
in the literature. A similar variation was observed in another study by Zhou et al. [8] on a
SLMed AlSi10Mg alloy. They found that the defocusing distances affected both the tensile
mechanical properties and density of the SLMed alloy, and the highest relative densities
and tensile properties were achieved in the conduction mode melting. However, in the
study done by Leo et al. [14], the highest tensile strength of SLMed 17-4PH was obtained
for the positive, with 0 and 1 mm defocusing distances.

The anisotropy of SLMed materials is well known, and many studies have demon-
strated the influence of grain morphology, texture, building orientation, and scanning
strategy on the anisotropic microstructure and tensile properties of SLMed Ni-based super-
alloys [5,26,33].

However, the tensile properties of IN 625 specimens built along the Z-axis with
different defocusing distances exceed the minimum specification requirements for both
conventional and additively manufactured IN 625 alloys according to the American Society
for Testing and Materials, ASTM B 443 [34] and ASTM F3056-14e1 [35], respectively, as is
presented in Figure 8. The tensile results presented in Table 4 are also presented in a graphic
form in Figure 8 to compare them with the minimum requirements of the ultimate tensile
strength and yield strength of additively manufactured IN 625 and hot-rolled IN 625.

  

(a) (b) 

Figure 8. Cont.
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(c) (d) 

Figure 8. Tensile properties of specimens built with different defocusing distances: (a) UTS; (b) YS; (c) El; (d) RA.

Figure 8a–d presents the tensile test results of specimens built with different defo-
cusing distances, where the dashed lines represent the minimum values for additively
manufactured IN 625 according to ASTM F3056-14e1 [35]. Additional dashed lines were
also plotted for the hot-rolled IN 625 plates according to ASTM B 443 [34]. In addition
to the higher strength values of SLMed specimens relative to the minimum values, the
elongation and reduction of area after fracture are higher than the minimum values of
both ASTM, which shows a higher ductility due to the orientation of the columnar grains
relative to the loading direction.

5. Conclusions

Laser defocusing was investigated to assess the influence of negative (−0.5 mm,
−0.3 mm), 0 mm, and positive (−0.3 mm, 0.5 mm) defocusing distances on the melt pool
width, height, and depth of penetration, surface roughness, densification, and tensile
properties of selective laser melted IN 625.

The defocusing distances had a high impact on the quality of the surface. The lowest
surface roughness (Ra = 3.3 μm) was generated when the defocusing distance was set to
0 mm but increased from positive to negative defocusing distances up to Ra = 9.5 μm (for
−0.5 mm defocusing distance).

The use of negative defocusing distances generates a conduction melting mode of the
SLMed IN 625, where the melt pool has a small depth and spherical shape. Conversely, the
use of positive distances generates a keyhole mode melting, where the depth of the melt
pool is higher than half of its width. As a general trend, the melt pools tended to become
wider and thinner at negative defocusing (conduction mode) and narrower and deeper at
positive defocusing distances (keyhole mode).

When negative defocusing amounts (−0.3 and −0.5 mm) were used, a relative density
higher than 99.5% was obtained, while in the cases of 0 mm and positive defocusing
distances (0.3 and 0.5 mm), the relative density was slightly reduced close to 99.3%.

The tensile test results showed that the defocusing distances slightly influenced the
tensile properties of IN 625. Both ultimate tensile strength (UTS) and yield strength (YS)
tend to decrease very slightly with the variation of defocusing distance from negative to
positive values due to the loading direction, the orientation of the columnar grains grown
over multiple layers, and the anisotropy of the SLMed IN 625.
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Abstract: Selective laser melting (SLM) is a forming technology in the field of metal additive manu-
facturing. In order to improve the quality of formed parts, it is necessary to monitor the selective laser
melting forming process. At present, most of the research on the monitoring of the selective laser
melting forming process focuses on the monitoring of the melting pool, but the quality of forming
parts cannot be controlled in real-time. As an indispensable link in the SLM forming process, the
quality of powder spreading directly affects the quality of the formed parts. Therefore, this paper
proposes a detection method for SLM powder spreading defects, mainly using industrial cameras to
collect SLM powder spreading surfaces, designing corresponding image processing algorithms to ex-
tract three common powder spreading defects, and establishing appropriate classifiers to distinguish
different types of powder spreading defects. It is determined that the multilayer perceptron (MLP) is
the most accurate classifier. This detection method has high recognition rate and fast detection speed,
which cannot only meet the SLM forming efficiency, but also improve the quality of the formed parts
through feedback control.

Keywords: selective laser melting; powder spreading defect; machine vision; classifier

1. Introduction

As one of the most promising technologies in metal additive manufacturing, selective
laser melting (SLM) mainly uses the idea of layer-by-layer accumulation to construct metal
parts [1]. SLM technology can produce complex parts that cannot be formed by traditional
manufacturing technology, so it has a broad application prospect in aerospace, medical,
molds, and other fields [2–4].

It is undoubtedly the ultimate goal of SLM technology to directly produce metal parts
with excellent performance and quality, but the SLM forming process is a complex physical
and chemical process. The quality of SLM forming parts is influenced by many factors,
including laser parameters (laser power, spot size, and laser wavelength), scanning pa-
rameters (scanning strategy, scan spacing, and scanning speed), environmental conditions
(oxygen content and humidity), and material conditions (thick, spread powder, and metal
powder particle size) [5–8].

Therefore, it is very necessary to monitor the formation process of SLM to ensure the
quality of finished products. According to the selected laser melting process steps, the
selected laser melting process detection can be divided into the powder spreading process
detection, powder bed detection, melting process detection, and molten layer detection.

For example, Reinarz et al. [9] detected the stability of the powder spreading device
by the principle that the powder spreading device would produce a speed change when
passing through the raised molten layer. Tom Craeghs et al. [10] used the column-wise
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cross-sectional view of the average value of the gray pixels in each row of the powder bed
image to detect whether the scraper was damaged. Clijsters et al. [11] used information
such as molten pool heat, molten pool area, molten pool length, molten pool width, etc.
with good performance of formed parts as reasonable data, compared and evaluated the
collected molten pool information with a reasonable data interval, and then identified the
melting abnormal pool and assess the forming quality of parts. Foster et al. [12] collected
molten layer images through industrial cameras, used edge detection algorithms to extract
the contours of the molten layer, analyzed and processed the original images of each layer,
superimposed them into a three-dimensional model, and detected defects by evaluating
three-dimensional data.

To monitor the SLM forming process effectively, machine vision inspection is a safe,
reliable, and highly automated non-contact inspection technology that can mimic human
eye functions through industrial cameras and extract effective information from various
environments [13]. The application of this technology in the industrial field is relatively
large, mainly involving the detection of surface defects in metals, fabrics, glass, electronic
devices, etc. [14–17].

Among the SLM process steps, the quality of the powder spreading has a huge
impact on the final quality of SLM molded parts. Packing quality refers to the smoothness,
uniformity, and whether there are impurities in the surface of the powder during each
laying operation by SLM equipment. The most concern in the SLM powder coating process
is the flatness and layer thickness error of the powder coating surface. Poor flatness can
easily cause incomplete melting or over-melting when the laser is applied to the convex or
concave surface of the powder coating surface. If the thickness is too thick, the layers may
not be fully fused together. If the thickness is too thin, the thermal stress may be too large.
Therefore, when the surface of the powder coating is defective, the surface quality of the
single-layer processing will deteriorate. The accumulation of the single-layer surface with
poor quality will cause pores, cracks, and surface spheroidization in the final formed part,
which will seriously affect the performance of the part [18–20]. In order to further improve
the performance and quality of SLM forming parts, it is necessary to ensure the quality of
each layer of the powder coating surface during the SLM forming process.

In this paper, to solve the problem of poor performance of forming part caused by
powder spreading defect, the machine vision inspection technology is used to monitor
the powder spreading condition in the material condition factors, the construction of SLM
powder spreading defect collection system, and the detection algorithm of SLM powder
spreading defects are mainly studied.

2. Experiment Setup and Powder Spreading Defect

2.1. Experiment Setup

As the laser galvanometer system (Scancube 3, Scanlab, Siemensstr. 2a82178 Puchheim
Germany) is already installed directly above the forming bin of the selective laser melting
equipment (WXL-120, 3D Metalwerks Co. Ltd., Xiamen, China), the image of the powdered
surface can only be collected by the side axis. The specific installation location is shown in
Figure 1. In order to improve the resolution capability of the system, because the size of
the forming bin of the SLM equipment used in this system is 120 × 120 × 100 (mm), and to
enable the detection system to resolve at least 0.5 mm of details, each detail needs to be
composed of 4–8 pixels. This system takes six pixels corresponding to a 0.5 mm defect, so
the number of pixels in the length and width direction of the forming chamber needs to
be greater than 1440, and due to the angle of the camerac, the powder bed of the forming
cylinder will appear on the image in a diamond shape, so the final pixels in all directions of
the camera number needs to be greater than that 1440×√

2 ≈ 2037, so we used a Hikvision
MV-CA050-10GM camera with sensor type IMX264, pixel size 3.45 μm × 3.45 μm, sensor
area 2/3”, resolution 2448 × 2448, frame rate 23.5 fps, and camera interface gigabit ethernet.
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Figure 1. Industrial camera installation location.

After the industrial camera is selected, high-quality images cannot be acquired with-
out a matching lens. The function of the camera lens is similar to that of the crys-
talline lens. It mainly focuses the light reflected by the object on the sensor. The dis-
tance from the camera to the powder spreading surface of this system is 215 mm, thus
the magnification is β = 6.6/120

√
2 = 0.0389, and the focal length of the objective lens is

215/(1 + 1/β) = 8.05 mm. Therefore, we chose the FL-CC0814A-2M Ricoh 8 mm lens with
format size 2/3”, focal length 8 mm, iris range 1.4–16, and minimum object distance 0.1 mm.

In this work, the strip Light-Emitting Diode (LED) light is used as the light source of
the detection system. The installation position of the strip LED light source is shown in
Figure 2.

Figure 2. Light-Emitting Diode (LED) light installation position.

2.2. SLM Powder Spreading Defect Type

In the SLM powder spreading process, defects are easily formed on the powder
coating surface due to improper selection of process parameters or wear of the scraper
strips. Several common powder spreading defects mainly include the following.

(1) Cladding layer increased. Due to the phenomenon of spheroidization, warpage,
and incomplete powder melting during the molding process of the selected laser melting
equipment, it is difficult to control the molding process. The spheroidization phenomenon
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occurs when the surface of the metal solution turns into a spherical surface under the action
of interfacial tension between the molten metal and the surrounding powder particles.
Therefore, spheroidization often causes unevenness on the surface of the part, which leads
to the phenomenon of local high. In the process of powder spreading, it is difficult for the
metal powder to cover the local high area, as shown in Figure 3 (1).

Figure 3. SLM powder spreading defect: (a) Defects of cladding (1) and impurity accumulation (2). (b) Scraper damage
defects (3).

(2) Impurity accumulation. Due to the excessive energy of the molten pool, the liquid
metal evaporates to produce black smoke impurities. During the laser scanning process,
due to the influence of the laser scanning direction and the laser scanning speed, part of
the black smoke impurities falling on the metal surface cannot be brought into the airflow
generated by the fan into the gas circulation system, and thus black smoke impurities
accumulate. When the powder spreading device is activated, the scraper will drive the
impurities and form this kind of defect, as shown in Figure 3 (2).

(3) Scraper damage. Due to the friction of the scraper with the higher part of the
cladding layer for a long time, the surface of the scraper is partially missing. When the
powder spreading device is activated, part of the metal powder driven by the scraper will
leak out from the position where the scraper strip is missing, forming a scraper damage
defect, as shown in Figure 3 (3).

As impurity accumulation and scraper damage appear as stripes on the image, these
two defects are collectively referred to as strip defects (3).

2.3. Defect Overlap

For the overlap of defects, there is only the probability that the scratch damage and
impurities will overlap in the above defects, and the impurity defects will be disposed of
in the first powder laying, while the scratch defects will not. The cladding layer is raised,
because the detection threshold is different, it is not necessary to classify the calculation
together, so defect overlap has no effect on the overall detection.
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3. Image Processing Method

3.1. Perspective Transformation

In this paper, the industrial camera mainly adopts the side-axis method, so the col-
lected powder spreading images have some linear distortion. Linear distortion can easily
cause distortion of the powder spreading image and increase the difficulty of the defect
detection, so corresponding measures should be taken to correct it.

The process of correction is mainly to project each pixel of the image to a new plane at
one time. The specific equation is as follows:⎡⎣ ucorr

vcorr
zcorr

⎤⎦ =

⎡⎣ h11 h12 h13
h21 h22 h23
h31 h32 h33

⎤⎦ ·
⎡⎣ u

v
1

⎤⎦ (1)

In the equation, (u, v) is the original coordinates of P, (ucorr, vcorr, zcorr) is the coor-
dinates of Pcorr, (h11, h12; h21, h22) is the linear transformation matrix, (h13; h23) is the
translation matrix, (h31, h32) is the perspective matrix, because the final corrected image is
located in the two-dimensional plane, so the coordinates of Pcorr are divided by zcorr, and
the transformation equation is as follows:⎧⎪⎨⎪⎩

u′
corr =

h11u+h12v+h13
h31u+h32v+1

v′corr =
h21u+h22v+h23
h31u+h32v+1

z′corr = 1

(2)

In the equation, (u′
corr, v′corr, 1) is the final corrected coordinate.

It is not difficult to see from Equation (2) that only four points are needed to list eight
equations and find eight unknown quantities of the correction transformation matrix. The
perspective transformation effect is shown in Figure 4.

  
(a) (b) 

Figure 4. The perspective transformation effect: (a) Perspective transformation before. (b) After the perspective transforma-
tion.

3.2. The Steps of Defect Extraction

This article mainly describes the increased defects in the cladding layer and the stripe
defects, the specific steps can be divided into three steps.

Step 1: Eliminate the effects of light.
It can be seen from Figure 3 that the image of the powdered surface is affected by the

LED light, resulting in uneven illumination of the image, so measures should be taken
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to eliminate the influence of illumination and avoid increasing the difficulty of image
processing in the later stage. Specific steps to eliminate the influence of light:

(1) Calculate the average gray value of the entire image.
(2) Perform average filter on the image, mainly using a 200 × 200 filter template.
(3) Subtract the original image from the average filtered image and add the gray average

value of the entire image.

The above steps can be expressed as

Gout = Gin − Gmean + v (3)

In the equation, Gout is the output image, Gin is the input image, Gmean is the average
filtered image, and v is the average of the entire image.

For example, enter Gin a 5 by 5 random pixel value matrix.

Gin =

⎡⎢⎢⎢⎢⎣
1 2 1 4 3
1 2 2 3 4
5 7 6 8 9
5 7 6 8 8
5 6 7 8 9

⎤⎥⎥⎥⎥⎦ (4)

First, take the average of the graphs, and the formula is

v =

n
∑

i=1
xi

n
(5)

In the equation, n is the total number of pixels in the image, and xi is the original pixel
value. It is concluded that v = 5 (integer).

Then, average filtering means that the pixel at the center of the graph is the average
value of all pixel values, and the formula is

Gmean = g(x, y) =
1
M∑ f (x, y) (6)

In the equation, g(x, y) is the pixel value after filtering, f(x, y) is the pixel value of the
original image, and M is the square matrix selected during filtering (generally 3 × 3).

f(x, y) =

⎡⎢⎢⎢⎢⎣
1 2 1 4 3
1 2 2 3 4
5 7 6 8 9
5 7 6 8 8
5 6 7 8 9

⎤⎥⎥⎥⎥⎦ ⇒ g(x, y) =

⎡⎢⎢⎢⎢⎣
1 2 1 4 3
1 3 4 4 4
5 4 5 6 9
5 6 7 8 8
5 6 7 8 9

⎤⎥⎥⎥⎥⎦ (7)

Finally, according to Equation (3), subtract f(x, y) from g(x, y) and add v to get Gout.

Gout =

⎡⎢⎢⎢⎢⎣
5 5 5 5 5
5 4 3 4 5
5 8 6 7 5
5 6 4 5 5
5 5 5 5 5

⎤⎥⎥⎥⎥⎦ (8)

Step 2: Threshold segmentation.
It can be seen from Figure 3 that the brightness of the two defects is inconsistent. The

defects increased by the cladding layer appear brighter in the image and the stripe defects
appear darker in the image. Therefore, a high threshold is set to segment the lighter part of
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the paving defect, and a low threshold is set to segment the darker part of the laying defect.
The threshold segmentation equation is shown as below:

G′(i, j) =
{

255 G(i, j) ≥ H or G (i, j) ≤ L
0 L < G(i, j) < H

(9)

In the equation, G′(i, j) is the image after threshold division, G(i, j) is the image after
uneven illumination processing, H is the high threshold, and L is the low threshold.

In order to select the appropriate threshold under different lighting environments,
this paper sets the high threshold as u + k1σ and the low threshold as u − k2σ, where
u is the gray average value of the image, σ is the gray standard deviation, and k is the
amplification factor.

Step 3: Image denoising.
Because SLM equipment is printed with fine metal powder, the metal powder laid

on the powder bed is in a loose state, so the reflection state to the light is different, which
will lead to a lot of noise in the powder image. In order to reduce the difficulty of image
processing, it is necessary to denoise the powdering image. The image denoising methods
used in this paper mainly include morphological filter and connected domain filter. Small
noise can be removed by the open operation of morphological filter, and large noise can be
removed by connected domain filter.

For the defects increased in the cladding layer, the open operation of image mor-
phology processing is carried out for denoising, that is necessary to use 3 × 3 structural
elements to perform the opening operation, so that the pixel area containing 3 × 3 can
be retained, and finally the area smaller than 30 pixels is deleted through the connected
domain filter to extract this defect.

For the stripe defects, it is necessary to perform open operations on the image using
3 × 3 structural elements and 1 × 5 structural elements, and then merge the two open
operation images, and then use 2 × 20 structural elements to perform expansion operations.
Finally, the region with area less than 1500 pixels or width less than 150 pixels should be
deleted through connected domain filter, so that the defect can be extracted.

The flow chart of powder defect extraction is shown in Figure 5. Taking Figure 3 as an
example, the defect extraction effect is shown in Figure 6.

Figure 5. The flow chart of powder defect extraction.
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(a) (b) (c) 

 

 

(d) 

  
(e) (f) 

Figure 6. The defect extraction effect: (a) Original image. (b) Step 1. (c) Step 2: The image on the left is high threshold, and
the image on the right is low threshold. (d) Step 3: The image on the left is cladding defect, and the image on the right is
stripe defect. (e) Original image. (f) The extraction results.

4. Stripe Defect Classification

As the stripe defects include impurity defects and scraper damage defects, these
two types of defects need to be classified. The Halcon machine vision software package
provides two classifiers with fast detection speed: the multilayer perceptron and support
vector machine. The two classifiers will be analyzed below.

4.1. The Multilayer Perceptron (MLP)

The multilayer perceptron (MLP) classifier is mainly based on an artificial neural
network and is composed of multiple single-layer perceptron. Generally, the backpropaga-
tion algorithm is used to train the neural network. The classifier has excellent nonlinear
mapping ability, adaptive ability, generalization ability, and fault tolerance ability, but the
convergence speed of the whole algorithm is slow, leading to a long training time.

In this paper, the minimum pixel value, pixel standard deviation, defect height, and
defect roundness value of stripe defects are used as feature vectors. Therefore, the number
of neurons in the input layer of the multilayer perceptron network structure is set to four,
and the number of neurons in the output layer is set to two. The maximum-minimum
method is used for data normalization, and the excitation function is selected as softmax.
At present, there is no unified theoretical basis for determining the optimal solution for the
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number of hidden layer neurons in a multilayer perceptron. In this paper, the number of
neurons in the hidden layer is determined as two by empirical equation five.

H = log2 n (10)

In the equation, H is the number of hidden layer neurons and n is the number of input
layer neurons.

In order to verify the classification effect of the multilayer perceptron, 40 images of
impurity defects and 40 images of scraper damage defects were used as training samples to
train MLP. After the training, stripe defects were classified. The test samples contained 20
impurity defect samples and 20 scraped damage defect samples. At the same time, in order
to verify the effect of defect-free and cladding layer increased defects, another 20 qualified
samples and 20 cladding layer increased defect samples were added. The confusion matrix
of MLP classification results are shown in Table 1.

Table 1. The confusion matrix of the MLP classification results.

Predicted Class

Actual Class Qualified
Cladding Layer

Increased
Defects

Impurity
Defects

Scraper
Damage
Defects

Qualified 19 1 0 0
cladding layer

increased defects 0 20 0 0

Impurity defects 0 0 39 1
Scraper damage defects 0 0 0 40

4.2. Support Vector Machine (SVM)

Support vector machine (SVM) classifier using structural risk minimization principle
can effectively solve the problem of small batch sample of learning, The idea is to find a
partition hyperplane that can distinguish different samples in the training sample space. For
nonlinear data, it can be mapped into a high-dimensional space through a kernel function,
and finally find the support vector and seek the maximum interval hyperplane. The final
decision function of the classifier is only determined by the key support vectors. To a certain
extent, it can effectively avoid the dimensional disaster and the classification speed is fast,
but the effect of SVM classifier for large-scale training samples will be greatly reduced.

The SVM is trained with the same feature vector and training samples, and the same
test samples are used for classification. The confusion matrix of SVM classification results
are shown in Table 2.

Table 2. The confusion matrix of the SVM classification results.

Predicted Class

Actual Class Qualified
Cladding Layer

Increased
Defects

Impurity
Defects

Scraper
Damage
Defects

Qualified 19 1 0 0
cladding layer

increased defects 0 20 0 0

Impurity defects 0 0 38 2
Scraper damage defects 0 0 0 40

5. Comparison with Other Methods

5.1. Photodiode

Photodiode is a kind of photoelectric sensor that can convert an optical signal into an
electrical signal [21]. It can output the corresponding analog electrical signal according
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to the illumination of the received light or realize the switch between different states in
the digital circuit. The precision of photodiode data is related to the distance between the
pool and the diode, incident angle, etc. Moreover, the higher the laser power is, the larger
the fluctuation range of photodiode signal value is, and the worse the stability of the pool.
Compared with photodiode, our method does not need to strictly adjust the distance angle,
only needs to display the molding process in the camera, and is not affected by the laser
power [22].

5.2. X-ray

X-ray can intuitively reflect the three-dimensional morphology and position of internal
defects. Hu et al. [23] characterized the porosity and poor fusion defects by X-ray computer,
predicted the fatigue life by combining with the fatigue crack propagation model, and
effectively judged the fatigue threat level caused by different positions of defects. Although
X-ray can directly monitor the morphology and location of internal defects in real-time,
X-ray monitoring has a high cost, which is harmful to the human body and requires
additional protection [24]. In particular, the cost of high-speed and high-resolution X-ray
in situ observation is higher, which is generally used for checking and verifying other
monitoring methods. In contrast, the use of industrial cameras has a lower cost.

5.3. Thermal Signal

Heat transfer is a driving force of the SLM, including the formation and dynamic
behavior of molten pool, the liquid metal cooling and solidification, solidification layer of
thermal cycle, microstructure, residual stress, and deformation of component has a direct
impact, such as uniform temperature distribution form good quality components, unrea-
sonable temperature distribution will affect the structural integrity and quality. However,
at present, the difficulty of temperature detection is that the emissivity of the material is
difficult to obtain, and in the SLM process, the form of the material includes the powder
state, liquid state, solid state, and gas state, and the emissivity is also changing due to the
difference of temperature at different positions. Therefore, it is very difficult to obtain the
emissivity in SLM process [25].

5.4. Vibration Signal

The vibration signal in the SLM process can also reflect the processing state and
component quality, such as penetration depth, crack, powder laying quality, etc. However,
the research on SLM process monitoring based on vibration signals is few at present, and
the selection, arrangement, signal collection, and processing of sensors need to be further
studied [25].

6. Discussion

From Figures 3 and 4, it is not difficult to calculate that the recognition rates of MLP
and SVM are 98.33% and 97.5%, respectively. Both have high recognition rate, but MLP
recognition rate is better than SVM.

In addition, the classification time will increase the forming time of SLM equipment
and reduce the forming efficiency. Therefore, the classification time of the two classifiers
should be discussed; Figure 7 is the classification time comparison diagram of MLP and
SVM. As you can see from Figure 7, the MLP classification time is shorter.
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Figure 7. Classification time of MLP and SVM.

In summary, MLP has a better classification performance than SVM, so MLP is chosen
to classify stripe defects.

7. Conclusions

This paper presents a method for detecting powder spreading defects and monitoring
the powder spreading surface as well as providing corresponding hardware construction
measures and image processing methods. Using this method, we accurately established the
relationship between image features and these three defects. This method first eliminates
linear distortion through perspective transformation and uses Equation (3) to eliminate
lighting impact, followed by selecting a high threshold and a low threshold to extract the
defects increased by the cladding layer and the stripe defects with image noise, and then
filtering the image noise through the morphological filter algorithm and the connected
domain filter algorithm to obtain the accurate area of the powder spreading defects. Finally,
a multilayer perceptron and a support vector machine were established to classify the
stripe defects. The two classifiers were compared, and the multilayer perceptron with
better performance was selected as the final classifier. The detection method proposed in
this paper has high recognition rate, short detection time, and good stability. Subsequently,
the corresponding feedback operations can be designed according to their corresponding
defect types. The study on choosing type defect resolution and recognition has achieved
good effect and can be immediately applied to the industrial technology of ascension, but
due to the use of industrial camera, the image resolution limit is 0.5 mm, so for defects
of smaller size, establishing the rate of detection and the relationship between the image
characteristics and other defects are key problems to solve in the future. Through this
research, we can apply machine vision to the laser cladding of diamond, monitor the
formation of the graphite interface of the diamond–substrate interface, adjust the laser spot
through feedback, prevent the diamond from graphitization, and better fix the diamond;
machine vision can also be applied Based on laser metal cladding technology, monitoring
the thickness of the coating, feedback and adjusting the parameters to obtain a thinner
effective coating to protect the base metal, and so on. It can be seen that machine vision
technology can be combined with various engineering and processing methods and has a
wide range of applications in the industrial field.
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Abstract: Selective laser melting (SLM) produces a near-net-shaped product by scanning a concen-
trated high-power laser beam over a thin layer of metal powder to melt and solidify it. During the
SLM process, the material temperature cyclically and sharply rises and falls. Thermal analyses using
the finite element method help to understand such a complex thermal history to affect the microstruc-
ture, material properties, and performance. This paper proposes a novel calibration strategy for
the heat source model to validate the thermal analysis. First, in-situ temperature measurement by
high-speed thermography was conducted for the absorptivity calibration. Then, the accurate simu-
lation error was defined by processing the cross-sectional bead shape images by the experimental
observations and simulations. In order to minimize the error, the optimal shape parameters of the
heat source model were efficiently found by using Bayesian optimization. Bayesian optimization
allowed us to find the optimal parameters with an error of less than 4% within 50 iterations of the
thermal simulations. It demonstrated that our novel calibration strategy with Bayesian optimization
can be effective to improve the accuracy of predicting the temperature field during the SLM process
and to save the computational costs for the heat source model optimization.

Keywords: selective laser melting; finite element thermal analysis; model calibration; thermographic
image; bead on plate test; Bayesian optimization; nickel-based superalloy

1. Introduction

Selective laser melting (SLM), which is classified into a powder bed fusion type in
additive manufacturing methods, produces a near-net-shaped product by scanning a
concentrated high-power laser beam on a thin layer of metal powder to melt and solidify
it. The cyclic process of spreading a thin layer of powder and scanning the laser beam is
repeated until the product is completed in the form designed by computer-aided design
(CAD) software. Through the process, the material temperature periodically and rapidly
rises and falls with melting and solidification with transformations. Such a thermal history
affects the characteristic microstructure [1,2] and material properties [3,4], and it can also
generate defects such as pores [5] and microcracks [6–8], and can cause distortion [9].

To understand the thermal history (temperature gradient, solidification rate, and
cooling rate) in the SLM process, thermal analysis has been extensively performed using
the finite element method (FEM) [10–16]. The FEM-based simulation solves the governing
equations of heat transfer with boundary conditions, including a moving heat source model
for laser scanning. Such heat source models have been originally studied for many years for
welding processes, and some volumetric heat sources of various shapes and distributions
have been proposed [10,14,17]. A double ellipsoidal power density model, proposed by
Goldak et al. [17], can simulate shallow penetration for arc welding processes and deeper
penetration for laser and electron beam processes by changing shape parameters. Accurate
thermal analysis requires calibration of shape parameters, depending on material and
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process conditions. This model has been also applied to simulate the SLM process. The
shape parameters have been calibrated so that the simulated bead shape (width, depth, and
length) matches the one by the cross-sectional observation [10–14] or by in-situ monitoring
with high-speed imaging [13].

In addition to the shape parameters, absorptivity in the heat source models, which
means the heat efficiency of laser power in the process, depends on the material and
process conditions. In the SLM process, the laser beam is reflected multiple times in the
powder layer [18,19]. It also interacts with keyhole walls, a deep surface in the melting
pool owing to the vapor recoil pressure of excessive laser energy [20]. Boley et al. [18]
studied the absorptivity of a 1-μm-wavelength laser beam on a metal powder layer by
ray-tracing calculations, and empirically measured the value by using direct calorimetric
measurements. They proposed that the absorptivity of the powder layer can be predicted
from that of the flat surface of its bulk metal. Trapp et al. [20] studied the effective
absorptivity of a continuous 1070-nm-wavelength laser beam for some metal powders
during melting. The in-situ direct calorimetric measurements revealed that the absorptivity
considerably depended on laser power and scan speed (e.g., the absorptivity of 316 L
stainless steel varied from 0.3 to 0.7 with the variation of laser power and scan speed). They
have concluded that the measured absorptivities were different from both the one obtained
by the powder layer measurements without melting and that of liquid metals estimated
from the literature. Thus, the calibration of absorptivity is still necessary for the valid
thermal analysis for the SLM process. However, to the best of our knowledge, no such
thermal analysis using a heat source with calibrated absorptivity and shape parameters has
been reported. This could be owing to the experimental difficulty of in-situ temperature
measurements during the process.

Such thermal simulations are computationally expensive, and calibration is an iterative
simulation process that uses different parameters to fit the simulation results with the
experimental ones. Therefore, it is important to improve the efficiency of the calibration
process. In short, the calibration process finds the parameters (explanatory variables x) to
minimize the difference between experiment and simulation (an objective function f(x)).
Bayesian optimization is known as a powerful tool to efficiently find minimum f(x) [21,22].
A Gaussian process model of f(x) is modified by a Bayesian update procedure at each new
evaluation of f(x). One of the features of Bayesian optimization is the use of the acquisition
function to determine the next point x to be evaluated. The acquisition function can balance
between sampling at the points where the modeled objective function is low and exploring
the areas that have not yet been modeled, resulting in efficient parameter optimization.
For example, using Bayesian optimization, Kitano et al. [7,8] have successfully found an
optimal laser irradiation conditions to avoid defects and cracks in SLMed nickel superalloys.
Shiraiwa et al. [23] efficiently determined the heat source parameters in welding simulation
using Bayesian optimization. In order to evaluate the accuracy of the calculation results and
to improve it, the SLM process simulation also needs to be iterated many times to find the
optimal heat source model parameters. Thus, Bayesian optimization could be an effective
technique for the calibration of a heat source model for the SLM process simulation.

This paper proposes a novel calibration strategy for the heat source model of the
FEM-based thermal analysis in the SLM process. The in-situ temperature measurements
were conducted using high-speed thermography to calibrate the absorptivity. The cross-
sectional bead shapes were quantified to calibrate the shape parameters of the heat source
model. The shape parameters were explored using Bayesian optimization, which led
to the smallest difference of the melt pool shape between the FEM calculations and the
experimental measurements. The optimal parameters were compared with the ones of the
grid search. These iterative calibration processes were performed via two-dimensional
(2D) thermal simulations for computational efficiency. Three-dimensional (3D) thermal
analysis with calibrated parameters was also performed and discussed in terms of bead
shape, thermal history, and cooling rate.
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2. Experiments

A two-step calibration strategy for the heat source model of FEM-based thermal
analysis is shown as a flowchart in Figure 1. First, the absorptivity of the heat source model
was calibrated to fit the temperature field by the simulation of multiple beads to the ones
measured by thermography (Section 2.2). Second, Bayesian optimization offered better
shape parameters for the heat source model, minimizing the difference between single
bead simulation and cross-sectional observation results (Section 2.3). Thermal simulation
models and Bayesian optimization are described in Sections 3 and 4, respectively.

 
Figure 1. Flowchart of two-step of calibration strategy for the heat source model of FEM-based
thermal analysis.

2.1. SLM Machine and Materials

Multiple and single laser scan tests were conducted using a commercial SLM machine,
SLM 280 HL (SLM Solutions GmbH, Lübeck, Germany, Figure 2a). A thin layer of metal
power on a base plate was scanned by a fiber laser beam with 1070-μm wavelength and
80-μm spot size in the chamber under an argon atmosphere. The laser power, scan velocity,
and hatching space were set to 300 W, 1500 mm/s, and 100 μm, respectively. Nickel-based
superalloy Hastelloy X (HX) powder (AMPERPRINT 0228 by Höganäs AB, Scania, Sweden)

49



Materials 2021, 14, 4948

and 6-mm-thick baseplates (Alloy X by VDM Metals GmbH, Werdohl, Germany) were
used in this study.

 

Figure 2. (a) A photo of the selective laser melting (SLM) chamber. Schematic images of in-situ temperature measurement
of Hastelloy X (HX) by thermography: (b) top view and (c) side view.

2.2. Thermographic Measurements

The temperature distribution due to multiple laser scans was measured by a high-
speed thermography camera (FAST M350, Telops Inc., Quebec, Canada) through the silicon
window of the chamber. The schematic image of the experimental setup is shown in
Figure 2b,c. Two rectangular components with a dimension of 10 mm × 10 mm × 0.3 mm
were prefabricated on the baseplate using SLM in advance. After that, when the top
surface temperature was sufficiently lowered to ambient temperature, the platform with
the substrate was lowered by 30 μm, and the additional powder layer was spread on the
top surface. Then, the laser beam scanned in a zigzag pattern while the thermography
camera measured the surface temperature.

The thermography camera has three filters to measure various temperature ranges:
(1) 0–250 ◦C, (2) 106–350 ◦C, and (3) 265–780 ◦C. Thus, the measurements were performed
for each filter. The sampling rate and exposure time of the camera were 345 Hz and 100 μs,
respectively. In the preliminary experiment, the surface radiation of the SLMed HX part
was separately calibrated by comparing the temperature measured by the camera with the
one by a thermocouple in a furnace. The effects of the silicon window on the SLM machine
were also calibrated in advance. Since the camera was mounted on the SLM machine at an
angle of approximately 55◦, the resolutions of images parallel and normal to the laser scan
direction were 76 and 68 μm/pixel, respectively.

2.3. Bead on Plate Test

A single 10-mm-long bead was fabricated by scanning the laser beam on the powder
layer (approximate 50 μm thick) on the baseplate. The single bead was cut perpendicular
to the laser scanning direction, and the three cross sections were polished. Cross-sectional
images of the backscattered electron composition (BEC) mode were taken via a scanning
electron microscope (SEM: JSM-6010 LA, JEOL, Tokyo, Japan).

3. Thermal Analysis

The governing equation of heat transfer of an object with a density ρ, a specific capacity
C, and a thermal conductivity k is as follows:

ρC
∂T
∂t

= ∇(k∇T) + Q (1)
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where T, t, and Q are temperature, time, and heat source, respectively. The double ellip-
soidal power density model [17] was applied to model the heat source by laser beam ql ,
power P, and scan velocity v in the z-direction, as described as follows:

ql(x, y, z, t) =

⎧⎪⎪⎨⎪⎪⎩
6
√
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(2)

where A1 and A2 are the absorptivity forward and backward of the laser beam. The
parameters a, b, c1, and c2 determine the shape of the volumetric heat source. In this study,
it is assumed that A1 = A2 = A, c1 = a, and c2 = 2a. These assumptions are common in
the field of welding (e.g., reference [23]) and additive manufacturing (e.g., reference [16]).

Figure 3 shows the 2D models for the single and multiple laser scanning and the 3D
model for the single laser scanning. The models consist of two components corresponding
to a powder layer part of 30 μm thickness and a bulk part (gray and white elements
in Figure 3, respectively). As shown in Figure 1, the absorptivity A was calibrated by
comparing the temperature distributions measured by the thermography camera and
simulated by the 2D multiple scan model (Figure 3b). The model of 1.0 mm × 6.3 mm
corresponded to the center plane of the SLMed part and HX plate in Figure 2b. In order
to realize the zig-zag pattern of the laser scan, the direction of the heat source model
was alternately changed by 180◦ for every 10 mm of movement parallel to the Z-axis,
and its center was shifted in the X direction by the same distance as the hatching space
(100 μm). The simulations with different A were performed up to 0.5 s after the heat source
had passed.

 

Figure 3. Thermal analysis models of (a) 2D single laser scan, (b) 2D multiple laser scan, and (c) 3D single laser scan.
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The 2D single scan model of 500 μm × 530 μm (Figure 3a) was prepared to optimize
the shape parameters a and b by comparing it with the single bead on plate test. The heat
source model with the calibrated parameters was also applied to the 3D single scan model
of 500 μm × 530 μm × 500 μm (Figure 3c). These simulations were performed up to 0.75 ms
after the heat source passed through the model. In order to reduce the computational cost,
the Y-axis for the 2D single scan model (Figure 3a) and the YZ plane for 3D single scan
model (Figure 3c) were used as the symmetry wall, and the center of the heat source model
passed through the point (x, y) = (0, 30). The heat source model directions were indicated
by symbols of 
 and ⊗ in Figure 3a,b, and by an arrow in Figure 3c. All boundaries except
the top surface were assumed to be adiabatic. Heat loss due to natural convection and
radiation, qc and qr on the top surface are defined as follows:

qc = hc(T − Tamb) (3)

qr = σε
(

T4 − T4
b

)
(4)

where hc, ε, σ, and Tamb are the convection coefficient, emissivity, Stefan-Boltzmann constant
(5.67 × 10−8 (W/m2·K4)), and ambient temperature (30 ◦C), respectively.

The material properties used in the simulation are listed in Table 1. As shown in
Figure 4, for the bulk part of HX, Csolid and ksolid depended on temperature [24]. For the
powder part, the density ρpowder and conductivity kpowder were assumed to be 0.5 ρsolid and
0.05 ksolid, respectively. When the temperature exceeded the solidus temperature (Ts) of
HX, the powder turned into the bulk by changing kpowder to ksolid. Additionally, when the
temperature exceeded the liquidus temperature (Tl), the conductivity kliquid was assumed
to be 10 times larger than the one of the solid (10 ksolid, 1260 ◦C = 323 W/(m·K)) to represent
the heat transfer of the melting pool including the effect of fluidity. When the temperature
was between Ts and Tl , the properties of kliquid and Cliquid were defined as follows [25,26]:{

k = ksolid +
(

kliquid − ksolid

)
φ

C = Csolid + (Cliquid − Csolid)φ + L dφ
dT

(5)

where φ represents a phase fraction defined as (T − Ts)/(Tl − Ts).

Table 1. Material properties of Hastelloy X (HX) used for thermal analysis. Adapted from Ref. [24].

Material Properties Value

Density for solid, ρsolid 8240 kg/m3

Density for powder, ρpowder 4120 kg/m3

Heat capacity for liquid, Cliquid 674 J/kg K
Thermal conductivity for liquid, kliquid 323 W/m K

Latent heat, L 276 kJ/kg
Solidus temperature, Ts 1260 ◦C

Liquidus temperature, Tl 1355 ◦C
Heat transfer coefficient, hc 10 W/m2 K

Emissivity, ε 0.3

The thermal simulation was performed using the finite element code ABAQUS
(ABAQUS/CAE 2019, Dassault Systems Simulia Corp., Johnston, RI, USA) with the user
subroutines of the temperature and phase-dependent material properties and the moving
volumetric heat source model. The 2D and 3D simulation used 4-node linear heat trans-
fer quadrilateral and 8-node linear heat transfer brick elements (DC2D4 and DC3D8 in
ABAQUS 2019), respectively. As shown in Figure 3, the mesh size was set to 5.0 μm for the
part where large heat input was given by the moving heat source model, and larger sizes
for other parts to save computational costs.
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Figure 4. (a) Heat capacity and (b) thermal conductivity of HX (depending on temperature). Adapted from Ref. [24].

4. Bayesian Optimization

The shape parameters a and b of the heat source model (Equation (2)) were calibrated
by comparing the shape of beads by the observation (Section 2.3) and the thermal simulation
(Section 3). Here, the error between the observation and the simulation was evaluated by
the following procedure (see Figure 5). First, the area containing the right half of the melted
zone in the SEM image (100 μm × 150 μm, surrounded by the yellow dashed rectangle in
Figure 5a) was trimmed and manually binarized so that the grayscale of the pixels was set
to 1 for the melted zone and 0 for the baseplate (Figure 5b). Second, as shown in Figure 5c,
the binary image was divided into blocks to match the pixel size and simulation mesh size
(coarse-graining). Several coarse-grained images were prepared for different cross sections
and averaged into a single image (Figure 5d). This image is the visualized matrix of the
melted zone MZobs(x, y), and its components range is from 0 to 1. Here, x and y are the
coordinates in the width and depth directions of the melted zone, respectively. In the finite
element simulation, the melted zone was defined as the part whose temperature exceeded
Ts during laser scanning. As shown in Figure 5e, the melted zone was also outputted as
binary values for each integral point of the elements in the corresponding area to the SEM
image (100 μm × 150 μm), and the average values of four integral points in the elements
were used to obtain the matrix of the melted zone MZsim(x, y). Subtracting the simulated
matrix MZsim(x, y) (Figure 5e) from the observed matrix MZobs(x, y) (Figure 5d) yields a
different matrix (di f f (x, y)) or an image, as shown in Figure 5f. Warm colors indicate that
the simulated melt was smaller than the observed bead shape, and cold colors mean the
opposite. Finally, the simulation error E was defined as follows:

E =
∑|MZobs(x, y)− MZsim(x, y)|

∑ MZobs(x, y)
=

∑|di f f (x, y)|
∑ MZobs(x, y)

(6)

The optimal shape parameters to minimize E were found by Bayesian optimization by
using Statistics and Machine Learning Toolbox in MATLAB (R2020b, MathWorks, Natick,
MA, USA). Bayesian optimization uses a Gaussian process model to find the point x
that minimizes the objective function y = f (x). The Gaussian process model of f (x) is
modified by Bayesian updates each time a new point is acquired. The Gaussian process
is defined as mean μ(x; θ) and covariance kernel function k(x, x′; θ). Here, θ is a vector of
kernel parameters. The kernel function k(x, x′; θ) can significantly affect the quality of a
Gaussian process regression, and the Bayesian optimization in the MATLAB toolbox uses
the automatic relevance determination (ARD) Matérn 5/2 kernel, KM52(x, x′) [22]:

KM52
(

x, x′
)
= θ0

(
1 +

√
5r +

5
3

r2
)

exp
(
−
√

5r
)

(7)
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r2 =
D

∑
d=1

(xd − x′d)
θ2

d
(8)

where hyperparameters θ0 and θ1:D are the covariance amplitude and the length scales,
respectively.

 
Figure 5. The procedure to evaluate the simulation error E. (a) Cross-sectional SEM image of the single bead with laser
scanning, (b) binary image, and (c) coarse-grained image of the bead. (d) The visualization of the melted zone matrix
MZobs(x, y) averaged from three different cross sections. (e) The simulated melted zone MZsim(x, y) (right) defined as the
part exceeded Ts during the thermal simulation (left). (f) Difference in bead shapes between the observation and simulation
to evaluate the error E. (g) The optimized difference by iterative simulations with different parameters to minimize E with
Bayesian optimization. The Black and white pixels with binary values correspond to the bead and baseplate, respectively.

The next evaluation point is determined by the acquisition function a(x) that evaluates
the “goodness” of the point x based on the posterior distribution Q( f |xi, yi f or i = 1, . . . , t)
of the Gaussian process model. The acquisition function can balance sampling points
around the low objective function (exploitation) and searching for the regions that have not
yet been fully explored (exploration). Thus, the efficiency of parameter retrieval by Bayesian
optimization depends on the acquisition functions. In this study, three acquisition functions
were examined: (1) expected improvement (EI), (2) probability of improvement (PI), and
(3) lower confidence bound (LCB) [21,22,27]. The EI acquisition function evaluates the
expected amount of improvement in the objective function, ignoring values that increase
the objective function. EI is defined as follows:

EI = E
[
max

(
0, μQ(xbest)

)− f (x)
]

(9)

where E(x) indicates the expected value of x, xbest is the lowest posterior mean point, and
μQ(xbest) is the lowest value of the posterior mean. The PI acquisition function calculates
the probability that the new point x leads to a better objective function value, modified
by the margin parameter m which takes the estimated noise standard deviation of the
Gaussian process model:

PI = CDF
(

μQ(xbest)− m − μQ(x)
σQ(x)

)
(10)
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where CDF indicates the cumulative distribution function of the standard normal distribu-
tion, and σQ(x) is the standard deviation. The LCB function minimizes the curve of 2σQ(x)
at each point:

LCB = 2σQ(x)− μQ(x) (11)

In this study, the search point x corresponds to the heat source shape parameters
a and b, and the objective function y = f (x) is defined as the difference in bead shapes
between simulations and experiments. For further details, see the literature [21,22,27]. The
search areas of a and b were (10, 100 μm) and (50, 200 μm), respectively. The single bead
simulation and newly selected parameters were iterated 50 times. A grid search was also
performed for the same area of shape parameters for comparison. The grid sizes of both
parameters a and b were 5.0 μm.

5. Results

5.1. Absorptivity Calibration

Figure 6a–c show the temperature distributions during multiple laser scans measured
by the thermography camera with different filters. These images show the temperature
distribution when the laser beam scans the middle of the sample. Point C in the figures
indicates the sample center point. Points A and B are 1.6 and 3.2 mm away in the X-
direction from point C, respectively. As shown in Figure 6d, the temperature histories with
different filters were integrated into one for each point. The laser beam scanned through
the sample surface (10 mm × 10 mm) at the speed of 1500 mm/s and the hatching space of
100 μm, so there was a time lag of approximately 0.1 s between the three curves. When the
peak positions are aligned as shown in Figure 6e, the three curves are in good agreement,
indicating that the thermal histories at these points are almost the same.

 

Figure 6. Temperature distributions on the top surface measured by thermography during multiple laser scanning:
(a) 0–250 ◦C, (b) 106–350 ◦C, (c) 265–780 ◦C, (d) temperature histories at points A, B, and C, and (e) temperature histories at
points B and C are shifted by a time lag to match the temperature history at point A.

The actual temperature at the laser-irradiated spots should exceed Ts and Tl . Therefore,
another filter for the high-temperature range of 750–2500 ◦C was also examined. However,
such high temperatures could not be measured by the thermography camera. This can be
owing to the temporal and spatial resolution limitations of the camera. Zhirnov et al. [28]
used an advanced thermography camera with a 20,000 frame rate and 3.07 μm/pixel
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resolution to measure sharp laser spots over 1900 ◦C. However, as discussed later, the
temperature variation during cooling period below 500 ◦C was sufficient to calibrate
the absorptivity.

Figure 7a–c show the temperature distribution by the 2D thermal simulation of mul-
tiple laser scans with A = 0.30, 0.50, and 0.70 when the heat source is in the center of
the model. Here, it was assumed that the shape parameters a and b were 50 and 125 μm,
respectively. The part whose temperature exceeds Ts is shown in gray indicating the
melting pool. It was evident that the size of the melting pool increased as the absorptivity
increased. The thermography camera has a spatial resolution of 68 μm, so we averaged the
temperatures of the 14 nodes in the top center (yellow points in Figure 7a–c). Figure 7d,e
show the average thermal histories on various axis scales. Figure 7d shows the cyclic
temperature rise and fall owing to adjacent laser paths. Such heating by adjacent paths
was also recognized from the asymmetry of the melting pool in Figure 7a–c.

Figure 7. Temperature distributions by thermal simulation of multiple laser scanning with different absorptivities A:
(a) 0.30, (b) 0.50, (c) 0.70, (d) cyclic thermal histories, and (e) cooling process from maximum temperature. In (a–c), the
average temperature in the top center of 14 nodes is indicated in yellow. Black lines in (e) represent temperatures measured
by the thermography camera (Figure 6e).
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Figure 7e shows the cooling process from the maximum temperatures for different
absorptivity assumptions. The black line in the figure indicates the experimental data
measured by the thermography camera. The results indicate that “0.50” seems suitable for
the absorptivity A to reproduce the surface temperature variation in the thermal analysis.
As described in Section 1, the absorptivity of the heat source model includes the effects
of the powder layer and the surface shape of the melting pool. There is no data available
for the absorptivity of HX. For the case of 316L stainless steel powder, its absorptivity
was reported as in the range from 0.3 to 0.7 for the different laser energy densities [20].
The estimated value, A ~0.50 for HX in the present study was in a similar range and was
considered appropriate.

5.2. Shape Parameter Calibration of Heat Source Model

Figure 8a shows one of cross-sectional SEM images of the single bead using the SLM
process at the power of 300 W and the speed of 1500 mm/s. The mean width and depth
of melted zone at three different cross sections (see Figure 8a) were 60.8 ± 4.79 μm and
69.8 ± 1.22 μm, respectively. Figure 8b shows MZobs(x, y) processed by the procedure
described in Section 4. The gray pixels in the averaged image in Figure 8b were just
observed along the boundary between the melted and non-melted zones. This indicates
that the shapes of the melted zone at the three different cross sections were almost identical.

Figure 8. (a) Cross-sectional SEM image of the single bead with laser scanning. A yellow rectangle indicates the area to
be processed. (b) The visualization of the melted zone matrix MZobs(x, y). Black and white pixels with binary values
correspond to the bead and baseplate, respectively.

Figure 9a–e show the change of temperature distribution and the formation of melted
zone during the 2D thermal simulation of a single laser scan with A = 0.50, the shape
parameters a = 50 μm, and b = 125 μm. Figure 9f shows the simulated width, depth, and
area of the melted zone over time. In this simulation, the center of volumetric heat source
passed through the XY plane at 0.25 ms so that the melting pool and melted zone became
larger from 0.185 to 0.25 ms (see Figure 9a,b,f). After the heat source passed through, the
melted zone became slightly wider at 0.255 ms (see a yellow circle in Figure 9c). Then, the
melting pool gradually got small as the inputted heat was transferred to the surrounding
area (Figure 9d,e).
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Figure 9. Temperature distribution (left) and melted zone (right) simulated by 2D thermal analysis with parameters
a = 25 μm, b = 125 μm, and A = 0.50 at the moment of (a) t = 0.20 ms, (b) 0.25 ms, (c) 0.30 ms, (d), 0.35 ms, and (e) 0.40 ms.
(f) The width, depth, and area of the melted zone with the time.

According to the procedure described in Section 4, the optimal shape parameters a
and b to minimize error E were searched by Bayesian optimization. Figure 10b–d show
contour maps of the errors searched by various acquisition functions. White circles indicate
the searched parameters. Figure 11a shows the minimum errors through the search process
with the number of evaluations. Figure 10a also shows the contour map of the errors by the
grid search with more than 600 times simulations. The search parameters are on the grid
lines in the figure. All these contour maps show that the error has one local minimum point
around (55 μm, 170 μm). Instead of reducing the search for larger error areas, Bayesian
optimization with all acquisition functions better exploited the objective functions around
the minimum point. As a result, the optimal parameters with errors equivalent to those
of grid search were achieved within 25 iterations by Bayesian optimization (Figure 11a).
The optimal parameters for the grid search and each acquisition function are shown in
red circles in Figure 10 and are listed in Table 2. Three acquisition functions represented
similar shape parameters for minimizing E. Figure 12 shows the bead shape by simulation
BSsim(x, y) with the optimal parameters and its difference matrix di f f (x, y). As shown in

58



Materials 2021, 14, 4948

these figures, all the Bayesian optimizations with the three acquisition functions succeeded
in efficiently detecting the shape parameters that fit the shape of the beads.

 
Figure 10. Contour map of error E simulated by (a) grid search and Bayesian optimization with the
acquisition function of (b) EI, (c) PI, and (d) LCB. The white circles represent the searched points,
and the red circles are optimal parameters to minimize E.

Table 2. Optimal parameters found by grid search and Bayesian optimization with different acquisition functions and their
errors.

Search Strategy Acquisition Function a, μm b, μm Error, %

Bayesian optimization
EI 54.0 171.7 3.48
PI 59.3 164.5 3.48

LCB 55.7 169.8 3.68
Grid search - 55.0 170.0 3.48
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Figure 11. (a) Error E and (b) cumulative regret R with the number of evaluations.

Figure 12. Bead shapes by simulation with optimal parameters (a–d) and their differences from the observation (e–g). (a) and
(e) are the grid search and Bayesian optimization with the acquisition function of (b) and (f) EI, (c) and (g) PI, and (d) and
(h) LCB.

The search efficiency of each acquisition function was evaluated by cumulative regret
R, defined as follows [18,20]:

R = ∑
i
(Ei,−Emin) (12)

where Ei is the ith error and Emin is the minimum error. The smaller the cumulative
regret, the more efficient search in the optimization. As shown in Figure 11b, LCB and EI
efficiently searched for the best parameters than PI because of the balance of exploitation
and exploration. In any case, compared to the grid search, which required more than
600 calculations, Bayesian optimization with any acquisition function was much more
efficient in determining optimal shape parameters.

5.3. 3D Thermal Analysis with Calibrated Parameters

The novel two-step calibration proposed above was performed using a 2D FEM-based
thermal simulation model that takes computational costs into account. 3D thermal analysis
requires enormous computational time and resources, as the number of meshes significantly
increases with the length of the model in the Z-direction. Thus, it is not feasible to use
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such a 3D model for the calibration procedure with iterative simulations even though
Bayesian optimization can significantly reduce the number of iterations. However, a
3D thermal analysis can be desirable to understand the temperature distribution better
and combine the results of thermal simulation with other simulations (such as thermal
stress analysis [9], thermal elastoplastic analysis [7,8], and grain growth simulation [2]).
Consequently, a rational process is to use the 2D model to calibrate the parameters and
use the calibrated parameters to simulate the 3D model. Here, the process is validated to
compare 3D and 2D models with parameters calibrated in terms of bead shape, thermal
history, and cooling rate.

Figure 13 shows the 2D and 3D temperature distributions of the single laser scan with
the calibrated absorptivity and the shape parameters [(A, a, b) = (0.5, 54.0, 171.7)]. Figure
13a–d are the results of the 2D calculations and Figure 13e–p are the ones by the 3D analysis
at the different times and for the different viewing angles. The 3D temperature distribution
in Figure 13e–g were shown as a mirror reflection, using the symmetry in the YZ plane.
Comparing Figures 13i–l and 13a–d, the temperature distribution at the XY plane in the 3D
model was almost the same as that in the 2D model. Similar to the calibration procedure
in Section 4, MZsim(x, y) and di f f (x, y) were evaluated at the XY plane in the 3D model.
It is clear from Figure 14 that the melted zone simulated in the 3D model was consistent
with the bead shape on the cross section. The error E of the 3D simulation was 4.73% and
the difference was only 1.25% comparing to the 2D simulation. In most cases, the error
was small enough to justify the 3D simulation with the shape parameters optimized in the
2D model.

Figure 13. Temperature distributions simulated using the 2D single (a–d) and 3D single (e–p) models with calibrated
parameters (A, a, b) = (0.5, 53.95, 171.67) at different time steps t = 0.2, 0.4, 0.6, and 0.8 ms. (i), (j), (k), and (l) are XY planes
at Z = 0.0 μm, and (m), (n), (o), and (p) are YZ planes at X = 0.0 μm. Yellow arrows indicate a laser scanning direction.
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Figure 14. (a) Melted zone MZsim(x, y) at Z = 0 μm in the 3D single model, and (b) its difference di f f (x, y) from the
observation (Figure 8b).

Figure 15a shows thermal histories at Y = 30, 0, −30, and −60 μm and at (X, Z) =
(0.0, 0.0) in the 3D model. For comparison, the dashed lines in the figure represent the
thermal histories of the 2D model at the same coordinate points. The thermal histories of
both models showed almost the same behavior. Red and blue lines in Figure 15a represent
the temperatures of Tl and Ts. The cooling time from Tl to Ts plotted in Figure 15b increased
in the Y direction (as the depth of melting pool decreased). This indicates that shallower
the melting pool, the more slowly it solidifies. The temperature difference between Tl to Ts
divided by the time corresponds to an average cooling rate during the phase transformation
from liquid to solid. The cooling rate decreased from 1.7 × 106 to 3.6 × 105 K/s in the Y
direction. Again, the 3D and 2D models showed the same trends for the cooling rate.

 
Figure 15. (a) Simulated thermal history at Y = 30, 0, −30, and −60 μm and (X, Z) = (0.0, 0.0) of
the 3D model and (b) solidification time from Tl to Ts and the cooling rate in Y direction. Solid and
broken lines indicate the results of single 3D and 2D models, respectively.

6. Discussion

This section discusses the novel calibration strategy for the thermal analysis in the SLM
process in terms of the computational efficiency by 2D model and Bayesian optimization,
the similarity between the 2D and 3D models, the validity and limitation of the calibrated
heat source model, and the advantage of the FEM-based thermal analyses over more
advanced simulations for the SLM process.

In this study, the shape parameters of the heat source model were calibrated using
the 2D thermal simulation models, and it was confirmed that the calibrated parameters
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were also valid for the 3D thermal simulation. The 2D single scan model takes less than
2 min on a desktop personal computer (PC) with an Intel Core i7 CPU (Intel Corporation,
Santa Clara, CA, USA), while the 3D model takes about 2 h. Thus, as well as Bayesian
optimization, the iterative simulations with the 2D single scan model could find the
optimal shape parameters within 2 h (50 iterative simulations). The 3D single laser scan
simulation with the calibrated parameters also showed an error of 4.73% compared to the
cross-sectional observations. Thus, the novel calibration strategy effectively reduces the
computational cost.

As confirmed in Section 5.3, the 2D and 3D single laser scan simulations showed
almost identical melted zone, thermal history, and cooling rate. This implies that the
heat input by the heat source model was mainly transferred in the X and Y directions
(perpendicular to the moving direction of the heat source) rather than in the Z direction in
the 3D model. Note that these simulation models were for the middle part of a sufficiently
long single laser scan. At the ends of single laser scan, the cooling rate in the 2D model will
be slower than in the 3D model and the experiment because the actual input heat transfers
to the surrounding substrate in three dimensions.

The parameters of the double ellipsoidal power density model were calibrated using
both the temperature measured by the thermography camera and the cross-sectional bead
shape observed by SEM. In this study, as a first step, the parameters c1 and c2 in Equation (2)
were assumed to be a function of a as in reference [16,23]. Some researchers reported the
calibration of the shape parameters by observing the top surface of the melting pool during
a laser scan using high-speed imaging [13]. Thus, in-situ observation of such melting
pools helps make thermal simulations more effective. However, studying the shape of
the top bead by FEM-based thermal analysis is not practical. The surface tension of the
melting pool makes the shape of the top bead semi-circular. However, since the current
FEM-based thermal analysis does not take such surface tension into account, the shape
of the top bead becomes unrealistic (see Figure 9). Thus, if the size of the melting pool
observed by high-speed imaging is used for calibration, the effects of surface tension must
be considered by using computational fluid dynamics (CFD).

Absorptivity and bead shape parameters depend on laser scan conditions. As de-
scribed in the Introduction section, the absorptivity is significantly dependent on the laser
power and scanning speed [20]. The authors also studied the shape of a single bead of
HX, which can be deep or shallow depending on the laser power and speed of the SLM
process [7]. Thus, parameters calibrated for the specific laser scan conditions may not be
useful for other conditions. One solution is to define the parameters as a function of laser
scan conditions and calibrate the coefficients of the function by experimental measurements
with various conditions. Suppose such a heat source model is developed as a function
of laser scan conditions. In that case, the thermal simulation applicable to any laser scan
conditions will be significantly useful for other simulations related to SLM processes such
as prediction of microstructure evolution and microcracking.

One might be concerned about the effects of shape parameters on the multiple laser
scan simulation for absorptivity calibration. In Section 5.1, the shape parameters a and
b were assumed to be 50 and 125 μm, respectively. When the same simulations with
some different values of shape parameters within the search area, the surface temperature
differed by only 10 ◦C at most in the time range for the calibration (from 0 to 0.5 s after
laser scanning). This value was sufficiently small compared to the temperature change
(more than 50 ◦C, see Figure 7e) when the absorptivity was varied by 0.1. Thus, the
two-step calibration strategy is reasonable if the first decimal place of absorptivity A is to
be determined.

Fundamentally, such a heat source model with some fitting parameters is necessary
because the current FEM-based thermal simulation does not directly model laser absorption
and reflection in the powder layer and the fluidity of the melting pool. This can be a
drawback compared with more advanced simulations such as ray-tracing simulation of
laser beams on powder particles and thermal analysis with CFD. However, FEM-based
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thermal simulations with such a simplified heat source model can use less computational
costs and resources. Again, the 3D FEM-based thermal simulation takes approximately 2 h
to complete a single bead simulation on the desktop PC. On the other hand, the CFD-based
thermal simulations of comparable scale take even longer, and need to be parallelized.
Thus, FEM-based thermal analysis helps to efficiently understand the large-scale thermal
behavior of multiple laser scans and multiple layers.

7. Conclusions

This study proposed a novel calibration strategy of the heat source model for FEM-
based thermal analysis of the SLM process. Empirical data from in-situ temperature
measurements by high-speed thermography and SEM observation of single bead cross
sections were used to calibrate the heat source model absorptivity and shape parameters.
The findings obtained in this study were as follows:

• Bayesian optimization allowed to efficiently find the optimal parameters with an error
of less than 4% within 50 iterations of the thermal simulations.

• The use of the 2D models for the parameter calibrations significantly reduced the cost
of iterative simulations.

• The 3D single laser scan simulation with the calibrated parameters showed almost the
same results of the 2D simulation in thermal history, melted zone, and cooling rate.

Thus, our novel calibration strategy for thermal analysis is feasible to precisely and
efficiently understand the thermal history of the actual SLM process.
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Abstract: Porous structures are of great importance in tissue engineering. Most scaffolds are 3D
printed, but there is no single methodology to model these printed parts and to apply finite element
analysis to estimate their mechanical behaviour. In this work, voxel-based and geometry-based
modelling methodologies are defined and compared in terms of computational efficiency, dimensional
accuracy, and mechanical behaviour prediction of printed parts. After comparing the volumes and
dimensions of the models with the theoretical and experimental ones, they are more similar to the
theoretical values because they do not take into account dimensional variations due to the printing
temperature. This also affects the prediction of the mechanical behaviour, which is not accurate
compared to reality, but it makes it possible to determine which geometry is stiffer. In terms of
comparison of modelling methodologies, based on process efficiency, geometry-based modelling
performs better for simple or larger parts, while voxel-based modelling is more advantageous for
small and complex geometries.

Keywords: tissue engineering; scaffold; material extrusion additive manufacturing; 3D geometry
modelling; finite element analysis; mechanical properties

1. Introduction

In tissue engineering applications, porous structures are desired for promoting cell
growth and tissue regeneration. The morphology, size, and distribution of the pores have
a vital effect not only on the mechanical properties of the structure [1], but also on its
biological performance. Pore size has an optimal value for each type of tissue. Pore size
below the optimal range hinders the vascularisation of the structure and cell migration. On
the other hand, large pore sizes lead to a reduced surface area (and, therefore, a limited cell
adhesion) and weak structures when biodegradable polymers are used to manufacture the
structure. For instance, the osseointegration process is enhanced when scaffolds with pore
sizes between 150 and 500 μm are used [2–4]. Moreover, the vascularisation achieved with
interconnected pores with sufficient pore size enhances the osteogenesis process [5].

In addition to its role in the biological processes that take place during in vivo re-
generation of the target tissue, the porosity is relevant during the degradation process
of biodegradable scaffolds [6], as it is related to the permeability of the structure and,
consequently, to the removal of the degradation by-products. These substances have an
autocatalytic effect; hence, their local concentration has a strong impact on the degradation
rate and mechanism of the scaffold [7].

Several techniques are used in tissue engineering for scaffold fabrication, which are
the conventional ones (particulate leaching, phase separation, gas-foaming, or emulsion
freeze-drying), as well as electrospinning and additive manufacturing (AM) techniques. In
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recent years, this last method has been the most selected one. AM allows a high degree of
control of porosity, and this is one of the reasons for its popularity in the tissue engineering
field [8–11].

AM techniques can be grouped into seven different categories according to ISO/ASTM
52900:2015: binder jetting, directed energy deposition, material extrusion, material jet-
ting, powder bed fusion (e.g., selective laser sintering), sheet lamination, and vat photo-
polymerisation (e.g., stereolithography). Among them, the most widely used technology
for scaffold manufacturing is material extrusion (MEX), commonly known as extrusion-
based 3D printing or fused deposition modelling (FDM). FDM presents ease and flexibility
in the processing and selection of materials, as well as in the manufacturing process [8–14].

However, in the case of material extrusion AM, scaffolds are not always designed in
the same way. Some authors define the solid part and then set its porosity in the printing
settings of the slicer software [15–17]. In this step, the 3D printing path is determined
according to the printing settings, and the resulting geometry is shown in the software.
Nevertheless, this geometrical information cannot be exported and, therefore, it cannot be
used for the prediction of mechanical behaviour through simulation techniques such as
finite element analysis (FEA).

Other researchers preferred firstly to design the model using CAD software, repre-
senting it with filaments instead of as a solid part, and then print the scaffold [10,14,18–23].
In those cases, they were able to simulate the model behaviour and compare the results
with the experimental ones or optimise the part before printing it. Despite this, the printing
process of this method is not suitably defined; it could present problems depending on
the slicer software chosen, as each filament is typically interpreted as a solid piece and
represented as several filaments, instead of a single pass.

On the other hand, there are several valid options to simulate the mechanical perfor-
mance of the printed scaffold based on its model, such as the homogenisation [24–27], the
voxel-based [12,28,29], or the CAD-based modelling techniques [10,14,18–23,30,31].

The CAD-based modelling method is the most widely used. There are several ways
to obtain the geometric model. One of them is the definition of a layer, which is repeated
along the height, combining the direction of the filaments. This method has the limitation
that it is only applicable to quadrangular prisms or cylinders with the same mesostructured
layers (when the base figure is rotated 90◦, it keeps its shape). Another way is to model the
deposited part by computer-aided software based on the G-code information. This method
can reproduce simple geometric objects that are defined by their boundaries (vertices,
edges, and loops). However, it could raise problems if it is applied to non-Eulerian solids
or biomorphic porous structures. Moreover, it could also fail if there are gaps or overlaps,
and its manipulation may be difficult when objects have fine internal architectures or are
too large [32,33].

To solve the computational limitations of CAD models, unit cells are used. These
are basic building blocks that represent the scaffold microarchitectures. There are unit
cell libraries available, which, combined with the homogenisation technique (application
of the unit cell properties to the entire solid), make the computational method more
efficient [32,33].

On the other side of modelling methods, the image-based approach is also used and
is compatible with computed tomography (CT) and magnetic resonance imaging (MRI).
It allows the internal architecture to be controlled by the intersection between 3D binary
images which define the voxel values (solid or void). However, this method presents the
limitations of resolution and dataset dimensions and the need for a reference image [32,33].

Recent studies have introduced another way of modelling porous structures using
natural geometries as reference (e.g., bones). This modelling technique takes into account
the irregularities and the spatial evolution of the reference porous structure. This is the
top-down design through the Voronoi tessellation method. It considers the irregularity of
bones and controls the distribution and shape of the pores, in addition to the gradient inter-
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connected porosity. The main challenge of this method is to find a suitable manufacturing
technology, which seems to be the selective laser melting (SLM) one [34,35].

The development of a modelling method combined with a simulation tool to analyse
the mechanical behaviour of different pore sizes and structures would allow reducing the
experimental work needed when developing a new design for a scaffold to be used in
tissue engineering. Therefore, this tool would improve the cost-efficiency of the develop-
ment process.

This is the first study to evaluate and compare several modelling techniques, par-
ticularly geometry-based and voxel-based ones. This work developed a new automated
modelling technique, which is the first to define the methodology for modelling any CAD
part from the G-code file, from simple parts to more complex ones. Furthermore, the new
technique was evaluated in comparison to the only other modelling approach that is able to
simulate microscale geometry in practical-sized structures, the VOLCO software [28]. On
the other hand, a methodology is defined to make use of the models obtained to estimate
the mechanical behaviour of the parts before printing them, which would allow their opti-
misation. As a case study, FEA was applied to 3D printed scaffolds (material extrusion) in
order to compare their capabilities and limitations in the modelling and simulation process.
Several scaffolds were designed by defining different porosities and infill patterns, and
the modelling and FEA simulation were carried out to compare the results between both
methodologies. Moreover, some samples were also manufactured and tested to compare
the simulations with the experimental results.

2. Materials and Methods

2.1. Materials

The printing material employed for manufacturing the scaffolds used in this experi-
ment was polycaprolactone (PCL), a biodegradable polyester with suitable properties for
tissue engineering applications. The material properties are shown in Table 1.

Table 1. Material Properties of PCL.

Material Properties of PCL-Regemat 3D

Molecular weight 50,000 g/mol
Density 1.1 g/cm3

Tensile strength 45 MPa
Elongation at yield 15%

Tensile modulus 350 MPa
IZOD impact strength (notched) 8 kJ/m2

Shore D hardness 46
Heat deflection temperature (0.45 MPa) 57 ◦C

2.2. Geometries and Manufacturing Parameters

A solid, cylindrical scaffold (Ø10 × 7 mm) was used for this study. This solid part
was introduced in the slicer software (Slic3r 1.3.0) (Alessandro Ranellucci, Rome, Italy),
and three different printing settings were selected to obtain three parts with different fill
patterns (rectilinear and gyroid) and fill densities (40% and 50% density, corresponding to
60% and 50% porosity, respectively). Table 2 shows the printing parameters of the three
configurations studied: a scaffold defined by a rectilinear pattern and a porosity of 50%
(50_rect), a scaffold similar to the first one but with a porosity of 60% (60_rect), and another
one with a gyroid fill pattern and a porosity of 50% (50_gyr).
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Table 2. Printing Parameters of Scaffolds.

Print Settings

Common Settings to All the Parts

External perimeter extrusion width 0.44 mm (0.39 mm3/s)
Perimeter extrusion width 0.48 mm (0.88 mm3/s)

Infill extrusion width 0.48 mm (2.51 mm3/s)
Filament diameter 1.75 mm

Infill speed 20 mm/s
Nozzle diameter 0.4 mm

Temperature 190 ◦C
First layer height 0.35 mm

Fill angle 90◦

Particular Settings

50_rect
Fill density 50%
Fill pattern Rectilinear

60_rect
Fill density 40%
Fill pattern Rectilinear

50_gyr Fill density 50%
Fill pattern Gyroid

After setting the scaffold characteristics, the G-code file for printing and modelling
was obtained with Slic3r 1.3.0.

2.3. Modelling Methods

To be able to apply FEA to the final printed part, a modelling strategy is needed to
reproduce the deposited part. This work compares two different approaches to obtain the
3D CAD part from the G-code file: voxel-based and geometry-based modelling techniques.

2.3.1. G-Code Conditioning

A Matlab 2021a script processes the G-code and conditions it to be used in whichever
of the modelling techniques. The first step is the conversion of the G-code into a coordinate
file. This is a spreadsheet (.xls) which consists of four columns that contain all the movement
coordinates and deposition guidelines. From the first to the third column, the file contains
the x-, y-, and z-coordinates, respectively, of each point of the path. The fourth column
indicates, in a binary format, if that point is the first one of the movement (0) or an
intermediate or final point of the path (1).

The coordinates are extracted from the G-code reading it and looking for its specific
denomination, X, Y, or Z, followed by a number. In the spreadsheet, only the corresponding
number is collected.

To fill the fourth column, comments are required in the G-code; thus, the verbose
option must be selected during the G-code generation. Some key comments for starting a
new path are detected to set a “0” in the first point of that path. This step is automatically
done by the Matlab script that obtains the coordinates from the G-code file. This script was
configured to be able to manage different slicer software, which uses different comments
to indicate the positioning movements. Some examples of these movements are “move to
first infill point” or “move to next layer”, specific to the file obtained in Slic3r 1.3.0 or, in
the case of Simplify 3D 4.1.1., “layer <number>”, “feature infill”, “feature outer perimeter”,
or “feature solid layer”.

2.3.2. Voxel-Based Modelling (VOLCO)

In the voxel-based methodology, the tool developed at the University of Nottingham,
Volume Conserving Model for 3D Printing (VOLCO) (run in Matlab R2021a), was used [28].
It is executed by macros of a datasheet file, called “Setup.xls”, which needs the introduction
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of the coordinates of the part. These coordinates can be obtained from a G-code file with
the Matlab script described above. The scheme of the voxel-based modelling process from
the G-code to the results of the mechanical behaviour is shown in Figure 1.

 

Figure 1. Flowchart of the modelling methodologies.

VOLCO simulates the material extrusion during the manufacturing process and
generates a voxelised 3D-geometry model of the predicted microarchitecture. The software
deposits voxelised spheres, placed one after the other, to simulate the filaments, and,
when they interact, there is an expansion of the material in the available space, keeping the
volume constant. This predictive model starts from the premise that the deposited filaments
are not perfect cylinders, but that the molten material interacts with those obstacles that
are encountered in the deposition process [28].

Once VOLCO has been executed, a voxelised model is obtained and represented in
an STL file. Additionally, the dimensional and porosity data are also depicted, i.e., the
volume, height, and porosity of the part. The STL can be imported into Abaqus/CAE 6.14-1
(Dassault Systèmes Simulia Corp., Providence, RI, USA) and, after the FEA, the reaction
forces can be determined and, therefore, the Young’s modulus of the part can be deduced.

The procedure previously described is the basic one, but an additional step can be
applied to improve the accuracy of the resulting voxelised volume. This consists of an
iterative process to equalise the volume of the voxelised part and the theoretical one,
according to the G-code. It is done through the spline function of Matlab R2021a (The
Mathworks Inc., Natick, MA, USA). In an iterative process, this function is manually
applied with the available data (sphere radius applied and volume of the model obtained)
to estimate, by cubic spline interpolation, the correct sphere radius in the VOLCO setup
(“OriginalSphereRadius” in the Setup.xls) that will lead to a voxelised model with the
theoretical volume of the G-code.
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2.3.3. Geometry-Based Modelling

The second method is the automated sweep CAD modeller (run in MATLAB R2021a)
of the extrusion-based G-code (DECODE). This consists of a Matlab script that reads the
previously mentioned coordinates file. This information is used to automatically write
a Python 3.9.6 (Python Software Foundation, Beaverton, OR, USA) file with the code
that generates the planes that represent each layer, the sketches of the filament paths and
profiles (sections), and the sweep operations to model the deposited part in Abaqus/CAE
6.14-1. This Python file can be subsequently run in the FEA software (Abaqus/CAE 6.14-1)
to obtain and visualise the CAD model.

As mentioned above, a plane is defined at each printed layer height, where the filament
is deposited. To sweep each layer, it is necessary to have drawn the sketches of the path and
the profiles (section of the deposited filament). The sketches of the profiles are positioned
at the beginning of the path, perpendicular to the first line direction. The shape of the
profile is the combination of a rectangle and two semicircles, as represented in Figure 2.

Figure 2. Filament profile shape and dimension.

Several authors have defined how the profile of a printed filament should be repre-
sented. Some of them affirmed that the cross-section must be an ellipse, such as Belle-
humeur or Rupal [30,36]. However, the solution presented in this work is more similar to
the elliptic–rectangular cross-section proposed by Park and Rosen [37] and supported by
Gleadall [28]. This shape was assumed by taking into account the deformation of the fused
filament when it is deposed on a plane layer and the effect of the extruder nozzle running
through the top layer.

After running the Python file, the model is obtained in Abaqus/CAE 6.14-1. After
these steps, the volume and dimensions of the part can be obtained. The model is then
prepared for the simulation, taking into account the material properties, mesh type, and
boundary conditions. Once all the steps are completed, the mechanical behaviour such as
displacements or reaction forces can be measured. The scheme of the complete process is
shown in Figure 1

During the development of the geometry-based modelling technique, some CAD
modelling or meshing issues were observed. For these reasons, several strategies were
developed and tested to obtain a model without problems in Abaqus/CAE 6.14-1. These
strategies were “whole-part modelling”, “line-by-line modelling”, “line-by-line modelling
with corner revolutions”, and “modelling by sections”.

To test the effectiveness of these strategies, a simple part, test specimen (40 × 5 × 2 mm3),
and a complex part, the gyroid scaffold, were modelled.

1. Whole-Part Modelling
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The first and simpler methodology was “whole-part modelling”. In this strategy, each
path corresponds to a continuous deposition made by the extruder. In case that there is a
discontinuity in the path of the same layer, each part of the path is represented through
a separate sweep feature. The sketches of the paths are represented by straight lines that
consecutively join each point of the coordinates file between 0 and 1 in the fourth column,
which correspond to all the consecutive coordinates of continuous deposition. These
coordinates are located in all the direction changes of the printhead during the deposition.

This type of model presents sharp corners in very acute angles, and, in the case of a
close sweep, Abaqus/CAE 6.14-1 gives an error in the modelling process. This last problem
can be solved by automatically checking this condition (automated modelling). If the first
and the last points of a sweep are too close (distance < extrusion_width/2), it is considered
a close sweep, and, as a consequence, a division is applied by separating the last line of the
sweep into a new sweep, as shown in Figure 3. Otherwise (open path), the sweep does not
need to be divided.

Figure 3. Division of close sweep (a) and self-intersection of a gyroid fill pattern (b).

Although this additional checking solved the modelling error, when this modelling
strategy is applied to more complex parts such as a scaffold with a gyroid fill pattern, the
model presents self-intersections that often result in meshing problems in Abaqus/CAE
6.14-1 (overlapped volumes). An example of a self-intersection is shown in Figure 3.

2. Line-by-Line Modelling

To avoid the problems of “whole-part modelling”, another strategy called “line-by-line
modelling” was developed, which consists of creating a sweep per line, thus resulting in
empty corners at the joints (Figure 4).
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Figure 4. Line-by-line modelling (a) and its error (b).

This new strategy led to new problems previously undetected in Abaqus/CAE 6.14-1.
The error in the modelling process appears while trying to sweep certain lines of the path
that interfere with points present in previous layers, corresponding to the corners created
in the empty joints. The error is shown in Figure 4.

3. Line-by-Line Modelling with Corner Revolutions

The previously mentioned error was solved by filling the joints with revolutions.
This led to a new strategy called “line-by-line modelling with corner revolutions”. The
result of this technique is shown in Figure 5. This strategy requires the creation of planes
perpendicular to the path at each joint to create the corresponding sketches (the same
filament profile depicted in Figure 4) for the revolution feature with respect to the vertical
symmetric axis. As a consequence, each line and corner would require several operations,
which would slow down the modelling process. For this reason, it was decided to find
another strategy that does not require the separation of each line from the path but avoids
self-intersections, which is the “modelling by sections”.

4. Modelling by Sections

The last strategy proven was the “modelling by sections”, where the sweeps that
present self-intersection are divided to avoid the previous error. Although the model
presents sharp corners as in the “whole-part modelling” strategy, it was later proven
that their influence is not too relevant from the mechanical point of view, at least for the
prediction of the stiffness in static conditions.

The “modelling by sections” strategy identifies the peaks of each path (relative maxi-
mums and minimums) in x- and y-coordinates. Then, it compares the distance between all
the relative maximums and minimums of the x-coordinate on the one hand and, on the
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other hand, all the relative maximums and minimums of the y-coordinate. If there is any
distance lower than the extrusion width and there are at least three points between the two
to be compared, there is a self-intersection in that coordinate (x or y). The reason for exclud-
ing points that are located close is that, in those cases, there would be no self-intersection
in modelling, since the self-intersection problem only arises when the path separates from
the previous path and intersects again (Figure 6).

Figure 5. Line-by-line modelling with corner revolutions.

Figure 6. Self-intersection identification and division process (a) and its result (b).

If there is a self-intersection in x-coordinate, the path is divided into the y-coordinate
peaks, and vice versa. This cut is represented in the coordinate matrix as “−1” in the fourth
column. It works differently than “0” as it is the last point of the previous sweep and the
first point of the next one.

An example of a division process is shown in Figure 6, in which the distances between
peaks are higher than the extrusion width, except for d1 and d2. These self-intersections
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are located at the peaks of the y-coordinate; therefore, a cut at the x-coordinate peak is
assigned “−1” in the fourth column.

However, there is also the possibility that there is a self-intersection in the sweep,
but that it does not exactly coincide with the peaks. Therefore, if two points are near (the
distance is greater than the extrusion width but smaller than the 150% of this width), it also
compares the maximum and its two previous and following points with the minimum and
its two previous and following points.

The diagram of the whole process and conditions for section divisions is shown in
Figure 7.

 

Figure 7. Modelling by sections diagram.
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As another example, in Figure 8, the identification of relative maximums and mini-
mums of a sweep path is shown. Some of them fulfil the condition of being at a distance
smaller than the extrusion width. However, an example of a maximum and a minimum
that are close is shown, but the points that make the sweep auto-intersect are not the peaks
at points 2 and 7, 1 and 6, or 6 and 7.

Figure 8. Peak identification in a complex geometry (a) and distance comparison of peaks and their previous and following
points (b).

The “−1” value is also used to indicate the cut of a close sweep, applying the same
process as in the “whole-part modelling” to detect it, as shown in Figure 9. It should
be noted that, if there are no self-intersections in the model, the resulting model will
be the same as that obtained with “whole-part modelling”. Thus, this last modelling
strategy is suitable for complex geometries, while “whole-part modelling” is useful only
for simple parts.

5. Comparison of Modelling Strategies

The resulting shape differences between the developed modelling strategies are shown
in Figure 10 for simple and complex parts (with self-intersection). Empty corners are found
in the division of the last section of “whole-part modelling” and “modelling by sections”,
in the separation of self-intersecting paths in “modelling by sections”, and between each
section of “line-by-line modelling”. Sharp corners can be found in both “whole-part
modelling” and “modelling by sections”. Lastly, it can be observed that, in complex parts,
“line-by-line modelling”, “line-by-line modelling with corner revolutions”, and “modelling
by sections” avoid self-intersections.
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Figure 9. Close sweep in modelling by sections.

Figure 10. Comparison of modelling strategies in simple parts (a) and complex parts (b).
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To validate the modelling strategies, the test specimen previously defined was mod-
elled following the DECODE methodology steps. To obtain the G-code file, the solid part
was introduced in Slic3r 1.3.0, and the printing parameters listed in Table 3 were set.

Table 3. Printing Parameters of Test Specimen.

Print Settings

External perimeter extrusion width 0.48 mm (1.87 mm3/s)
Perimeter extrusion width 0.48 mm (3.74 mm3/s)

Infill extrusion width 0.48 mm (3.74 mm3/s)
Filament diameter 1.75 mm

Infill speed 30 mm/s
Nozzle diameter 0.4 mm

Temperature 200 ◦C
Layer height 0.3 mm

First layer height 0.3 mm
Number of perimeters/solid layers 1

Fill angle 0◦
Fill density 20%
Fill pattern Concentric

The modelling strategies used were “whole-part modelling”, “line-by-line modelling”,
“line-by-line modelling with corner revolutions”, and “modelling by sections”. All the
models obtained were simulated with a three-point flexural test in Abaqus/CAE 6.14-1,
as shown in Figure 11. For this purpose, three rigid cylindrical parts with a radius and a
height of 5 mm were designed, and surface-to-surface interaction was defined between the
test specimen and each cylinder. A friction coefficient of 0.15 was assigned to the tangential
behaviour of the interaction, and the normal behaviour was defined as a hard contact. The
models were meshed with a second-order tetrahedral mesh and a seed size of 1 mm. The
supports were encastred, and a downward vertical displacement of 1 mm was applied to
the crosshead. After the definition of all the above conditions, the reaction forces obtained
in the different cases were as shown in Table 4.

Figure 11. Flexural test of test specimen.
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Table 4. Comparison of Simulation Results.

Modelling Strategy Reaction Force (N)

Whole-part modelling 13.4898
Line-by-line modelling 13.4721

Line-by-line modelling with corner revolutions 13.4759
Modelling by sections 13.4898

The resultant reaction forces did not vary significantly among the different modelling
strategies, and it was found that they were the same in “whole-part modelling” and
“modelling by sections”, since, in parts without self-intersection, their structures were
the same. For this reason, it was decided to choose “modelling by sections” as the best
strategy, since fewer modelling errors arose, and the modelling strategy is relatively easy
to automate.

2.3.4. Compression Simulation by Finite Element Analysis

In order to obtain the stiffness and elastic modulus of the scaffolds models, they were
simulated in Abaqus/CAE 6.14-1 by FEA. In particular, a compression test was applied
with the following boundary conditions: the vertical movement was restricted at the base of
the scaffold, two points of this base were encastred to avoid displacement in the horizontal
plane, and a vertical displacement of 0.2 mm was applied on the top layer to simulate the
compression movement of the compression plate.

Another important part of the simulation conditioning is the material properties. The
selection of the model that defines the material behaviour may have a great influence on the
results. In this case, linear behaviour of the elastic material (isotropic) was assumed (based
on previous mechanical tests) and nonlinear effects of large deformations and displacement
were included. Considering the selected material behaviour, the density and tensile elastic
modulus were introduced according to the datasheet of the PCL, presented in Table 1,
and the Poisson’s ratio was defined as 0.46, according to some studies [38,39]. Although
several physical parameters of the material may have an effect on the mechanical behaviour,
the most relevant properties are the elastic modulus and Poisson’s ratio. However, other
models could be applied depending on the availability in the FEA software (hyperelasticity,
plasticity, nonlinear behaviour, anisotropy, etc.). Each of these models would require
different physical parameters.

On the other hand, regarding the mesh type definition, geometry-based models
were meshed with C3D10 (10-node quadratic tetrahedron) and C3D4 (four-node linear
tetrahedron) element types, and the voxel-based models were meshed only with C3D4, the
default element type for converting voxels to tetrahedrons. This difference was due to the
fact that the voxelised model does not allow meshing with second-order elements. The seed
size of the mesh was varied depending on the part in order to avoid distorted elements,
as well as the application of virtual topology. The meshing conditions for each model are
shown in Table 5. Moreover, rigid joints between layers (a single solid) were assumed.

During the model conditioning step in Abaqus/CAE 6.14-1, it was not possible to
mesh the CAD model of the 50_gyr scaffold with quadratic elements.

After the simulation, the reaction forces were obtained in the base layer and, there-
fore, the Young’s modulus was evaluated according to Equation (1), extracted from ISO
604:2002 (plastics—determination of compressive properties). Note that the equivalent
area corresponds to the area of the base as if it were a solid part.

E =
σ

ε
=

F/A
ΔL/L0

=
F·L0

A·ΔL
, (1)

where E is the Young’s modulus or modulus of elasticity (MPa), σ is the tensile stress (MPa),
ε is the deformation, F is the reaction force (N), A is the equivalent area (mm2), ΔL is the
displacement (mm), and L0 is the original height (mm).
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Table 5. Mesh Assignment.

Part Modelling Technique Mesh Type Seed Size (mm) Virtual Topology

50_rect
DECODE

C3D10 0.3 Yes
C3D4 0.4 No

VOLCO C3D4 0.05 No

60_rect
DECODE

C3D10 0.1 No
C3D4 0.1 No

VOLCO C3D4 0.05 No

50_gyr
DECODE

C3D10 - -
C3D4 0.05 No

VOLCO C3D4 0.05 No

2.4. Scaffold Manufacturing and Compression Tests

The real scaffolds were manufactured by FDM in a BQ Hephestos 2 3D printer. The
extrusion temperature was set to 190 ◦C.

Four replicas per group were subjected to mechanical characterisation under com-
pression load. The mechanical testing was carried out in a LIYI (LI-1065, Dongguan Liyi
Environmental Technology Co., Ltd., Dongguan, China) testing machine in displacement
control mode. The crosshead speed was set to 1 mm/min, and the compression modulus
was calculated as the slope of the initial segment in the stress–strain graph.

2.5. Morphological Characterisation

Printed scaffolds were geometrically compared with models by microscope imaging
to determine which representation was closer to reality. Concretely, the Olympus BX51
microscope (Olympus Co., Ltd., Tokyo, Japan) with a 2× magnification factor was used to
collect images of the top of the three types of scaffolds (50_rect, 60_rect, and 50_gyr).

3. Results and Discussion

3.1. Modelling Efficiency
3.1.1. Scaffold Modelling Efficiency

The modelling efficiency was estimated from the time and CPU required for modelling
and simulation processes. The times required to generate the coordinates and to follow
the modelling and simulation steps in each scaffold configuration and both modelling
techniques are collected in Table 6, as well as the minimum memory required for simulation.

The computer used for modelling and simulation was an Intel® Core™ i9-9820X CPU
@3.30GHz, with 64.0 GB installed RAM and a 64-bit operating system, x64-based processor.

The use of C3D4 meshes saved memory in the simulation of the models, but not always
time. In general, modelling and simulations using DECODE were more efficient, although
they were very similar to VOLCO in complex geometries such as the gyroid scaffold, which
also presented the difficulty of not being able to be meshed with second-order elements
with the available software and hardware.
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Table 6. CPU Time and Memory Required to Model and Simulate the Scaffolds.

Part
Modelling
Technique

Mesh Type
Coordinates
Generation

(s)

Modelling
Process (s)

Simulation
Process (s)

Total Time
(h:mm:ss)

Minimum
Memory

Required (MB)

50_rect
DECODE

C3D10

10
55

255 0:05:10 1925

C3D4 477 0:08:52 326

VOLCO C3D4 2339 4967 2:01:46 9549

60_rect
DECODE

C3D10

7
33

1559 0:26:32 7491

C3D4 319 0:05:52 1238

VOLCO C3D4 959 2955 1:05:14 7985

50_gyr
DECODE

C3D10

7
338

- - -

C3D4 2970 0:55:08 6905

VOLCO C3D4 920 2280 0:53:20 6901

The models generated through the different modelling techniques are presented in
Figure 12.

3.1.2. Modelling Limitations

Voxel-based and geometry-based modelling and simulation methodologies were
studied in terms of applicability to the full range of FDM structures. In the particular case
of dimensional and shape adequacy, limitations were found depending on the software
and hardware used, since, for large or complex parts, Abaqus/CAE 6.14-1 cannot support
simulation, meshing, or modelling. For example, for the large part presented in Figure S12,
modelling was not possible from the python file. On the other hand, the 50_gyr scaffold
and the corner part shown in Figure S13 were modelled but not meshed by Abaqus/CAE
6.14-1 due to complex geometry and large memory required to mesh the part, respectively.
Lastly, in other cases, parts could be modelled and meshed but not simulated because the
minimum memory required for FEA was higher than that available.

On the other hand, in both modelling techniques, Microsoft Excel was used to record
the coordinates obtained from the G-code. In the most favourable case, using Microsoft
Excel 64 bit, the worksheet was limited to 1,048,576 rows by 16,384 columns, but not to the
maximum use of 2 GB of RAM as in the 32 bit version. In short, as each coordinate is saved
in a new row, there would be a limit of 1,048,576 coordinates in VOLCO. In DECODE, this
would not be a limitation as it allows the reading of several worksheets continuously, as
well as in the coordinate matrix generated in Matlab R2021a, which would only present
memory limitations due to the available hardware.

The computer used for modelling had 64.0 GB of installed RAM, but the memory
available for all arrays was 43.7 GB. In addition, each element of the matrix required
approximately 8 bytes of memory. Thus, the number of elements was limited to 5.86 × 109.

On the one hand, the array limitations and the four columns needed to define a
coordinate set of 1.465 × 109 as the maximum number of coordinates in the matrix.

On the other hand, this affected VOLCO in the construction of the voxel matrix, which
would need as many elements as voxels (defined in a binary way) needed to define the
part. This number depends on the dimensions and voxel size, as defined in Equation (2).

No. voxels =
(Xend − Xstart)·(Yend − Ystart)·(Zend − Zstart)

VoxelSize3 , (2)

where Xend, Yend, Zend are the maximum coordinates (mm), Xstart, Ystart, Zstart are the
minimum coordinates (mm), and VoxelSize is the set voxel size (mm).
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Figure 12. Models: (a) 50_rect DECODE (b) 50_rect VOLCO, (c) 60_rect DECODE, (d) 60_rect
VOLCO, (e) 50_gyr DECODE and (f) and 50_gyr VOLCO.

Several examples are shown in Table 7 to determine the practical-sized structures that
can be modelled by VOLCO. Those that require more memory than available cannot be
modelled. It should be noted that a maximum voxel size of 100 μm was set to allow proper
filament resolution, as the nozzle tip used was 0.4 mm, which allowed a maximum layer
height of 0.3 mm.
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Table 7. Number of voxels according to dimensions and set voxel size.

Type Dimensions (mm) Voxel Size (μm)
Min. No. Voxels (Memory Required) vs. Max. No.

Elements (Memory Available)

Specimen 80 × 10 × 4 100 3.2 × 106 (24.41 MB) < 5.86 × 109 (44,713 MB)
Specimen 80 × 10 × 4 5 2.56 × 1010 (190.73 GB) > 5.86 × 109 (43.66 GB)
Large part 200 × 250 × 500 100 2.5 × 1010 (186.26 GB) > 5.86 × 109 (43.66 GB)

Corner part 181 × 181 × 181 100 5.93 × 1010 (44.18 GB) > 5.86 × 109 (43.66 GB)

In summary, Table 8 presents the steps that are possible or not for each part, using
each modelling methodology, with the available hardware and software.

Table 8. Part Simulation Feasibility.

Part

VOLCO DECODE

STL
Generation

Abaqus/CAE 6.14-1 PY
Generation

Abaqus/CAE 6.14-1

Importation Meshing FEA Importation Meshing FEA

Specimen � � � � � � � �

Large part �

Corner part � �

Rectilinear scaffolds � � � � � � � �

Gyroid scaffold � � � � � �

Mini specimen � � � � � � � �

In all cases, the limitation for modelling, meshing, or FEA was the available memory,
except for the meshing of the geometry-based model of the gyroid scaffold and the STL
file generation of the large part by VOLCO. In the case of the scaffold, this was due to
the limitations for meshing complex parts in Abaqus/CAE 6.14-1. In the case of VOLCO,
the large part had 7,196,287 coordinates that could not be recorded in a single Microsoft
Excel worksheet.

3.2. Dimensional Accuracy
3.2.1. Volume

One of the most important parameters to compare the geometrical adjustment is
the volume. It can be measured in the models through Abaqus/CAE 6.14-1 query tools,
but VOLCO also generates an output with this information. The theoretical volume was
extracted from the G-code file, which specifies the amount of filament used.

All the data collected are compared in Table 9. The deviation between the theoretical
and the VOLCO model volumes was almost 0% because of the application of the spline
function previously mentioned.

Table 9. Comparison of Volumes.

Part

Theoretical
Volume (mm3)

Experimental
Volume (mm3) Modelling

Technique

Model Volume
(mm3)

Theoretical
Deviation

Experimental
Deviation

Vt Ve Vm |Vm − Vt|/Vt × 100 |Vm − Ve|/Ve × 100

50_rect 278.8 274.91
DECODE 278.46 0.12% 1.29%
VOLCO 278.8 0% 1.42%

60_rect 231.16 224.18
DECODE 230.95 0.09% 3.02%
VOLCO 231.15 0% 3.11%

50_gyr 188.83 183.64
DECODE 188.81 0% 2.82%
VOLCO 188.83 0% 2.83%
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Compared with the theoretical data, the differences in volume were negligible. On the
other hand, taking into account the deviations from the experimental results, between 1.29%
and 3.11%, it could be assumed that the dimensional accuracy of the models is acceptable.
This last statement is reinforced by the premise that the selected printing parameters and
the temperature have a considerable influence on the final dimensions of the printed part,
which do not always respect the theoretical measurements [40].

3.2.2. Dimensions and Shape

Another important comparison involves the dimensions of the models compared with
the initial solid design (theoretical) and the printed scaffolds (real), as shown in Table 10.

Table 10. Comparison of Dimensions.

Part Dimension

Theoretical
(mm)

Real
(mm) Modelling

Technique

Model
(mm)

Theoretical
Deviation

Real
Deviation

T R M |M − T|/T × 100 |M − R|/R × 100

50_rect
Diameter 10 7.06

DECODE 10.104 1.04% 43.12%
VOLCO 10.025 0.25% 42.00%

Height 7 6.04
DECODE 6.95 0.71% 15.07%
VOLCO 6.95 0.71% 15.07%

60_rect
Diameter 10 6.83

DECODE 10.098 0.98% 47.85%
VOLCO 10.05 0.50% 47.14%

Height 7 5.91
DECODE 6.95 0.71% 17.60%
VOLCO 6.95 0.71% 17.60%

50_gyr
Diameter 10 7.42

DECODE 10.832 8.32% 45.98%
VOLCO 10.075 0.75% 35.78%

Height 7 5.63
DECODE 6.954 0.66% 23.52%
VOLCO 6.95 0.71% 23.45%

The differences between the theoretical scaffold and the models lie in the modelling
techniques limitations, as shown in Table 8. In the case of the DECODE modelling, the
sweep operation creates sharp tips in very acute angles. On the other hand, VOLCO
modelling expands the filament in joints. However, another determining factor in the
dimensional inaccuracy of FDM printed parts is nonuniform temperature gradients [41].
Furthermore, there are physicochemical characteristics of the materials such as glass transi-
tion temperature or free volume that cannot be considered in the modelling techniques,
as both methods (geometry-based and voxel-based) utilise the G-code file to generate the
geometry. This limitation could be relevant in other technologies such as electrospinning
or rotary jet spinning [42]; however, in the case of material extrusion, the effect could
be negligible.

The comparison of filaments shape and width between the models and printed scaf-
folds was done for 50_rect, 60_rect, and 50_gyr types, as shown in Figure 13. The images
and measurements of the printed scaffolds were obtained by microscopy imaging. As is
shown in Figure 13, the voxelised filaments did not have constant width as in reality, in
contrast with the CAD model. However, the voxelised filaments had smaller widths than
the other scaffolds.
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Figure 13. Filament width comparison of: (a) 50_rect microscopy image of printed scaffold, (b) 50_rect CAD model, (c)
50_rect voxelised model, (d) 60_rect microscopy image of printed scaffold, (e) 60_rect CAD model, (f) 60_rect voxelised
model, (g) 50_gyr microscopy image of printed scaffold, (h) 50_gyr CAD model and (i) 50_gyr voxelised model.

Therefore, the DECODE model could be an approximation of the printed part, repre-
senting filaments with non-variable width but with an average value similar to that along
the path. On the other hand, the VOLCO model presented a final shape closer to the real
scaffold, although the value of the filament width did not necessarily coincide.
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3.3. Equivalent Elastic Modulus

The models for the different scaffold configurations were simulated with Simulia
Abaqus/CAE 6.14-1. A compression test was applied to each model; accordingly, the
reaction forces, which appear in the base layer, and the Young’s moduli were obtained. The
results of the simulations and the experimental tests are collected in Table 11.

Table 11. Comparison of Elastic Modulus.

Part

Experimental Young
Modulus

(MPa)
Modelling
Technique

Mesh Type

Model Young
Modulus

(MPa)
Deviation

Er Em |Em − Er|/Er × 100

50_rect 58.88 DECODE
C3D10 49.16 16.52%
C3D4 85.19 44.68%

VOLCO C3D4 103.4 75.61%

60_rect 55.58 DECODE
C3D10 28.93 47.95%
C3D4 40.56 27.03%

VOLCO C3D4 71.09 27.91%

50_gyr 39.21 DECODE
C3D10 - -
C3D4 11.88 69.70%

VOLCO C3D4 41.71 6.37%

During the simulation step, it was not possible to mesh the CAD model of the 50_gyr
scaffold, but it was possible to obtain a meshed 50_gyr model with linear elements, trying
multiple seed sizes until finding that which did not generate distorted elements. The mesh-
ing problem is one of the most recurrent issues in geometry-based modelling methodology,
especially in complex geometries. In these cases, voxel-based modelling is more suitable.

The comparison of the results of both modelling techniques shows that the voxel-based
model was stiffer than the geometry-based one. This is because VOLCO modelling takes
into account the intersection of the filaments, expanding the material at the joints. This
leads to larger sections of material in the contact between layers, consequently increasing
the stiffness of the part under compression compared to DECODE modelling.

The mesh type used also influenced the stiffness of the part, as can be seen in the
different geometry-based models. Linear elements (C3D4) were less precise and, therefore,
tended to increase the stiffness of the model.

Another conclusion that can be extracted from the elastic modulus results is that
related to the prediction of the part stiffness. As previously demonstrated and presented
in Table 11, there is a large dimensional deviation between the printed parts and the
theoretical values. Moreover, during the deposition process, voids may appear, leading
to a higher porosity and consequently, affecting the mechanical properties. This effect
depends on the materials used, especially in composite materials [43]. Therefore, both the
dimensional deviation and the voids arising lead to differences between the simulated
and the experimental mechanical results. Using the current procedure, it is not possible to
predict the exact value of the Young’s modulus, whether with the VOLCO or DECODE
modelling techniques, but it is possible to accurately compare different geometries. In
other words, the modulus variations are not proportional between the experimental and
simulation results, but the most rigid model according to the simulations corresponds with
the most rigid part.

4. Conclusions

This is the first study to consider modelling the printed parts before manufacturing
to apply FEA and to compare which modelling technique is more suitable, practical, and
efficient for a specific case. Furthermore, a new CAD-based modelling technique based on
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sweep operations was developed to obtain any part from a G-code file, without geometry
limitations, in an automated way and with capabilities to obtain the 3D model in a few
seconds.

One of the conclusions that can be extracted from the results is that the models
obtained cannot be considered to be accurate representations of the printed parts, as they
do not take into account dimensional variations. On the other hand, the models are not
comparable, as they provide very different results depending on the methodology or type
of mesh used. VOLCO modelling gives stiffer models due to the expansion of the material
at the joints. However, the elastic modulus of the models follows the same pattern as the
experimental one. In other words, even though they are not proportional, the most rigid
model corresponds to the most rigid printed part in both methodologies. Therefore, it is
possible to determine which will be the stiffest geometry.

Although geometry-based modelling is faster and more computationally efficient
in simple geometries, it also presents more meshing problems than the voxel-based one.
These meshing problems can be solved by reducing the seed size or the application of
“virtual topology”; however, in certain cases, this does not work either.

Related to the dimensional accuracy, the volume differences between the models and
the theoretical reference are negligible. In the CAD model, the volume is very close to
the one expected in the G-code file. On the other hand, in the voxelised model, a manual
adjustment of the volume through the spline function is required.

For all these reasons, if the objective is to find the fastest and easiest modelling
technique to design and optimise a part to be printed with FDM technology, the new
automatic CAD-based modelling is the preferred option. However, for small and complex
models, voxel-based modelling is the most suitable option.

Following this research, the next steps need to be focused on optimising 3D printed
parts before manufacturing, using the DECODE modelling technique (or VOLCO for small
models) and FEA to drive the optimisation, thereby reducing the experimental work and
improving the cost-efficiency of the process.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ma14195670/s1: Figure S1. FEA result of 50_gyr scaffold (base reaction forces and deformation)
modelled by DECODE with C3D4 mesh type; Figure S2. FEA result of 50_gyr scaffold (base reaction
forces and deformation) modelled by VOLCO with C3D4 mesh type; Figure S3. FEA result of
50_rect scaffold (base reaction forces and deformation) modelled by DECODE with C3D4 mesh
type; Figure S4. FEA result of 50_rect scaffold (base reaction forces and deformation) modelled by
DECODE with C3D10 mesh type; Figure S5. FEA result of 50_rect scaffold (base reaction forces and
deformation) modelled by VOLCO with C3D4 mesh type; Figure S6. FEA result of 60_rect scaffold
(base reaction forces and deformation) modelled by DECODE with C3D4 mesh type; Figure S7. FEA
result of 60_rect scaffold (base reaction forces and deformation) modelled by DECODE with C3D10
mesh type; Figure S8. FEA result of 60_rect scaffold (base reaction forces and deformation) modelled
by VOLCO with C3D4 mesh type; Figure S9. FEA result (stress and deformation) of test specimen;
Figure S10. Specimen modelling and FEA process by VOLCO; Figure S11. Specimen modelling
and FEA process by DECODE; Figure S12. G-code generation of large part; Figure S13. Corner part
modelling process.
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Abstract: In the space industry, the market demand for high-pressure mechanically pumped fluid
loop (MPFL) systems has increased the interest for integrating advanced technologies in the manu-
facturing process of critical components with complex geometries. The conventional manufacturing
process of a closed impeller encounters different technical challenges, but using additive manufactur-
ing (AM) technology, the small component is printed, fulfilling the quality requirements. This paper
presents the Laser Powder Bed Fusion (LPBF) process of a closed impeller designed for a centrifu-
gal pump integrated in an MPFL system with the objective of defining a complete manufacturing
process. A set of three closed impellers was manufactured, and each closed impeller was subjected
to dimensional accuracy analysis, before and after applying an iterative finishing process for the
internal surface area. One of the impellers was validated through non-destructive testing (NDT)
activities, and finally, a preliminary balancing was performed for the G2.5 class. The process setup
(building orientation and support structure) defined in the current study for a pre-existing geometry
of the closed impeller takes full advantages of LPBF technology and represents an important step in
the development of complex structural components, increasing the technological readiness level of
the AM process for space applications.

Keywords: additive manufacturing; selective laser melting; closed impeller; MPFL pumps; balancing;
non-destructive testing

1. Introduction

Additive manufacturing technology has gained a large amount of interest due to its
manufacturing advantages in obtaining components and structures with complex shapes.
The use of its applications in the space industry is significantly advancing, for example,
the Juno (Jupiter Near-polar Orbiter New Frontiers 2) spacecraft (launched in 2011) was
equipped with additively manufactured brackets, and Aerojet Rocketdyne Company
(El Segundo, CA, USA) uses this type of manufacturing for LOX/H2 rocket engine injectors
and thruster systems for CubeSats and other small satellites [1]. Additive manufacturing
has the potential to re-design the space system architectures with a long-term impact to
reduce costs and increase performances, taking into consideration design and structural
requirements. The competitive environment in the space industry regarding the use of AM
is also maintained by the global market dynamics, where the AM industry expanded by
7.5%, reaching near to USD 12.8 billion in 2020 [2].
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One of the critical technology areas of the NASA Space Technology Roadmap is
the Thermal Management Systems, where technology development is needed to enable
space exploration and to integrate advanced and additive manufacturing technology. The
active thermal systems, where a liquid coolant is circulated in a closed loop under the
action of a pump, are known as Fluid Loop Systems, and these are able to maintain the
functionality of the spacecraft during the extreme temperature differences, specific for the
space environment. The MPFLs present high interest for Europe Large System Integrators
(LSI) as a continuous demand for communication satellite platforms that use electric power
of around 25 kW [3]. In MPFL, the pump is considered the weakest component and the
most likely to fail during operation, and the most used type of centrifugal pump is the one
with a canned rotor. The hydraulic capacity and pump performances rely on the impeller, a
critical component with a very small and complex shape; therefore, the advantages of AM
technology could be used in the manufacturing process in order to achieve a simplified
process, mass and costs savings and high performances. Having a low-volume, complex
design that formative or subtractive methods are unable to produce, the AM technology
fulfils the requirements for manufacturing the closed impeller.

The manufacturing process of the closed impeller using different AM technologies
was investigated by Allison et al. [4], and the results showed that the tested Direct Metal
Laser Sintering (DMLS) impellers possess acceptable mechanical characteristics, even when
some localized material yielding was experienced during speed testing. The hydraulic
performance of an AM closed impeller was the major concern of Fernandez’s study [5].
The authors concluded that the inherent roughness of the Fused Deposition Modelling
(FDM) process did not limit the head-flow curve results of the pump, and by using a
chemical post-treatment, assures a more stable behavior in the high flow operating range
of the pump. As the AM technology permits the fabrication of pump impellers with
a significantly reduced lead-time compared with conventional processes (casting and
machining), Rettberg et al. [6] focused on a new additive manufacturing approach for
closed impellers. Sulzer (Winterthur, Switzerland) is developing an impeller manufacturing
process, which combines Laser Metal Deposition (LMD) with subtractive 5 Axis CNC
Milling. Additionally, Sulzer presented different orientations and support structure designs
in order to avoid material deposition in inaccessible areas for a LPBF closed impeller [7].
Consequently, efforts were made by Yanghi et al. [8] towards optimizing the manufacturing
process of a closed impeller using Laser Powder Bed Fusion (L-PBF), in order to mitigate
the distortions of the part by applying the finite element method (FEM). The validated
FEM predicted distortion was used to compensate for distortion at the design stage by
numerical reverse engineering, and a new impeller was produced following the same
AM and post-machining procedures, resulting in a distortion-compensated impeller with
mitigated distortion.

The current study focused on a specific AM LPBF method for manufacturing a closed
impeller out of Inconel 625. Through this process, the part was fabricated by the sequential
addition of material. Although it is known as a near-net-shape technique, as the part is
directly built based on a computer aided design (CAD) model and no tools are required to
initiate the manufacturing process (except the ones required by post-processing), not all
technically feasible approaches to additive manufacturing parts are adaptable for space
applications. A detailed investigation for space application demanding requirements, such
as dimensional accuracy, quality of the surface or material characterization, is required for a
better understanding of additive manufacturing processes. Multiple research studies have
aimed to perfect and understand the various additive manufacturing techniques, expand
the type of materials and parts that are used, and explore the manufacture of a complex,
integrated system. Huber et al. [9] described the LPBF manufacturing of an already existing
closed impeller design at the lower limit of castability, and the purpose was to find the
optimal building direction as well as to design a proper support structure. The results
show that LPBF processed prototype closed impeller, obtained through a heuristic and
iterative process, fulfilled all geometrical requirements. Thomas [10] developed a set of
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design rules to achieve more predictable and reliable results regarding LPBF parts. The
geometric limitations of LPBF were evaluated through a quantitative cyclic experimental
methodology, and an important conclusion was presented regarding the self-supporting
surfaces where alternative orientations can eliminate the need for support and can improve
the surface quality of the down-facing surfaces. The same subject of surface quality on
different sides of Inconel 625 parts was studied by Mumtaz [11], and it was concluded that
the parameters that aid a reduction in both top and side surface roughness are achieved
through the use of a higher peak power due to the flattening/smoothing of the melt
pool surface (due to increased recoil pressure). Additionally, Yang et al. [12] studied the
influence of process parameters on the vertical surface roughness of AlSi10Mg parts and
concluded that the surface roughness was reduced to 4μm from 15μm when a proper
linear energy density was used, improving the surface roughness by more than 70%.

Particular attention is paid to the accuracy of AM parts, and the geometrical accuracy
tolerances were found to be ±20–50 μm, even reaching 100 μm [13]; nonetheless, the
part-quality may vary due to the nature of layer-by-layer processing. Kamarudin et al. [14]
highlighted the dimensional accuracy analysis of the SML benchmark model. Positive
deviations of 11.66% (maximum) were identified for the cylinder part and a maximum
negative deviation of −3.30% for a rectangular slot. Therefore, the dimensional accuracy
may vary depending on the geometry of the printed part and process parameters, as
demonstrated by Wang et al. [15]. Overall, the LPBF technology can produce geometrical
features, such as sharp corners and cylinders.

As most alloys (Al-Cu-Mg-Sc-Si, Ni-Cr-based super alloys or Ti6Al-4V) used in the
AM field to create complex geometries have been developed for traditional manufactur-
ing processes, such as casting and forging, the performances of the AM part could be
severely limited if the influence of the LPBF process on the microstructure and mechanical
properties of the material is not properly assessed. In this context, several studies were
conducted for a deeper understanding control of the effects that currently limit the fidelity
of LPBF as a microstructure, residual stress, micro-roughness and porosity of AM materials.
Simonelli et al. [16] investigated the influence of Fe on the microstructural development
of Ti-6Al-4V used for LPBF, and Gussone et al. [17] demonstrated the feasibility of Ti-Fe
alloys used for LPBF with ultrafine microstructures and mechanical strength for structural
application. In [18] and [19], the authors provide a brief overview of alloy design strategies,
highlighting the potential for alloys to match to the unique processing conditions encoun-
tered during the AM process. In the work performed by Shi et al. [20], the effects of laser
beam shape on the temporal evolution of the melt pool geometry were investigated, while
Roehling et al. [21] identified different strategies to control microstructures locally and to
tailor the mechanical performance of additively manufactured parts.

All the ongoing research activities prove the increasing interest in the AM field not
only for the general advantages related to complex shapes, but also for the role of alloys
tailored for LPBF.

The activities performed in this study follow a preliminary analysis [22], where
an investigation of three different building orientations was conducted (0, 32 and 45◦)
for an Inconel 625 closed impeller. The impeller orientation on the building plate was
selected based on two main criteria. First, the major concern was to avoid as much as
possible the deposition of the support structure on the internal surface area. Due to the
very small dimension of the impeller (ϕ 22.2 mm internal diameter), it would have been
impossible to remove it. Second, it is well known that an orientation around 45◦ is best
suited for a lower roughness and high dimensional accuracy. Having a self-supporting
surface inside of the impeller (the shroud), it was important to achieve the minimum
roughness from the printing process. The high roughness of the down-facing surfaces
is a common disadvantage of the AM technology. The printed closed impellers were
subjected to dimensional accuracy and surface quality evaluations, and it was observed
that by increasing the printing angle, a better dimensional stability was obtained for
both the exterior regions as well as for the blade surface accuracy. On the suction side
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of the 32◦ oriented closed impeller, the deviations were between −0.238 and 0.140 mm.
Increasing the printing angle to 45◦, the deviations were considerably reduced to the
range −0.056 to +0.010 mm. The same observation was applicable for the pressure side
of the blades: deviation of the 32◦-oriented closed impeller was between −0.153 and
+0.204 mm, but for the 45◦-oriented part, the deviation was between −0.092 and +0.111 mm.
Additionally, post-processing activities were preliminary evaluated; however, the finishing
process was not uniform on the entire length of the blade, as the suction sides of each blade
remained unfinished.

Considering the preliminary work mentioned above, the current study proposes an
optimized manufacturing process of closed impellers with a geometry that is difficult to
achieve through traditional methods (casting or welding), considering LPBF technology.
The AM closed impeller was subjected to detailed non-destructive analyses, such as X-ray
computer tomography (CT) scans, liquid penetration evaluation, dimensional accuracy,
surface finishing and quality analysis. Additionally, the closed impeller was subjected to
balancing activities in the G2.5 balancing class, as a preliminary step, into developing an
AM rotary component for MPFL systems. The manufacturing process is detailed below,
which analyzed from the CAD model to the complete post-processed closed impeller.

2. Materials and Methods

2.1. Design Approach

While the level of part complexity that metal printing is able to produce exceeds that
of traditional manufacturing techniques, the primary challenge for AM space products is
the fulfilment of qualification requirements and the guarantee that all batches of parts have
the expected mechanical properties and the same high quality.

The baseline model of the closed impeller and the AM model were designed using
Solid Edge (version 2019, Siemens PLM Software, Cologne, Germany), following the AM
recommendations and constrains [23–29]. The closed impeller design for AM does not
have any holes (keyway and thrust balancing holes) to prevent the retention of the metal
powder and the deposition of the support structure. Additionally, the closed impeller
has an offset material on the outer surface for post-processing operations. No additional
material was added on the internal surfaces. The outside diameter of the baseline model is
42.6 mm, and the height is 22 mm, but for the AM closed impeller, the outer diameter is
44.6 mm and the height is 25.5 mm, as seen in Figure 1.

  
(a) (b) 

Figure 1. Schematic representation of (a) the closed impeller, where black area represents baseline
model and red area represents AM model; top and side view of (b) the baseline model (orange) with
offset material (gray).

2.2. Printing Process Parameters

The closed impellers were manufactured out of Inconel 625 (purchased from LPW
Technology Ltd., Runcom, UK), using a Lasertec 30SLM facility (DMG MORI, Bielefeld,
Germany) with a building volume of 300 × 300 × 300 mm (L × W × H). The chemical
composition of Inconel 625 powder is presented in Table 1 and printing parameters are
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presented in Table 2. The in-depth material characterization of the Ni-Alloy was performed,
and the performances and capabilities of Lasertec 30 SLM (supplier DMG MORI, Bielefeld,
Germany) were analyzed in order to define the optimized process parameters to produce
high density material. Specimens were manufactured using variable process parameters
and were subjected to density and porosity measurements in order to define the most
appropriate workspace that generates material with higher relative densities as compared
to the theoretical density of the IN 625 alloy. Additionally, the influence of process pa-
rameters on the specimen surface roughness and material hardness was assessed. The
main conclusion was that for 250 W laser power, 700–800 mm/s scan speed, and layer
thicknesses in the range of 30–50 μm, the relative densities achieved are over 99.5%, as
highlighted by the authors in [30–32]. However, during the manufacturing of the closed
impeller and due to the appearance of the adherent dross on the interior side of the impeller,
subjected to analysis in [33], the laser power was decreased to 200 W, which was found to
be the best corrective measure.

Table 1. Chemical composition of metal powder.

Chemical Comp. Al C Co Cr Fe Mo Nb Si Ti Ni

Lot (%wt) 0.09 0.02 <0.1 21.2 4 9 3.62 <0.05 <0.05 Bal.

Table 2. LPBF process parameters [33].

Building
Orientation

Laser Power
(W)

Scanning
Speed
(mm/s)

Layer
Thickness

(μm)

Hatch
Distance

(mm)

Laser Focus
(μm)

B + 60◦ 200 750 50 0.11 70–120

2.3. Post-Processing Operations

The as-printed closed impeller was subjected to heat treatment using an electric air
furnace (Nabertherm LH 30/14 GmbH, Lilienthal/Bremen, Germany) that involves stress
relief heat treatment (heating with 10 ◦C/min up to 870 ◦C, held for 1 h, followed by air
cooling) and annealing heat treatment (heating up to 1000 ◦C, held for 1 h, followed by
fast cooling and oil quenching). Post-processing operations were performed for both the
interior and exterior surfaces of the closed impeller, in three separate steps. The first step
comprises removing support material from the closed impeller, followed by an interior
post-processing operation, and finally machining the exterior of the closed impeller to its
final dimensions, as defined by the baseline model in Figure 1.

The removal of support material and machining of the exterior surfaces was performed
on a conventional lathe turning machine. Abrasive Flow Machining (AFM) was performed
on the closed impellers’ interior surface, at Extrude Hone GmbH, Remscheid, Germany,
using a VECTOR 6 AFM system, which is ideal for polishing and deburring the internal
surface with a small and complex geometry. This technology uses a chemically inactive or
non-corrosive media to enhance the roughness and edge conditions. The abrasive particles
in the media grind away rather than shear off the unwanted material. Turning operations
for the external surface area follow the AFM process as the final machining process of the
closed impeller to its final dimensions, as a cost-effective and in-house process.

2.4. Verification Plan

As the AM closed impeller must be free of internal defects, contamination, cracks,
lack of fusion or inclusions, and respect the imposed geometrical accuracies and roughness
requirements, a verification plan was considered by performing X-ray CT, dye Liquid
Penetrant Inspection (LPI), dimensional control and roughness measurements, and the
flow-chart is presented in Figure 2.
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Figure 2. Verification plan—flow chart.

2.4.1. Non-Destructive Tests

An X-ray CT scan was performed on a Micro CT System (Diondo GmbH, Hattingen,
Germany) at Dynamic Instruments (Bucharest, Romania) with a resolution of 20 μm and
a dimension of 8 Voxels for investigating defects/porosities (Voxel size of 0.041 mm on
all three directions). LPI was performed using MR 71 Cleaner, MR 68 NF Dye Penetrant
and MR 70 Developer (MR Chemie GmbH, Unna, Germany) to observe any defects that
may appear during or after machining the external surfaces of the AM closed impeller.
Roughness was measured using a Mahr Surf PS10 instrument (Mahr GmbH, Gottingen,
Germany) before and after post-processing operations for process validation. Length of
measurement was considered 0.8 × 10 mm with a 1.0 mm/s speed with respect to impellers
dimensions. Dimensional accuracy analysis was performed using a 3D laser surface
scanning ATOS Compact Scan 5M machine, integrated with GOM’s software for scanning
and inspection with 2 × 5 × 106 pixels and measuring point distance between 0.017 and
0.481 mm. The correlation between the measured model of the closed impeller and the
CAD model was performed by means of three-point alignment. The three alignment
points were: (i) the closed impeller axis of rotation; (ii) interior top disc surface; (iii) thrust
balancing holes axis, as presented in Figure 3.

 

Figure 3. Alignment procedure for the measured model of the closed impeller and the CAD model.

2.4.2. Balancing Operations

The balancing activity is a mandatory step in the development process of this closed
impeller in order to ensure a proper operation and the lifetime requirements for an MPFL
pump. The balancing procedure was conducted following ISO standard 1940-1: 2003
(E) [34], where due to the small dimensions and mass of the closed impeller, the minimum
acceptable class is G2.5. The balancing operations were performed in a single correction
plane, with a Passio 5 balancing machine (SCHENCK RoTec GmbH, Darmstadt, Germany)
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at Aeroteh SA (Bucharest, Romania). The unbalance measurements were conducted at
2200 rot/min.

3. Results

The morphology of the virgin IN 625 powder used in the current study presents a
typical morphology for gas atomized powder consisting of relatively small particles (size
range 10–45 μm), and mainly spherical particles with satellites joined during solidifica-
tion. Smooth, spherical powder particles were observed as well as elongated particles.
Representative SEM images can be observed in Figure 4.

  
(a) (b) 

Figure 4. Powder particle shape and morphology: (a) particles with satellites joined during solidifi-
cation; (b) smooth, round particles.

Using the results of the analysis performed by the authors in [33] with respect to an
inherent defect of LPBF parts, more precisely, an adhered dross on overhanging structures,
it was concluded that the adherent dross can be minimized using the orientation of B + 60◦
for the closed impeller and a maximum laser power of 200 W. Consequently, a set of
three closed impellers at B + 60◦ orientation were manufactured (Figure 5), for which
dimensional evaluation, post-processing operations and a balancing test were performed.
The terminology for building orientations is in line with standard terminology for additive
manufacturing [35]. The three closed impellers were subjected to heat treatment and the
removal of support material before further investigations. Dimensional stability evaluation
is presented in Figure 6. The red color on the top of the impeller represents a small area with
a high roughness due to the support material still being attached to the shroud. The highest
deviation was found on the exterior of the impeller (−0.2 mm), but it can be considered
negligible as the offset was set to 1 mm.

Blade positioning was found to have a maximum deviation of ±0.09 mm, showing
that the printing process follows the geometrical constraints of ±0.1 mm on the blade
positioning and tolerances, with respect to the CAD model.

  
(a) (b) 

Figure 5. Closed impellers built at B + 60◦ orientation: (a) front view; (b) the back view of closed
impeller.
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(a) (b) 

Figure 6. Dimensional evaluation: (a) top view; (b) section view.

An X-ray CT scan (voxel size of 0.041 mm on all three directions) was performed on all
closed impellers to detect any internal defects (pores, lack of fusion, cracks or inclusions),
before the post-processing activities. Some representative X-ray CT results are presented in
Figure 7 for one of the closed impellers. Small voids in the material were identified, both
in depth of the material and on the added offset material. As the added offset material
was to be machined, only the defects found internally were analyzed more carefully. The
identified defects were measured using the MyVGL software (Volume Graphics GmbH,
Heidelberg, Germany), where pores with diameters between 0.04 and 0.09 and superficial
cracks with lengths between 0.26 and 0.61 mm were found. However, due to the small size
and low volume of the voids identified by the CT scan, it can be concluded that they do not
affect the mechanical properties of the closed impeller. This conclusion is also supported
by the results of the tensile tests, presented in Table 3, and the obtained relative density
(average between 99.4 and 99.5%) and porosity (average between 0.5 and 0.6%), higher than
imposed values (min. 99.3% for relative density and max. 0.7% for porosity). Tensile test
specimens of 3 mm gauge diameter were machined from 3.5 mm diameter printed coupons.
A tensile test was performed on Instron 3369 equipment (Instron, Norwood, MA, USA)
with a ±50 kN cell force. The strain rate was set to

.
eLc = 0.00025 s−1 until the detection of

yield strength, then the strain rate was changed to
.
eLc = 0.0067 s−1, in accordance with the

ISO 68921-1:2009 standard [36].

 

Figure 7. Representative X-ray CT scans for one closed impeller built at B + 60◦ orientation.
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Table 3. Tensile test results of 3 mm gauge diameter specimens machined from 3.5 mm diameter
printed.

Specimen No. Specimen 1 Specimen 2 Specimen 3

d0 [mm] 2.984 3.014 2.982

Rm [MPa] 776 769 769

Rp0.2 [MPa] 472 465 465

RA [%] 51 51 50

EL [%] 50 50 50
where d0—measured diameter of the test specimen; Rm—e tensile strength of the specimen; Rp0.2—yield strength;
RA—reduction in area; EL—elongation.

Based on tensile test results presented in Table 3, it was concluded that the tensile
properties of IN 625 specimens built with 200 W laser power and 750 mm/s scanning speed
meet the requirements of [37].

A preliminary AFM process was investigated in a previous study [22], showing
that the finishing process could be applied to the AM closed impeller, with such small
dimensions. However, the process required different optimization approaches, such as the
use of optimized tooling, and different media with higher viscosity, pressure and number
of cycles. For the current study, the post-processing activities were performed on two
closed impellers. Special tooling was required to aid the orientation of the abrasive media,
as presented in Figure 8. AFM process parameters are presented in Table 4. The dark-grey
color of the closed impeller is due to heat treatment.

 
(a) 

  
(b) 

Figure 8. Illustration of the (a) customized tool required for performing the AFM finishing process
and (b) the closed impeller mounted on the customized tool.

Table 4. AFM process parameters.

Trial Media Type Pressure [bar] Volume [m3] No. of Cycles

Closed Impeller 1
(tooling change) 649 Z1 BC 35 0.00819 10

Closed Impeller 2 EM 25048 50 0.00819 8
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After a visual inspection performed on the first closed impeller, the AFM finishing
process showed good results in terms of surface roughness improvement. Nevertheless,
small areas at the suction side of each blade tail remained unfinished. This resulted from
the impeller blades’ geometry, which does not guide the media along with the full extent
of the blade. Details of the internal surface area after the AFM process are presented in
Figure 9. The second impeller presents a more uniform surface, including the suction side
of each blade, and the dimensions (edges and channels) are less affected. Details of the
second impeller subjected to the AFM process are presented in Figure 10.

 

 

 

 
(a) (b) 

Figure 9. Details of first impeller (after tooling optimization) showing (a) interior surface and
(b) pressure side.

  
(a) (b) 

Figure 10. Details of Impeller 2 (after media change) showing (a) interior surface and (b) pressure
side.

After the AFM process, the closed impeller was mechanically post-processed by means
of turning operation, to evaluate the dimensional stability of the outer surfaces. A comparison
between the as-printed closed impeller and finished one is presented in Figure 11.

Both impellers were halved (Figure 11) in order to better observe and analyze the
interior finishing, as well as the blade thickness. It should be noted that a total of 2.7 and
2.96 g of material was removed during the first and second AFM processes, respectively
(average mass of the closed impeller after heat treatment and removal of support material
is of 122 g).

As can be observed in Figures 12 and 13 after the printing process, all six blades’
thicknesses were under the imposed tolerances of ±0.1 mm. As the AFM process affects the
blade thickness, both the media and the parameters were modified, according to Table 4.
After the second trial, the closed impeller showed better results in terms of blade thickness
(Table 5). The media gliding on the blade’s profile induces the differences of thicknesses
when compared to the imposed tolerances.
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(a) 

  
(b) 

Figure 11. AM closed impeller: (a) before post-processing (no heat treatment applied); (b) after
post-processing all surfaces.

  
(a) (b) 

Figure 12. Blade thickness evaluation after AFM process: (a) halved AM closed impeller; (b) blade
thickness values measured using a calibrated equipment with an average of three values with respect
to as-printed impeller.

 
(a) (b)          (c) 

Figure 13. Blade thickness evaluation using 3D measurements for: (a) as-printed impeller (before
AFM), (b) Impeller 1, and (c) Impeller 2.
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Table 5. Average blade thickness after AFM finishing process.

Blade 1
[mm]

Blade 2
[mm]

Blade 3
[mm]

Blade 4
[mm]

Blade 5
[mm]

Blade 6
[mm]

As-printed 1.01 1.07 1.05 1.02 1.10 1.05

Std. dev. 0.06 0.04 0.03 0.06 0.04 0.09

Impeller 1 0.88 0.84 0.77 0.84 0.81 0.82

Std. dev. 0.017 0.062 0.045 0.04 0.065 0.075

Impeller 2 0.81 0.89 0.92 0.93 0.87 0.72

Std. dev. 0.06 0.10 0.01 0.06 0.03 0.03

A roughness evaluation (Table 6) was also performed for the two finished halves of
the impeller, and a mean value for the shroud was found at Ra 3.81 μm and for the disc at
Ra 0.87 μm, as compared to as-printed values of Ra 7.86 μm for the shroud and Ra 8.13 μm
for the disc.

Table 6. Roughness evaluation.

Average Values
Disc Shroud

Ra [μm] Rz [μm] Ra [μm] Rz [μm]

As-printed impeller 7.8681 60.9075 8.138 45.898

Std. dev. 1.019 9.686 0.784 3.478

Impeller 1 0.532 3.843 3.813 33.573

Std. dev. 0.093 0.491 1.602 7.280

Impeller 2 0.907 6.076 2.758 30.085

Std. dev. 0.234 1.598 1.546 13.619

However, in order to evaluate how this affects the overall performances of the pump,
a comparison is foreseen by the authors among a conventional manufactured closed
impeller, an as-printed closed impeller (mechanically post-process on the outer surfaces),
and a fully post-processed AM closed impeller. For this reason, the balancing study
was performed on the AM closed impeller only on the exterior surfaces. The third closed
impeller was machined to its final dimensions and prepared for Liquid Penetrant Inspection
and balancing operations. After performing the LP test on the machined external surfaces,
it was found that the closed impeller does not present any visible defects.

The balancing was performed considering a one-correction plane analysis to veri-
fy if the AM closed impeller could be balanced, taking into consideration the possible
geometrical deviations that may occur due to the manufacturing and post-processing
operations. The closed impeller after being fitted to the dynamic balancing machine is
rotated on high speed (2200 rot/min) in order to determine any possible unbalances. The
positioning of the closed impeller with the shaft of the balancing machine is pre-sented
in Figure 14. The analysis presented in Figure 15 was recorded during the bal-ancing
procedure. As mentioned previously, it should be noted that the closed impeller subjected
to this balancing trial was not exposed to AFM surface finishing post-processing, as the
outcome of this trial was to validate the balancing procedure for such small additively
manufactured closed impellers, using only a correction plane. The closed impeller mounted
on the balancing machine is illustrated in Figure 16.
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(a) (b) 

Figure 14. Positioning of the closed impeller on the balancing machine: (a) correction plane position-
ing with corresponding radii; (b) closed impeller and shaft mounted on balancing machine.

 

Figure 15. Unbalanced results after balancing operation.

 

Figure 16. Closed impeller mounted on the balancing machine.

After the first balancing procedure, a mass of 72.8 mg was removed at the correspond-
ing 90◦ angle, after which the closed impeller was retested, concluding that a secondary
mass removal (results presented in Figure 16) is not necessary as the unbalance is within
the tolerance defined by the G2.5 balancing class (0.1 g·mm). The balancing results are
presented in Table 7. After mass removal, it was concluded, based on the obtained results,
that the AM closed impeller can be balanced using a single correction plane.
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Table 7. Closed impeller balancing test.

Measuring speed for first test 2231 rot/min

Correction plane 1.09 g·mm 90.0◦

Correction plane—Mass removal 72.8 mg 90.0◦

Measuring speed for second test 2208 rot/min

Correction plane 0.177 g·mm 40.8◦

Correction plane—Mass removal 11.0 mg 40.8◦

4. Discussion

The high interest in the space industry for the MPFL systems is reflected in the
development processes of individual components, where the additive manufacturing was
successfully integrated. The main objective of the present paper was to define a complete
manufacturing process for a closed impeller by means of LPBF technology, with respect to
dimensions accuracy and surface quality. The geometry of the closed impeller presented a
challenge for the LPBF technology with respect to the deposition of support material in an
unreachable area.

As the closed impeller is designed for a centrifugal pump that shall be further inte-
grated in MPFL systems, the dimensional accuracy and roughness of the internal surfaces
of the closed impeller have a major impact on the pump’s lifetime. Therefore, the current
research study focused on presenting an evaluation process for a closed impeller in terms
of geometrical and dimensional stability, post-processing activities and a balancing activity
for such small AM rotary parts. More precisely, with respect to previous investigations on
the manufacturing process of small closed impellers [22,33], the present paper started with
the closed impellers manufactured using B + 60◦ as the building orientation with a laser
power of 200W in order to avoid any defects, such as adherent dross on the shroud, being
a self-supporting structure.

Before the 3D measurements of closed impellers, the support material was removed
by a turning operation. Figure 6 presents the dimensional accuracy for the as-printed
part, highlighting the dimensional accuracy of the printing process (geometrical constrains
of ±0.1 mm on the blades positioning and tolerances), with respect to the CAD model.
Considering the offset material, the geometrical deviations from the back of the closed
impeller are not considered, as the turning process removed between 0.1 and 0.2 mm of
material during support structure removal.

The finishing AFM process was investigated using a new type of medium and ad-
justing the process parameters. The optimization process focused on reducing the impact
over the dimensions of the closed impeller. Consistent results were achieved regarding
the roughness of the internal surface area. Compared with [22] where the roughness after
AFM process for the shroud was found at Ra 3.85 μm and for the disc at Ra 0.66 μm, after
optimization approaches applied in the current study, the roughness for the shroud was
improved (Ra 2.7 μm), and it was slightly increased for the disc Ra 0.9 μm; however, a
better protection was found for the blade geometry of the closed impeller after process
optimization.

The balancing investigation of the closed impeller aimed to achieve a dynamically
balanced rotary component that, when installed on the MPFL system, induces an acceptable
magnitude of vibration.

This paper presents not only the advantages of LPBF technology, but also the chal-
lenges of the manufacturing process, in this case, the surface quality. Depending on the
applicability of the AM component, a compromise was made during the manufacturing
process between surface quality and dimensional accuracy. Further investigations on
the AM closed impeller will be conducted with a focus on the efficiency of the AM part
compared to the cast or welded counterpart.
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5. Conclusions

This study represents a new step in understanding the complexity of additive manu-
facturing technology applied for the design of metallic components for space applications
to increase the technological readiness level. In addition, a customized post-processing
method for the interior finishing of complex geometries, such as closed components, was
studied and presented.

Within this study, a full fabrication process of an Inconel 625 closed impeller for MPFL
systems was investigated, by means of LPBF technology. The AM closed impeller was
built at B + 60◦ orientation. X-ray CT scans were conducted to analyze possible defects
that may occur during fabrication (porosity, cavitation, voids, inclusions, etc.), showing a
very small void content that did not affect the material properties or the performance of
the closed impeller. Post-processing operations showed good results in terms of roughness
and dimensional stability; however, the AFM process could be further enhanced by using
more adaptable abrasive media and process parameters in order to achieve a homogenous
finishing process over the blades.

A balancing study was performed on the closed impeller at a balancing class of G2.5
using a single correction plane, bringing us one step closer to integrating the AM closed
impeller into the MPFL system and testing its performance under relevant conditions, in
comparison to a conventionally made closed impeller.
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Abstract: This paper investigates the deformation mechanism and energy absorption behaviour of
316 L triply periodic minimal surface (TPMS) structures with uniform and graded wall thicknesses
fabricated by the selective laser melting technique. The uniform P-surface TPMS structure presents a
single-level stress plateau for energy absorption and a localized diagonal shear cell failure. A graded
strategy was employed to break such localized geometrical deformation to improve the overall energy
absorption and to provide a double-level function. Two segments with different wall thicknesses
separated by a barrier layer were designed along the compression direction while keeping the same
relative density as the uniform structure. The results show that the crushing of the cells of the graded
P-surface TPMS structure occurs first within the thin segment and then propagates to the thick
segment. The stress–strain response shows apparent double stress plateaus. The stress level and
length of each plateau can be adjusted by changing the wall thickness and position of the barrier
layer between the two segments. The total energy absorption of the gradient TPMS structure was
also found slightly higher than that of the uniform TPMS counterparts. The gradient design of TPMS
structures may find applications where the energy absorption requires a double-level feature or a
warning function.

Keywords: triply periodic minimal surface; selective laser melting; 316 L stainless steel; energy
absorption; deformation mechanism

1. Introduction

Porous metallic materials have been extensively researched, which can be attributed
to their extraordinary properties, such as their high strength to weight ratio, excellent
thermal insulation, and damping properties [1–3], which may find useful applications in
bone implants [4], heat exchangers [5], and energy absorption [6]. Some popular porous
structures are largely inspired by topologies that found in nature, such as body-centered
cubic (BCC) [7], rhombic dodecahedron [8], honeycomb structures [9], and truss–lattice
structures [10,11], which show geometry periodicity and topological homogeneity. How-
ever, these structures commonly suffer nodal stress concentration and may be subject to
instable mechanical performance and premature failure [12–14].

Recently, the nature-inspired triply periodic minimal surface (TPMS) structures that
have been found in urchins [15], butterfly wing scales [16], and the exoskeletons of bee-
tles [17] have attracted a great deal of attention. TPMSs are mathematically rigorous, with a
zero–mean curvature, and are composed of infinite and non-self-intersecting surfaces that
are associated with a specific crystallographic space group symmetry [18]. A TPMS has a
long-range ordered structure with a high specific surface area, high porosity, and stable
mechanical properties. Its internal structure is interconnected, and its surface is smooth.
These appealing properties of TPMS structures promotes uniform stress distribution on the
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surface of cell walls and avoids the stress concentration under loading. Hence, it is an ideal
porous structure for structural energy absorption design.

Investigations on the structure design and mechanical performance of metallic TPMS
structures have been conducted extensively since the emergence of the additive manufac-
turing (AM) technique. The compressive deformation characteristics of TPMS structures
are similar to those of conventional metallic foams, showing three distinctive deforma-
tion stages, including an initial linear elastic stage, a middle stress plateau stage, and a
final densification stage [19,20]. The energy absorption capability is mainly contributed
from the plateau stage, and this normally requires a stable stress level and long plateau
strain. Zhang et al. reported that the TPMS structures fabricated by selective laser melting
(SLM) possess superior stiffness, plateau stress, and energy absorption ability relative to
the BCC lattice [21]. Liang et al. also fabricated 316 L TPMS structures with different
relative densities by SLM. They found that deformation of the cells concentrates much
along the diagonal band regions, and when the relative density was lower than 0.35, the
yield strength and energy absorption capacity of the P-surface were better than those of the
G-surface [22]. Yang et al. studied the fatigue properties of G-surface TPMS structures and
found the failure samples have nearly 45◦ fracture bands along the diagonal surface [23].
It can be seen that the stress concentration and the dominant diagonal shear failure of the
uniform TPMS structures limits their energy absorption performance.

As a type of important porous structure, functionally graded structures are the opti-
mal choice to tackle the issue of stress concentration and are promising for creating light
weight and high energy absorption parts. The properties of functionally graded structures
include the gradient wall thickness, pore size, and unit cell type along the loading direc-
tion. Fan et al. proposed that a graded wall thickness design can effectively improve the
mechanical properties of the structure. Compared with the uniform thickness structure,
the elastic modulus of the graded sample is increased by more than 94 MPa, and the
cumulative energy absorption is increased by 15.4% [24]. Min et al. simulated the in-plane
impact properties and energy absorption properties of concave hexagonal honeycomb
materials with a gradient cell thickness [25]. They found that the concave hexagonal hon-
eycomb materials with a positive thickness gradient have better energy absorption and
impact resistance than the uniform structure. Al-Ketan et al. conducted mechanical tests
on gradient samples in parallel and perpendicular to the grading direction to study the
effect of the loading direction on the displayed deformation mechanism [26]. When the
load is applied parallel to the grading direction, the collapse starts layer by layer, and
the deformed layer densifies at the top of the next one, resulting in a hardening behavior.
The test perpendicular to the grading direction showed a deformation mode along the
diagonal shear band that was similar to the uniform structure. Yu et al. showed that the
stress in the wall thickness-graded Schwarz P-surface structure gradually exceeds that in
the uniform P-surface structure and that the total absorbed energy per unit volume WvD is
1.5 times higher than that of the uniform P-surface structure [27]. Panesar et al. evaluated
the mechanical properties of the proposed gradient thickness design and showed that the
intersecting/grading/scaling lattice strategy is 40–50% better than the uniform structure in
terms of specific stiffness [28].

To summarize the above literature findings, one can see that the gradient TPMS structure
has great potential to achieve high mechanical performance and to improve the energy
absorption ability of the structure. The gradient designs in the previous reports normally
follow a linear grading of properties (wall thickness, lattice type, and cell size gradient) that is
parallel to the loading direction. The middle stress plateau evolves into to a gradual strain
hardening stage following the implementation of gradient design. In this study, we propose a
different gradient design in the wall thickness. The distribution of different wall thickness
is segmental and discrete in order to break the original localized deformation within the
diagonal shear bands. Such a design provides a characteristic double-stage energy absorption
characteristic during the plastic deformation of the structure. This may shed a light on novel
gradient design for applications requiring multi-level energy absorption.
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2. Materials and Methods

2.1. TPMS Models

The primitive P-surface TPMS structure was selected to study the gradient design and
its effect on the deformation mechanism. The approximate value of the P-surface is defined
by the below formula [29]:

ΦP(x, y, z) = cos(ωx) + cos(ωy) + cos(ωz) = c (1)

where Φp is a surface calculated at the isovalue c, ω = 2π/L, and L is the length of the
unit cell. The expansion of the surface in three-dimensional space can be controlled by
modifying c. When c = 0, the resulting surfaces divide the space into sub-domains of equal
volumes. Then, the structure of TPMS is realized by surface thickening into the form of
a continuous shell with limited thickness [30]. The P-surface TPMS model has a unit cell
length of 4 mm and an array of 8 × 8 × 8 tessellating cells. The TPMS structure with
different wall thicknesses is obtained by using the plug-in Grasshopper in Rhino, and then
the STL file is generated.

2.2. Gradient Design

Uniform and gradient P-surface TPMS structures were investigated. Figure 1 shows
the comparison between the uniform (Uni-1) and gradient (Gra-1) models, which had
a similar relative density of ~0.22. Figure 1a,b show the three-dimensional view of the
uniform and gradient models, respectively. Figure 1c,d present the front face (x-z plane)
of the models and shows the details of the wall thickness arrangement. Uni-1 apparently
has a constant wall thickness of t = 0.36 mm throughout the model. In contrast, the
wall thickness of Gra-1 distributes differently along the z-axis (loading direction). The
top segment, which includes 1–3.5 layers, is relatively thinner, with a wall thickness of
t1 = 0.27 mm, while the bottom segment, which includes 4.5–8 layers, is thicker, with a
wall thickness of t2 = 0.4 mm. A transition or barrier layer is introduced between these two
segments, covering the 3.5–4.5 layer. The gradient thickness of this barrier layer follows
t1→2t2→t2, which is 0.27→1.08→0.54 mm in the case of Gra-1. The purpose of having 2t2
in the middle of the barrier layer is to introduce a dense layer to better separate the thin
and thick segments under loading, i.e., to make a sharp stepping feature of the double
stress plateaus. The sample ID, wall thickness, mass, relative density, and wall thickness
distribution of all of the samples are detailed in Table 1.

Figure 1. Structure models of the uniform and gradient TPMS structures. (a) Model of Uni-1,
(b) model of Gra-1, (c) the front view of Uni-1, and (d) the front view of Gra-1 showing the gradient
thickness distribution along z-axis. BD indicates building direction. BD ⊥ Gradient direction. The
values labelled on the models are in mm.
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Table 1. Sample ID, sample mass, relative density, and wall thickness distribution of the designed uniform and gradient
TPMS structures.

Wall Thickness
Type

Sample ID
Designed
Mass (g)

Actual
Mass

(g)

Designed
Relative
Density

(%)

Actual
Relative
Density

(%)

Wall Thickness
Distribution along z-axis

(mm)

Uniform

Uni-1 55.87 58.45 21.37 22.36 1–8 layers: t = 0.36

Uni-2 68.63 71.08 26.24 27.18 1–8 layers: t = 0.45

Uni-3 80.47 80.99 30.77 30.97 1–8 layers: t = 0.52

Gradient

Gra-1 55.87 59.19 21.37 22.64

1–3.5 layers: t1: 0.27
3.5–4.5 layer: t1-2t2-t2:

0.27–0.8–0.4
4.5–8 layers: t2: 0.4

Gra-2 68.63 70.71 26.24 27.04

1–3.5 layers: t1: 0.27
3.5–4.5 layers: t1-2t2-t2:

0.27–1.08–0.54
4.5–8 layers: t2: 0.54

Gra-3 80.47 81.86 30.77 31.31

1–3.5 layers: t1: 0.27
3.5–4.5 layer: t1-2t2-t2:

0.27–1.34–0.67
4.5–8 layers: t2: 0.67

Gra-4 76.39 77.32 29.22 29.58

1–2 layers: t1: 0.27
2–3 layer: t1-2t2-t2:

0.27–1.08–0.54
3–8 layers: t2: 0.54

Gra-5 60.86 63.96 23.27 24.46

1–5 layers: t1: 0.27
5–6 layer: t1-2t2-t2:

0.27–1.08–0.54
6–8 layers: t2: 0.54

2.3. Finite Element Analysis

The single cell model of the P-surface was first generated by the mathematical formula
(Equation (1)) in Rhino software (version 6.23) and was then saved as an igs format file and
imported to the Hypermesh software (version 14) for mesh distribution. Since the wall
thickness of the TPMS model is much smaller than the size of the model, shell element (S4R)
was used for the construction of the model. Abaqus (version 6.14-1 under academic license)
was used to simulate the compressive behavior of the TPMS models. The meshed unit cell
of the P-surface was imported into Abaqus, and the array function was used to form an
8 × 8 × 8 model. The base material, 316 L stainless steel, was modelled using an elastic
model and a simple rate-independent J2 plastic model with isotropic hardening in Abaqus.
The material properties of 316 L stainless steel defined in Abaqus are given in Table 2.
The wall thicknesses of the FE models were set to keep their relative densities identical to
those of the tested samples. Two steel plates with infinite stiffness were established using a
discrete rigid body. The displacement control was implemented to the top steel plate, with
a strain rate that was the same as the compression experiments, while all the degrees of
freedom of the bottom steel plate were fixed.

Table 2. Material parameters of the base material 316 L used in FE simulation.

Material
Density
(g/cm3)

Elasticity
Type

Yield
Strength

(MPa)

Young’s
Modulus

(MPa)

Poisson’s
Ratio

Plasticity
Type

Hardening
Rule

7.98 Isotropic 460 169,000 0.3 Von-Mises
yield criterion Isotropic

2.4. SLM Fabrication

Stainless steel 316 L gas-atomized powder was provided by AMC Powder with an
average particle size of 45 μm (D50). Table 3 shows the chemical composition of SS316 L
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powder. The TPMS samples were fabricated in 99.99% argon using an HBD-100 machine
(Guangdong Hanbang 3D Technology Co.,Ltd, Zhongshan, China). A laser power (P) of
160 W, scanning speed (v) of 1000 mm/s, hatch spacing (h) of 80 μm, and layer thickness
(t) of 30 μm were used in this study. According to E = P/(v × h × t), the delivered energy
density (E) during the laser melting process can be calculated as 66.7 J/mm3. A bidirectional
orthogonal scanning strategy was adopted for each layer.

Table 3. Chemical composition of 316 L powder.

Element Cr Ni Mo Mn Si Cu Fe

wt.% 17.35 12.02 2.74 1.36 0.33 0.23 bal.

2.5. Characterization Techniques

The surface morphology of the TPMS samples was examined using a scanning electron
microscope (SEM, Japan Electronics Co., Ltd, Tokyo, Japan) and a sec JSM-7001F instrument
(Japan Electronics Co., Ltd, Tokyo, Japan). The internal defects were checked using a
nanoVoxel-3000 micro-CT instrument (Sanying Precision Instrument Co., Ltd., Tianjin,
China). The quasi-static compression test of the TPMS samples was conducted using
an ETM series electronic universal testing machine (Shenzhen SUNS Technology Stock
Co., Ltd., Shenzhen, China) with a load capacity of 300 kN. The crosshead speed of
2 mm/min was used for testing. The compression direction was perpendicular to the
building direction.

3. Results and Discussion

Figure 2 shows the surface quality of the as-fabricated Uni-1. Figure 2a is a photograph
of Uni-1, and Figure 2b is a representative CT scan image of the x-z plane at the location
indicated by the dashed lines. It can be seen that the surface contours show minimal
geometrical defects. The internal cross-section of the sample presents a continuous con-
nection of the shell walls without sharp horns or irregularities. However, there are some
locations showing particle adhesion on the inner surface of the TPMS structure (arrowed).
Figure 2c,d are the SEM micrographs at different locations of the sample, as circled in (a).
It should be noted that the surface is covered with numerous partially melted 316 L parti-
cles, which is a common surface imperfection in powder-bed AM techniques. In general,
no gross defects such as holes or cracks were found within the as-fabricated samples.

Figure 2. Printing geometry and surface quality of Uni-1. (a) A photograph of the overall appearance,
(b) one of the CT scan images showing internal surface contour, and (c,d) SEM micrographs of
selected locations (circled in (a)) on the x-z plane showing the presence of excessive residual particles.

113



Materials 2021, 14, 6262

Figure 3 shows the compressive properties and deforming characteristics of the uni-
form TPMS samples. Figure 3a displays the compressive stress–strain curves (solid lines)
and the corresponding FE stress–strain curves (dashed lines) of Uni-1, Uni-2, and Uni-3.
The stress–strain curves can be divided into three distinct deformation stages: (1) 0–3%:
the linear elastic stage, (2) 3–65%: the stress plateau stage, and (3) >65%: the densification
stage. Stress fluctuations can be observed on the stress plateau when the applied strain is
greater than 40%. Such mechanical instability of the P-surface TPMS structure has also been
reported by other authors, which is due to the localized bulking of the thin and curved
shell walls [21]. The experimental results show a relatively shorter stress plateau and an
earlier onset of the densification compared to the FE results for all the three samples. This is
because the actual average wall thicknesses in the as-fabricated samples are slightly greater
than the designed values, as seen in Table 1, which caused the early self-contacting of the
shell walls.

Figure 3. Deformation behaviour of uniform TPMS structures. (a) Stress–strain curves of Uni−1, Uni−2, and Uni−3,
(b1–b3) snapshots of the side surface during compression experiment, and (c1–c3) Mises stress cloud diagrams of the side
surface during FE simulation of Uni−1.

As the wall thickness increases (Uni−1→Uni−2→Uni−3), the yield strength increases
progressively from 47 MPa to 83 Mpa. In the meantime, the length of stress plateau shortens
slightly, and the stress fluctuation phenomenon weakens. This implies better mechanical
stability in structures with greater wall thicknesses. Figure 3(b1–b3,c1–c3) are the snapshots
of the side surface (x-z plane) of Uni-1 at different applied strains during the experiment and
the corresponding FE Mises stress cloud diagrams during the simulation. The snapshots
and Mises stress cloud diagrams are selected at 10%, 30% and 50% of deformation, as
labeled in (a). Generally speaking, the cells in uniform P-surface collapse in layers and
show a localized double shear band geometry on the side surface during the experiment,
which is consistent with the deformation in the FE simulation. When the strain is 10%,
the cell openings of the four corners show the largest stress magnitude (arrowed) and
thus the largest cell deformation. At 30%, the local deformation pattern shows severe cell
crushing along only one diagonal shear band in the experiment, while the model in the FE
simulation shows a symmetric double shear band stress concentration and cell deformation.
The asymmetrical deformation pattern is likely due to the uneven defect distribution in this
sample. When the strain reached 50%, the cells were squeezed into symmetrical double
shear bands in the experiment, and only the cells outside of the shear band geometry were
not completely closed, as shown in both the experimental and simulated results.

Figure 4 shows the mechanical properties of Gra−1, Gra−2, and Gra−3 gradient
structures. In this group, the wall thickness keeps constant at t1 = 0.27 mm from 1–3.5 layers
along the z-direction for all three samples, while the wall thickness t2 of 4.5–8 layers is
thicker, being 0.4 mm, 0.54 mm, and 0.67 mm for Gra−1, Gra−2, and Gra−3, respectively.
This gives rise to a thinner upper segment and thicker lower segment in these samples.

114



Materials 2021, 14, 6262

The middle section of 3.5–4.5 layer is a wall thickness transition section and also acts as a
barrier layer to separate the deformation of the thick segment from the thin one since the
thickness gradient is designed as t1→2t2→t2.

Figure 4. Deformation behaviour of the gradient TPMS structures with different heights of the second stress plateau.
(a) stress–strain curves of Gra−1, Gra−2, and Gra−3 and (b1–b3) snapshots of Gra−3 at 10%, 30%, and 50% strain during
the compression experiment. (c1–c3) Mises stress cloud diagrams of Gra−3 at 10%, 30%, and 50% strain during the
FE simulation.

Figure 4a shows the stress–strain curves of Gra−1, Gra−2, and Gra−3, in which the
solid lines are the experimental results and where the dashed lines are the FE simulation
results. It can be seen that the gradient structures clearly present two distinct stress plateaus
before and after 30% of the deformation strain. The first stress plateau continues to be
almost unchanged at the lower stress level of ~40 MPa with the presence of some minor
stress fluctuations, while the second stress plateau is higher and rises progressively from
60–140 MPa with the increase of t2. In general, the FE simulation stress–strain responses
show good agreement with the experimental results. Small discrepancies exist in the
onset of the second stress plateau and in the densification between the experimental
and simulation results. This is because the real wall thicknesses of the printed samples
are slightly greater than the designed values, thus showing earlier self-contacting of the
collapsed cell walls. Compared to the uniform structures (Figure 3a), the densification
stage of the gradient structures appears to be less clearly presented, as gradual hardening
is shown first and is then followed by the rapidly rising stress–strain slope. This is due
to the gradual deformation of the barrier layer at the end of the deformation plateau and
occurs simultaneously with the densification process of the 1–3.5 and 4.5–8 layers.

Figure 4(b1–b3,c1–c3) show the experimental snapshots and FE Mises stress diagrams
at different applied strains on the side surface of Gra-3. When the structure is deformed to
10%, heavy deformation of the open cells can be seen within the upper thin segment, i.e.,
1–3.5 layers. Close inspection on the side surface reveals a double diagonal deformation
within the thin section (Figure 4(b1)). The corresponding FE Mises stress map (Figure 4(c1))
also shows the localized stress distribution along the double shear band. When the applied
strain reaches 30%, the thin section is almost fully collapsed, while the cells in the lower
thick section show minimal changes in shape (Figure 4(b2)). At the same time, the FE Mises
stress map shows large stress values within the squeezed upper segment, and small values
within the lower segment (Figure 4(c2)). When the structure is deformed to 50%, the thick
segment shows clear crushed cells as deformation enters the middle of the second stress
plateau (Figure 4(b3)). The corresponding FE Mises stress cloud map (Figure 4(c3)) shows
a similar cell deformation appearance, and a second pair of double shear bands with high
stress magnitudes also appear.
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Figure 5 shows the deformation behaviour of another group of gradient samples,
Gra−2, Gra−4, and Gra−5. In this group, t1 and t2 are kept constant at 0.27 and 0.54 mm,
while the position of the barrier layer (0.27–1.08–0.54 mm) varies. To be specific, the barrier
layer is located at the 3.5–4.5, 2–3, and 5–6 layer for Gra−2, Gra−4, and Gra−5, respectively.
The simulation results are well in line with the experimental results. The main difference
among the three samples is the change of plateau length. Figure 5(b1–b3,c1–c3) show
the experimental snapshots and FE simulated Mises stress diagrams at different applied
strains on the side surface of Gra−4 during compression. It can be seen that the localized
deformation occurs sequentially from the thin segment to the thick segment separated by
the barrier layer.

Figure 5. Deformation behaviour of the gradient TPMS structures with different lengths of the second stress plateau.
(a) stress–strain curves of Gra−2, Gra−4, and Gra−5 samples, (b1–b3) snapshots of Gra−4 at 10%, 30%, and 50% strain
during the compression experiment, and (c1–c3) Mises stress cloud diagrams of Gra−4 at 10%, 30%, and 50% strain during
the FE simulation.

The specific energy absorption (SEA) is a meaningful engineering parameter to evalu-
ate the energy absorption characteristics of a structure. It is defined as SEA = W

ρ , where W
is the energy absorbed under compression at a given strain and where ρ is the mass density
of the cellular structure. In this study, W was obtained by integrating the stress–strain
curves up to a deformation strain of 65%, which is the onset of densification of the uniform
structures. In general, the energy absorption values of the P-surface with gradient design
slightly outperformed the uniform counterparts by 3–9%, as seen in Figure 6. This is be-
cause the segmental gradient design of the wall thickness breaks the localized deformation
within the original double shear bands of the uniform structure and distributes the plastic
deformation of the entire structure more sufficiently and evenly. The separation of the two
segments with different wall thickness (relative density) improves the overall effectiveness
of the cell deformation in the structure, thus improving the energy absorption performance.
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Figure 6. SEA comparison of the uniform and gradient TPMS structures with similar relative densities.

4. Conclusions

In this study, uniform and gradient P-surface TPMS structures with different relative
densities were designed and fabricated using the SLM technique. The deformation mecha-
nism and energy absorption behaviour of the structures were investigated, which led to
the following conclusions:

1. The as-fabricated TPMS samples show overall satisfactory geometrical and surface
quality with freedom from any gross internal or external defects. The presence of
residual 316 L particles on the curved surfaces contributed to a rough surface outline
as well as a slightly greater sample mass relative to the designed values.

2. The uniform TPMS structures show a typical localized deformation pattern within
a double shear band geometry. The yield stress and plateau stress increase with
increasing the relative density.

3. The gradient TPMS samples show a double-leveled deformation manner with a two
stress plateaus on the stress–strain responses. The height and length ratio between
the stress plateaus can be adjusted by changing the wall thickness in each segment
and by adjusting the position of the barrier layer in the structure.

4. The specific energy absorption SEA of the gradient TPMS structures are slightly
higher than the uniform counterparts with similar relative densities.
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Abstract: Flexible pressure sensors are widely used in different fields, especially in human motion,
robot monitoring and medical treatment. Herein, a flexible pressure sensor consists of the flat top
plate, and the microstructured bottom plate is developed. Both plates are made of polydimethylsilox-
ane (PDMS) by molding from the 3D printed template. The contact surfaces of the top and bottom
plates are coated with a mixture of poly (3,4-ethylenedioxythiophene) poly (styrene sulfonate) (PE-
DOT:PSS) and polyurethane dispersion (PUD) as stretchable film electrodes with carbon nanotubes
on the electrode surface. By employing 3D printing technology, using digital light processing (DLP),
the fabrication of the sensor is low-cost and fast. The sensor models with different microstructures
are first analyzed by the Finite Element Method (FEM), and then the models are fabricated and tested.
The sensor with 5 × 5 hemispheres has a sensitivity of 3.54 × 10−3 S/kPa in the range of 0–22.2 kPa.
The zero-temperature coefficient is −0.0064%FS/◦C. The durability test is carried out for 2000 cycles,
and it remains stable during the whole test. This work represents progress in flexible pressure sensing
and demonstrates the advantages of 3D printing technology in sensor processing.

Keywords: flexible pressure sensor; microstructure; 3D printing; composite film

1. Introduction

Due to the wide application of flexible pressure sensors in human motion [1–3],
robot monitoring [4,5] and medical treatment [6–9], research on flexible pressure sensors
has become popular in the past decade. Such sensors with high flexibility can convert
pressure information input into an electrical signal output. Among them, capacitive
and piezoresistive sensors are mostly reported. Capacitive sensors usually have two
electrodes, sandwiching a dielectric layer. When pressure is applied, the distance between
the electrodes changes, the dielectric constant of the dielectric layer changes or the electrode
area changes [1,9–25]. By using different dielectric materials, changing the electrode
size, etc., capacitive sensors meeting different requirements can be designed. However,
due to the limitation of the size of electrodes, the capacitance is small, and the stray
capacitance is relatively large, which is susceptible to external interference and affects the
measurement accuracy.

The piezoresistive sensor has a simple structure, and the circuit design is easy [6].
This kind of sensor usually deforms under pressure and detects the pressure by the resis-
tance change in three different ways: (1) The piezoresistive characteristics of the material
itself [2,4,26]; (2) Doped carbon nanotubes, graphene, silver nanowires and other conduc-
tive fillers form more electrical contacts or a tunneling effect [3,5,27–32]; (3) The contact
resistance of the contact area between the two electrodes changes [6,8,33–37]. For the
third type of piezoresistive sensors, the common way to improve performance is to add
fine microstructures onto the electrode contact surface. Compared with a device without
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microstructures [32], when an external pressure is applied within a certain range, the mi-
crostructure increases the change in the contact area between the two electrodes, improving
the sensitivity of the sensor. By adjusting the shape and size of the microstructure, differ-
ent performance sensors can be easily obtained. Micro pyramids are the most common
microstructure in pressure sensors [6,33,34,36]. As reported by Choong’s work in 2014, a
piezoresistive pressure sensor was achieved by coating a compressible substrate containing
an array of micro pyramids, which was obtained by replication of silicon process templates,
and had a sensitivity of 4.88 kPa−1 over a wide range of pressures from 0.37 to 5.9 kPa [6].
Moreover, microcylindrical and other structures were also reported and fabricated in a
similar method [22,35,37].

Although the performance of these sensors is excellent and the silicon process is
mature and precise, the fabrication process has its disadvantages. The silicon process is
not only time-consuming and costly but can also generally only process planar structures.
Complex surface structures, such as curved surfaces, are hard to process. It is necessary to
study other fabrication processes, such as three-dimensional (3D) printing technologies [38].
Three-dimensional printing can directly generate parts of any shape from computer graph-
ics data without machining, thereby greatly shortening the product development cycle and
reducing costs. Moreover, 3D printing can also print some complicated appearances, such
as curved surfaces and inclined surfaces, which are hard to fabricate by traditional silicon
processes, expanding more ideas to design novel sensors.

Here, by 3D printing, the reasonable design and manufacturing method of a flexi-
ble pressure sensor is proposed. FEM is applied to simulate the stress distribution and
resistance of sensors with different microstructures and density distributions. The results
show that the sensor performance is dependent on the shape of microstructures, and
the hemisphere is found to be a proper geometric structure that achieves the best sensor
performance in terms of sensitivity and measurement range compared to pyramid and
cone, while sensors with different hemisphere density distributions have similar responses
but different measurement ranges. To simplify the manufacturing process, the templates
with microstructures are fabricated by 3D printing. By molding the templates with mi-
crostructures, PDMS bottom plates with microstructures are created, and flat top plates
without microstructures are obtained in the same way. Then, a thin layer of PEDOT:PSS
and PUD mixture is evenly applied to the contact surface of the top and bottom plates and
CNTs are distributed on the top of this layer of film electrode. Finally, the flat top plate and
microstructured bottom plate are assembled to form the pressure before testing.

2. Materials and Methods

2.1. Sensor Design

The schematic diagram of the proposed flexible pressure sensors is shown in Figure 1a.
The sensor was composed of upper and lower parts. The main body of the two parts was a
flat square plate with a thickness of 1.3 mm and a side length of 15.0 mm. The surface of
the lower part was evenly distributed with micro-structure protrusions, while the upper
part was a completely flat plate.

Figure 1. The proposed pressure sensor: (a) basic structure; (b) simplified sensor model.
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Here we designed 6 different structures for the lower part: 2 × 2 hemispheres, 3 × 3
hemispheres, 4 × 4 hemispheres, 5 × 5 hemispheres with a diameter of 2.0 mm, 5 × 5 cones
with a diameter of 2.0 mm on the bottom and 5 × 5 pyramids with a side length of 2.0 mm
on the bottom, as shown in Figure 2.

Figure 2. Schematic diagram of the designed sensors with 6 different structures: (a) 2 × 2 hemispheres; (b) 3 × 3 hemispheres;
(c) 4 × 4 hemispheres; (d) 5 × 5 hemispheres; (e) 5 × 5 cones; (f) 5 × 5 pyramids.

To analyze the change trend of resistance under pressure, the sensor model was
simplified [6], as shown in Figure 1b. The total resistance (R) consists of top plate resistance
(Rt), contact resistance (Rc) and bottom plate resistance (Rb):

R = Rt + Rc + Rb (1)

When the pressure is applied, the change of resistance could be described:

ΔR = R − R0 = (Rt + Rc + Rb)− (Rt0 + Rc0 + Rb0) (2)

Since the top plate resistance was almost invariable, Equation (2) could be simplified
to Equation (3):

ΔR ≈ (Rc − Rc0) + (Rb − Rb0) (3)

According to Ohm’s law,

R =
ρL
A

(4)

where L was the length of the resistor, A was the cross-sectional area and ρ was the
resistivity.

Equation (3) was rewritten to Equation (5):

ΔR = ρc

(
Lc

Ac
− Lc0

Ac0

)
+ ρb

(
Lb

DbCb
− Lb0

Db0Cb0

)
(5)

where Ac was the contact area, Lc was the film electrodes thickness at the contact area, Db
was the film thickness at the side of micro-structure, Lb was the film length at the side of
micro-structure and Cb was the perimeter of the contact area.

When the pressure was applied, Lc and Lb decreased, and Ac, Db and Cb increased,
resulting in the resistance of the sensor decreasing.
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2.2. Sensor Simulation

To analyze the influence of microstructure protrusions of different shapes and sizes
on the performance of the sensor, the finite element method was introduced. The software
used for simulation was COMSOL 5.6. Six sensor models with the different microstructures
mentioned above were imported into the software, both top and bottom plates were
modeled by hyperelasticity and the material model was the Mooney–Rivlin model, two
parameters, with C10 2.4 × 105 Pa, C01 6.6 × 104 Pa and bulk modulus κ 1.25 × 107 Pa. Then
external displacement was applied, pushing the top plate downward to make contacts with
the microstructures on the bottom plate. The pressure distance increased from 0 to 0.6 mm,
and the change curve between displacement and force and resistance was obtained. The
specific results were as follows.

In the simulation results of the pressure change with the displacement of the depres-
sion, the protrusions of different structures were compared. As shown in Figure 3a, when
the number of protrusions was 5 × 5, different structures had different pressure curves.
In the same depression displacement of 0.6 mm, the sensor with hemispherical structures
had the largest range of 44.09 kPa, while the sensor with pyramidal structures and the
conical structures had a similar range, which is less than a quarter of that of the sensor with
hemispherical structures.

Figure 3. FEM results of the sensors with different microstructures: (a–c) Sensors with 5 × 5 hemispheres, pyramids and
cones; (d–f) Sensors with different density distribution of hemispheres.

Next, we studied the hemispheric protrusions with different distribution densities on
the bottom plate surface of the same size. As shown in Figure 3d, it was obvious that as the
number of hemispheres increases, the pressure also increases. Analysis of the data showed
that the pressure was proportional to the number of hemispheres, and each hemisphere
provided a pressure of approximately 1.76 kPa when the pressure displacement was 0.6 mm.
This was also in line with common sense, and the sensor can be regarded as a parallel
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connection of different numbers of single hemispherical structure sensors. In this way, the
higher the number of hemispheres, the larger the measurement range of the sensor.

Then the change of the sensor’s resistance with pressure was studied. As shown
in Figure 3b,e, 6 types of sensors with different types and numbers of protrusions were
compared. Although the structure and number of protrusions cause a huge difference in
range, the resistance-pressure curves of all sensors in the same range were very similar. In
the range of 0–5 kPa, the resistance rapidly decreased from the maximum value to 20 Ω.
When the pressure was higher than 5 kPa, the resistance decreased very slowly. The inverse
of the resistance was used to get the conductance. As shown in Figure 3c,f, the conductance
changed almost linearly with pressure. The conductance-pressure curves of 5 × 5 hemi-
spheres, pyramids and cones were relatively similar, while the conductance-pressure curves
of sensors with different numbers of hemisphere protrusions almost overlap. No matter
how the number of hemispheres changed, the output resistance of the sensor remained
unchanged under pressure. Therefore, we could design sensors with different hemispheri-
cal density distributions according to the different ranges required by the measurement
requirements, without the need for major modifications to the subsequent circuit.

Meanwhile, the stress of the sensors with pyramid and cone structures was concen-
trated on the top of the microstructure, where the top plate and the microstructures on
the bottom plate were in contact. The stress of the sensor with a hemispherical structure
was relatively dispersed, and the maximum stress was much smaller than that of the
sensor with pyramid and cone structures. When the applied displacement was 0.6 mm, the
maximum von Mises stress of pyramid, cone and hemisphere structures were 6.40 × 105,
7.24 × 105 and 2.15 × 105 Pa, respectively, as shown in Figure 4. Larger stress would cause
the conductive film to be easily damaged.

Figure 4. Von Mises stress of (a) pyramid, (b) cone and (c) hemisphere structures under 0.6 mm of displacement.

2.3. Sensor Fabrication

The templates with micro-structure were designed, as shown in Figure 5 below.

Figure 5. Designed templates.

125



Materials 2021, 14, 6499

The templates were divided into two parts, one part was the top plate, and the other
was the bottom plate with different structure depressions. High-temperature-resistant resin
(High Temp, Formlabs, Somerville, MA, USA) was used for processing the template with
a 3D Digital Light Processing (DLP) printer (M-Jewelry U50, MAKEX, Ningbo, China).
This printer is a desktop 3D printer with a lateral resolution of 50 μm and a thickness
resolution of 5 μm. The high-temperature resin offers a heat deflection temperature (HDT)
of 238 ◦C at 0.45 MPa. During printing, the template is printed from bottom to top in a
vertical orientation.

After printing, we rinsed the template thoroughly with isopropanol and ethanol to
remove resin residue. Then, the template was exposed to ultraviolet (UV) light in a UV
curing machine (Cure3D, MAKEX, Ningbo, China) for 1 h to ensure complete curing. After
that, the template was placed in an air convection oven (PG-2J, ESPEC, Osaka, Japan) and
heated to 120 ◦C for 3 h and cooled with the oven to eliminate the internal stress of the
template and prevent deformation in the pouring process, as shown in Figure 6a.

Figure 6. The fabrication process of sensors: (a) Template printing; (b) Template after cleaning and curing; (c) Top and
bottom plates; (d) Plates with film electrodes; (e,f) Assembled sensor.

Next, the PDMS elastomer and curing agent (Sylgard 184, Dow Corning, Midland,
MI, USA) were mixed evenly at a ratio of 10:1 and vacuumed to remove bubbles. The 3D
printed template was heated to 100 ◦C in the oven for 4 h after the mixture was cast. After
that, the top and bottom plates were obtained by peeling off the cured PDMS from the
template, as shown in Figure 6b.

Then oxygen plasma was used to clean the top and bottom plates to enhance the hy-
drophilicity of the PDMS surface by the low-pressure plasma system (V6-G, Pink, Wertheim,
Germany). Subsequently, a mixture of PEDOT:PSS (P Jet 700 N, Clevios, Hanau, Germany)
and PUD (Tekspro 7360, WANHUA, Yantai, China), with a ratio of 9:1, was spread evenly
by drop-casting to the top and bottom plate surfaces and cured completely at 70 ◦C for
30 min, as shown in Figure 6c. Then the carbon nanotube’s water-based coating (XFEC01,
XFnano, Nanjing, China) was diluted to 1%wt and applied on the PEDOT:PSS/PUD films
in the same way to achieve a double-layer conductive film, as shown in Figure 6d.

Finally, the top and bottom plates were tied together by the Kapton tape, and the
fabricated pressure sensor is shown in Figure 6e,f.

To measure the thickness of the film, the film step was prepared, and the film thickness
was observed and measured with a 3D measuring laser microscope (LEXT OLS4100,
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OLYMPUS, Tokyo, Japan). Five cross-sections of the film step were measured, as shown
in Figure 7a. Due to the unevenness of the film near the step (120–140 μm in the x-axis
position), the average film thickness was calculated from the film thickness between 350
and 450 μm in the x-axis position, which was 4.99 ± 0.50 μm, as shown in Figure 7b.

Figure 7. (a) The thickness of five cross-sections of the film; (b) Average thickness of the film between 350–450 μm in the
x-axis position.

3. Results

3.1. Experimental Setup

The test bench mainly consisted of two parts, a compression test machine (PT-1198G,
POOTAB, Dongguan, China) and a high-precision multimeter (8846A, Fluke, Everett, WA,
USA) [35], as shown in Figure 8. The sensor was placed on the test machine plate, and
the force was applied to the sensor by adjusting the displacement of the squeeze head.
The resistance change of the sensor was read through the high-precision multimeter. The
experimental setup was put in a 25 ◦C clean room, where the environmental impact can
be minimized.

Figure 8. Experimental Setup.

3.2. Static Test

In order to evaluate the static performance of sensors with different microstructure
arrays, we tested the six types of sensors processed above. The test range of the sensor with
2 × 2 hemisphere structure was 0–13.3 kPa, and the range of the rest of the five sensors was
0–22.2 kPa. The force load started from 0 kPa, and increased by 2.22 kPa each time, with
each step holding for 20 s. After reaching the maximum range, it decreased by 2.22 kPa
each time. The pressure was also held for 20 s, and the resistance change of the whole
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period was read through the high-precision multimeter. As shown in Figure 9a,b, at low
pressure ranges (0–4 kPa), the sensor resistance decreased sharply, but at high pressure
(>4 kPa), since the microstructure deformation of the sensor saturated with the increase in
pressure, the resistance decrease speed is significantly reduced. This result was consistent
with the conclusion of the previous FEM result.

Figure 9. Sensors static test results: (a,c) Sensors with different hemispheres distribution densities; (b,d) Sensors with
different structures.

By converting resistance to conductance, as shown in Figure 9c,d, it can be seen that
the conductance-pressure curves of the six sensors are almost linear and almost overlap,
which is similar to the simulation conclusion. Taking a 5 × 5 hemisphere structure sensor
as an example, it can be obtained by the calculation that the sensitivity of the sensor
is 3.54 × 10−3 S/kPa in the range of 0–22.2 kPa. The maximum conductance difference
between loading and unloading was 0.0023 S at 8.89 kPa, and the hysteresis was 1.41%FS.
This was due to the viscoelasticity of the flexible film and the substrate, which could only be
minimized but not completely eliminated. The largest deviation of the resistance appeared
at 0 kPa; it was considered that the contact between the top and bottom plates was not
sufficient, so the deviation was relatively large.
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3.3. Temperature Test

The temperature test of the pressure sensor with 5 × 5 hemispheres was conducted
within a temperature range from 0 to 80 ◦C in the air convection oven. The output data is
shown in Figure 10, and the maximum change of the output conductance was −0.302 mS
at 80 ◦C. The zero-temperature coefficient was calculated, which was −0.0064%FS/◦C. It
might be caused by the thermal expansion of the PDMS substrate and the PEDOT:PSS/PUD
film electrodes.

Figure 10. Thermal zero drift of the sensor.

3.4. Durability Test

By controlling the movement of the compression test machine, the sensor with 5 × 5
hemispheres had undergone 2000 loading/unloading tests, and each loading/unloading
process took 2 s. The data was read by the high-precision multimeter, and the results are
shown in Figure 11.

Figure 11. Durability test results.
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Before 500 cycles, there was an obvious increase in conductance from 0.06 to 0.082 S
during loading. The conductance of unloading remained stable at about 0.01 S during the
whole test. Judging from the magnified images of 500–510 cycles and 1800–1810 cycles,
the conductance change curve of each load/unload cycle was almost the same, which also
reflected the good repeatability of the sensor. It can be seen from the rise and fall speed of
the resistance that the response speed of the sensor was very fast.

3.5. Effect of Test on Electrode Films

The surfaces of the sensor before and after the test were observed using the scanning
electron microscope (SEM) (Hitachi, SU8010, Japan), as shown in Figure 12. Figure 12a–c
was the sensor image before the test. Under low magnification, stripes could be seen on the
sensor surface, which was due to the 3D printing mold formed layer by layer, and the layer
thickness was set to 50 μm during printing. Under high magnification, the distribution
of carbon tubes on the surface of the sensor could be clearly seen. It can be seen in the
electron microscope image of the sensor after the durability test that although the electrode
film seemed intact at low magnification (Figure 12d), slight cracks on the electrode film can
be found at high magnification (Figure 12e). At higher magnification, the loose CNTs have
been compacted and embedded in the lower PEDOT:PSS/PUD hybrid film (Figure 12f).

Figure 12. SEM images of sensors before (a–c) and after (d–f) the test: (a,d) Surface of the structure; (b,c,e,f) Top of the
hemisphere under higher magnification.

4. Conclusions

In this work, we discussed the influence of protrusions with different morphologies
and different density distributions on flexible pressure sensors performance and developed
a new method of manufacturing sensors based on 3D printing technology. The elastic top
and bottom plates of the sensor with micro-structure protrusions were made of PDMS,
and the surfaces of the plates were coated with a conductive film, which was made from
a mixture of PEDOT:PSS and PUD, and a layer of CNTs covered it. The top and bottom
plates were obtained by replicating a 3D printed template. Compared with the previous
templates obtained by the silicon process, 3D printing has the advantages of time-saving,
low cost and being able to process unique shapes. By using FEM simulation, three sensors
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with different types of microstructures, including pyramid, cone and hemisphere, were
analyzed, and the results show that the sensor with the hemispherical structure had the
best performance. Furthermore, sensors with different hemisphere density distributions
had similar responses. The difference was that the range of the sensor increased as the
hemisphere density increased. All sensors were fabricated and tested. The sensor with
5 × 5 hemispheres had a sensitivity of 3.54 × 10−3 S/kPa and hysteresis of 1.41%FS in the
range of 0–22.2 kPa. The zero-temperature coefficient was −0.0064%FS/◦C. The durability
test was carried out for 2000 cycles, and the sensor remained stable during the test. These
results prove that 3D printing has great potential in the field of sensor manufacturing.
In future research, higher precision 3D printers and suiTable 3D printing materials will
optimize the processing and improve the performance of the sensor.
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Abstract: Stiff total hip arthroplasty implants can lead to strain shielding, bone loss and complex
revision surgery. The aim of this study was to develop topology optimisation techniques for more
compliant hip implant design. The Solid Isotropic Material with Penalisation (SIMP) method was
adapted, and two hip stems were designed and additive manufactured: (1) a stem based on a
stochastic porous structure, and (2) a selectively hollowed approach. Finite element analyses and
experimental measurements were conducted to measure stem stiffness and predict the reduction in
stress shielding. The selectively hollowed implant increased peri-implanted femur surface strains by
up to 25 percentage points compared to a solid implant without compromising predicted strength.
Despite the stark differences in design, the experimentally measured stiffness results were near
identical for the two optimised stems, with 39% and 40% reductions in the equivalent stiffness for
the porous and selectively hollowed implants, respectively, compared to the solid implant. The
selectively hollowed implant’s internal structure had a striking resemblance to the trabecular bone
structures found in the femur, hinting at intrinsic congruency between nature’s design process and
topology optimisation. The developed topology optimisation process enables compliant hip implant
design for more natural load transfer, reduced strain shielding and improved implant survivorship.

Keywords: stress shielding; total hip replacement; femoral component; lattice; 3d printing; aseptic
loosening; bone remodelling; internal structures; biomimicry

1. Introduction

Total hip arthroplasty (THA) is one of the most successful surgical procedures in
modern medicine, providing a treatment option for debilitating diseases such as end-stage
osteoarthritis and osteonecrosis of the femoral head. The majority of hip implants last for
25 years [1]. However, low failure rates still translate to many patients requiring revision
surgery, as ~2 million procedures are performed worldwide each year [2]. For example, in
the UK, 35,000 patients have required revision surgery [3]. These revision procedures cost
more and have worse outcomes [4]. Hence, researchers and industry continually strive to
advance technology to improve outcomes and survivorship.

Aseptic loosening is the most common reason for revision surgery [3]. One of the
causes of aseptic loosening is strain shielding, which results from typical hip implant
materials having moduli one to two orders of magnitude greater than the bone they
replace/are implanted into [5–7]. Less load is transferred through the proximal femoral
bone, resulting in a loss of the mechanical stimulus that drives bone formation. Over time,
this leads to bone loss and increases the risk of loosening and/or periprosthetic fractures.
It also increases the complexity of any revision surgeries as there is less bone available in
which to implant a revision prosthesis.

The advent of commercial metal additive manufacturing provides the opportunity to
manufacture hip stems with intricate cellular geometries, resulting in stems that are less
stiff than their solid counterparts [7–17]. Most have adopted a lattice size optimisation
algorithm, which is inherently limited by a minimum feature size. These designs are there-
fore subject to practical limiting factors, such as fatigue resistance and manufacturability

Materials 2021, 14, 7184. https://doi.org/10.3390/ma14237184 https://www.mdpi.com/journal/materials133



Materials 2021, 14, 7184

of miniscule structures [18–20]. Indeed, researchers studying size-optimising lattices for
femoral stems have commented that maintaining fatigue strength with small features is
the most challenging criterion to fulfil when developing an optimal solution [9].

An alternative approach could be to borrow topology optimisation techniques from
the field of structural optimisation [21,22] and directly use the results for hip implant de-
sign, without using lattice structures. As topology optimisation does not presume a priori
material distribution, the algorithm has the liberty to leave specific locations void of mate-
rial, whereas the corresponding size optimisation algorithm would be unable to remove
unit elements from the lattice, merely reducing their sizes to a specified minimum. Such an
approach has been demonstrated to reduced strain shielding in fracture plates [23], and
has shown success in modelling the growth of internal bone structures when implemented
with geometric constraints [24]. Thus, it holds great potential in producing implants that
more closely match bone’s natural characteristics, reducing any strain shielding effect.

Topology optimisation is most used to minimise compliance (i.e., maximise stiffness)
for a given volume fraction to provide mass reduction [22]. Thus, its application here
might seem counterintuitive: Femoral stems are too stiff, hence there is need to increase
compliance. The technique is useful, however, as imposing a volume fraction of less
than one will always result in a concomitant increase in the minimum compliance when
compared to a volume fraction equal to one. Thus, this approach will inherently produce
more compliant stems despite maximizing the stiffness and strength at the set volume
fraction. Indeed, the approach could enable a design tool for research across the risk/benefit
spectrum by aiming for high/low global compliance objectives: A lower compliance target
might enable more natural load transfer in the femur and reduce strain shielding but
comes with risk that the design may be less robust against adverse loading scenarios (e.g.,
falls) and suboptimal implantations (e.g., stem undersizing [25,26]). Approaches to risk
management vary between designers/manufacturers. Therefore, this research focuses on
the development of the topology optimisation process rather than what the desired global
compliance should be.

A factor that would aid translation would be preserving the outside shape of the hip
stem. Implant manufacturers have spent decades optimising surgical instrumentation,
interference fits, implant finishes and coatings. A design that maintains the outer shape of
existing clinical implants could be advantageous as it could be implanted with minimal
deviation from designs that have decades of clinical data supporting their use.

Therefore, this paper aimed to develop a topology optimisation process for designing
the internal geometries of femoral hip stems for reduced strain shielding. Two proof-of-
concept designs were manufactured and tested: (1) a porous implant, similar to those
previously described but utilising a stochastic trabecular-like structure rather than cellular
lattices, and (2) a novel selectively hollowed implant that maintains the outer shape of the
implant such that only the stiffness of the stem is reduced, with no other design changes.

2. Materials and Methods

2.1. Topology Optimisation
2.1.1. Solid Isotropic Material with Penalisation Method

Femoral component topology was optimised via the Solid Isotropic Material with
Penalisation (SIMP) method [21,22,27] (Figure 1). All elements were initially set to the
desired volume fraction. Then, for each element in each iteration, the sensitivity of its
compliance to change in volume fraction was calculated. The volume fraction of elements
with sensitivity higher/lower than the optimality criteria was then increased/decreased,
respectively, while ensuring the global volume fraction was maintained. The algorithm
effectively removes material from the least sensitive element first, retaining maximum
stiffness per unit of material deducted thus minimising the compliance of the model.

A MATLAB function, TOP3D [27], was adopted and modified to develop the opti-
mised hip implants. It performed SIMP topology optimisation on voxel models to find the
design variables x of n total elements to minimise the structure’s compliance c(x̃) while
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maintaining a material volume v(x̃) less than or equal to a volume fraction v. By default,
the material distribution x̃ was the density-filtered design variables.

Optimisation Problem Statement

Find: x = [x1 x2 x3 . . . xn]
T

Minimize: c(x̃) = FTU(x̃) = U(x̃)TK(x̃)U(x̃)

Subject to:
v(x̃) = x̃Tv − v ≤ 0
x ∈ R

n

0 ≤ x ≤ 1

As the SIMP method changed each element’s stiffness based on design variables per
iteration, the derivation of each element’s stiffness matrix was altered from conventional
finite element methods:

k0 =
∫ +1

−1

∫ +1

−1

∫ +1

−1
BTC0Bdξ1dξ2dξ3 (1)

Equation (1): Element stiffness matrix per unit Young’s modulus.

Ei(xi) = Emin + xp
i (E0 − Emin) (2)

Equation (2): Penalised element Young’s modulus.

ki(xi) = Ei(xi)k0 (3)

Equation (3): Element’s Young’s modulus as a function of design variable.
Equation (1) was used to derive the element stiffness matrix per unit Young’s modulus

using the deformation matrix for a unit cube B and constitutive matrix per-unit Young’s
modulus C0. Equation (2) was used to calculate each element’s Young’s modulus as a
penalised interpolation between a defined minimum Emin and material’s Young’s Modulus
E0 based on its design variable xi and the chosen penalisation factor p. Equation (3) was
then used to compute each element’s stiffness matrix by multiplying the per-unit Young’s
modulus stiffness by the element’s Young’s modulus. The sum of element stiffness matrices
created the global stiffness matrix for that iteration. Standard finite element method steps
were then taken to assemble the global force matrix F and calculate nodal displacements U.

During each iteration, each element’s design variable was adjusted incrementally
based on the sensitivity of that element’s compliance with respect to its design variable.
For elements with sensitivity greater than an optimality criterion, the design variable was
increased, and those less than it decreased. The bisection method was used to determine
the optimality criterion which yielded the minimum global compliance per iteration of the
optimisation process.

The SIMP method often employs a density filter to mitigate numerical instabilities,
such as the checkerboard problem, ensuring feasible solutions are obtained. Whereas
the density filter ensures material continuity, it often results in greyscale solutions which
require a non-uniform material Young’s Modulus to actualise. It has been proposed that
filtering sensitivities, instead of densities, could provide a more black-and-white solution
with minimal compromise on the optimality of solutions [28]. Being able to manufacture
optimal solutions with minimal alterations and simplifications would both preserve the
theoretical performance of the design and could enable patient-specific implants that could
not only account for bone geometry [29], but also daily load conditions. Both the density
and sensitivity filter were used to develop a greyscale and black-and-white solution of
equivalent global stiffness. These solutions were developed into porous and selectively
hollowed implants, respectively.
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Figure 1. Overview of the Solid Isotropic Material with Penalisation optimisation method.

2.1.2. Model Preparation

A Sawbones femur model (Model #3403, Sawbones) and a representative implant
CAD model [30] were downloaded. A standard femoral neck resection was performed
on the proximal femur, and the femur prepared for implantation by creating a cut out of
the implant’s shape in the femur CAD model with Boolean subtract. The STL file was
converted to voxel models in MATLAB using a ray intersection method [31]. As bone is
an anisotropic material that comprises 2 distinctly different regions, a scanning function
was also added to assign the outer cortical bone and inner trabecular bone with a Young’s
modulus of 15 GPa and 0.8 GPa. The outermost surface of the implant was excluded from
the optimisation to ensure continuity and contact between the implant and the femur.

2.1.3. Loading Conditions

Previous work applying topology optimisation to the growth of a femur [24,32]
highlighted the importance of considering the relative frequency of different load cases
which simulate different daily activities. TOP3D was further modified to sequentially apply
unique load cases with varying frequencies, simulating the peak hip joint reaction force
during common activities of daily living [33] (Table 1). Muscles forces from the gluteal
muscles and iliopsoas were added based on typical loads during gait [34–36] to demonstrate
that muscle loading can be incorporated into the topology optimisation process. A load
case of 1-1-1-2-3-4 (numbered in Table 1) was originally modelled, as prescribed by previous
work [24]. However, this was later modified to a 1-2-1-3-1-4 sequence, as it was found that
sequential gait loading led to premature convergence.
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Table 1. Magnitudes and directions of load cases 1–4.

Load Case Action Load (N) Superior-Medial Angle (◦) Superior-Anterior Angle (◦)

1 Walk 1925 17 11

2 Jog 3065 15 15

3 Sit down 1360 20 11

4 Stand up 1600 24 8

2.2. Implant Development

Implants were designed to achieve the same global compliance as a solid cortical
bone implant. Whereas implants predominantly replace trabecular bone, the solid cortical
implant reference was used as a proof of concept, exemplifying how the optimised implants
can be tuned to a specific objective function. The reference objective function was obtained
by calculating the compliance of a solid cortical bone implant subject to identical boundary
conditions and one complete loading sequence. A parametric study was conducted to
guide a trial-and-error process to produce optimal greyscale and black-and-white solutions
that matched this global compliance objective function within 3%.

2.2.1. Porous Implant

The femoral stem was filled with a stochastic porous structure with infinitely thin
stuts generated in Rhinoceros 3D (McNeel Europe, Barcelona, Spain). A charge field was
then constructed and super-imposed over the strut array, where the magnitude of each
point charge was determined by the design variable of the corresponding voxel from
greyscale solution. Thicknesses were then prescribed to the struts depending on the charge
field’s magnitude at each strut’s centre. The thicknesses were based on previous research
which related laser parameters to strut thicknesses to mechanical properties to enable
stiffness matched porous structures to be manufactured [19,37], leading to an implant
design with 65% porosity and pore size range of 0.1–2 mm. The solid proximal and distal
ends to the implant were then combined with the porous structure to finalise the implant
(Figure 2). A tapering interface enabled a gradual transition between the porous and solid
material regions.

 

Figure 2. Tapered protrusions (left) enabled a gradual transition between the porous and solid
regions of the porous implant (right).
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2.2.2. Selectively Hollowed Implant

The black-and-white solution was first converted to a STL file (Figure 3, left) using 3D
Slicer [38] before the internal geometry was extracted and positioned within the standard
implant model. Minor post processing was performed using Meshmixer (Autodesk Ltd,
Birmingham, UK) to smooth kinks in the internal geometry and add distal drainage holes
to enable non-fused powder removal post additive manufacture. The volume fraction of
the of the hollowed stem was 40%.

 

Figure 3. Internal geometry (yellow) separated from the rough external geometry (left) before being
placed inside a standard implant (right).

2.3. Finite Element Analysis

Finite element analyses were performed in Fusion360 (Autodesk Ltd, Birmingham,
UK). For all tests, the software’s automatic mesh generation and refinement feature was
used with parabolic order elements. The initial element size was set to 5% of the model-
based size, and the adaptive refinement control was set to high, with 10 iterations to achieve
convergence within a tolerance of 5%. Von Mises stress was chosen as the convergence
criteria (as opposed to displacement), as subsequent tests required stresses or strains to be
investigated, and stresses tend to converge more slowly than displacements.

2.3.1. Implant Strength

The strength of the novel selectively hollowed implant was compared to that of
the solid stem through simulating BS ISO 7206-4-2010. The stem was angled 10◦/9◦ in
the coronal/sagittal planes, respectively, and a uniformly distributed vertical load of
2300 N was applied on the flat face of the femoral neck, producing a statically equivalent
bending moment as a load applied through a spherical femoral head centre. First, stresses
throughout the stem were observed visually to ensure no locations exceeded the yield
stress of titanium. Second, maximum stress values were extracted and tabulated from
two locations of interest: (1) at the femoral neck, as this is historically the weakest part of
the hip implant; and (2) a transverse plane 10 mm proximal of the distal fixed face, away
from the fixed boundary, at a location where the selectively hollowed implant had thin
wall sections.

2.3.2. Strain Shielding

The strain shielding stimulus was evaluated by quantifying peri-implanted strains
following implantation of the solid and the novel selectively hollowed implants compared
to the native femur. The native femur model was prepared by first transecting the complete
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sawbones femur model such that the distal tip of the femoral stem would be at least 10 mm
from the fixed boundary condition applied to the distal femur. The femoral head was sliced
at 45◦ in the superior-lateral direction, ensuring that the bending moment produced from
forces applied on this surface would be equivalent to that produced by a point load in the
centre of the femoral head. The trabecular bone and cortical bone regions of the sawbones
model were again assigned a Young’s modulus of 0.8 GPa and 15 GPa, respectively, and
the implants were inserted via Boolean subtract.

In total, 2300 N of load was applied to either the sliced femoral head (for the native
femur) or the flat end of the implant (once implanted) in six loading directions (Table 2).
The first load case represented the direction of gait loading most frequently imposed
during optimisation, but with higher loading magnitude. Five other loading directions
were chosen to investigate the correlation between reduction in strain shielding and loading
direction, varying angles in each plane independently. These angles were based on the
minimum, average and maximum angles of peak joint reaction force (JRF) [39] measured
with instrumented hip implants during a range of daily activities [40], thus spanning the
range of loads that may be expected during typical use. Importantly, these additional
load cases meant that the implant’s performance was evaluated under load cases not used
during the optimisation process.

Table 2. Summary of the loading directions simulated strain shielding tests. The top row is equivalent to the peak gait
loading angle used during the optimisation process. The other rows represent typical variations in the direction of the joint
reaction force during activities of daily living.

Description Superior-Medial Angle (◦) Superior-Anterior Angle (◦)

Gait angles from optimisation 17 11

Min angle of JRF in coronal plane 2 5

Max angle of JRF in coronal plane 21 5

Average angle of JRF in both planes 12 5

Min angle of JRF in sagittal plane 12 −5

Max angle of JRF in sagittal plane 12 15

Maximum principal strains were measured on the bone surface along the perimeter
of the proximal-most plane for each of Gruen zones 4–7 [41]. Percentage strain was
calculated by dividing peri-implant strain values with the native femoral strain values. It
has been suggested that a reduction in strain of more than 50% (percentage strain < 50%)
predicts bone resorption in that region [7]. By comparing percentage strain of the solid
and selectively hollowed implants, improvements to strain shielding were quantified, and
changes to trend along the length of the femur were observed.

2.4. Experimental Tests

Femoral heads were fitted to the stems in CAD, and the solid, selectively hollowed and
porous designs were manufactured from 316L-0407 stainless steel powder in a powder bed
fusion machine (AM250, Renishaw PLC, Gloucestershire, UK) in 50 μm layers. Different
laser parameters were used for different regions of the stem: Porous structures were
manufactured in line with previous research [19], while solid material was manufactured
with standard laser parameters provided by the machine manufacturer and applied to the
parts through their build preparation software (QuantAM, Renishaw PLC, UK).

For mechanical testing, the distal 40 mm of the implants was inserted into custom-
made steel cylinders and held at 10◦ in the coronal plane using laboratory clamps. Poly
methyl methyl acrylic (PMMA, Simplex, Kemdent) was poured into the cylinder, which,
when cured, fixed the implant in this position (Figure 4). The steel cylinder had machined
features that enabled it to attach to the base of a screw-driven materials testing machine
equipped with a 5 kN load cell (model 5565, Instron, High Wycombe, UK). The fixture was
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positioned such that the femoral head was directly in the centre of a compression platen
(accessory T1223-1021, Instron). Each sample was loaded up to 1500 N at a compression
rate of 1 mm/min before being unloaded. Each sample was tested consecutively 3 times,
and the average final deflection at 1500 N was calculated. The relative stiffness of each
implant was calculated as the force applied per unit deflection of the femoral head.

 

Figure 4. Diagram of experimental tests showing a hip implant (grey) secured in a metallic pot (blue)
with PMMA (yellow).

3. Results

3.1. Stem Development

Porous and selectively hollowed implants were successful designed and manufac-
tured with the topology optimisation process (Figure 5). It was found that the 1-1-1-2-3-4
loading pattern led to premature convergence. Therefore, finite element analysis and
experimental testing was only performed on the 1-2-1-3-1-4 loading pattern designs. Under
this loading condition, the selectively hollowed implant had material distribution similar
to the principal directions of the trabecular structure in the native femur (Figure 6).

 

Figure 5. The successfully manufactured solid (left), porous (middle) and selectively hollowed (right)
hip implants. The solid and selectively hollowed implants look identical. Thus, a clear resin plastic
version of the selectively hollowed implant is also shown to indicate the internal structure of the
selectively hollowed implant (right).
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Figure 6. (Left) An example selectively hollowed stem implanted in a femur. Material remaining in the implant is indicative
of the principal remodelling direction for trabecular bone in the femur (red lines). (Right) Representation of trabecular
groups in the native femur.

3.2. Finite Element Analyses
3.2.1. Strength

For both the solid and selectively hollowed implants, the maximum stress was located
at the femoral neck (Figure 7), with the maximum stress marginally lower in the selectively
hollowed implant. However, internal femoral stem stresses were approximately 50%
greater in the selectively hollowed implant (Figures 7 and 8).

 

Figure 7. Maximum neck and stem stresses in the selectively hollowed (left) and solid (right) implants.
The selectively hollowed implant had marginally lower neck stresses, but higher internal stem stresses
compared to its solid equivalent. The image is cropped 10 mm from the distal fixed face.
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Figure 8. Stress distribution in the stem 10 mm proximal of the fixed face.

3.2.2. Strain Shielding

For the gait load case, both the solid and selectively hollowed implants were found
to strain shield the femur, but the effect was less pronounced for the selectively hollowed
implant (Table 3, Figure 9). The finite element analysis predicted that this exemplar
selectively hollowed implant would lead to an 8-percentage-point (PP) reduction in strain
shielding in Gruen zone 5, a 15 PP reduction in zone 6, and a 25 PP reduction in zone 7
compared to the solid implant.

Table 3. Maximum surface bone strain and percentage of native bone strain for the selectively hollowed, solid implant and
native femur for peak gait loading.

Model

Gruen Zone 4 Gruen Zone 5 Gruen Zone 6 Gruen Zone 7

Max Strain
(με)

% of
Native

Max Strain
(με)

% of
Native

Max Strain
(με)

% of
Native

Max Strain
(με)

% of
Native

Native
femur 3040 100 2670 100 3010 100 2630 100

Solid
Implant 3210 106 1860 70 1460 49 520 20

Selectively
Hollowed
Implant

3210 106 2080 78 1940 64 1180 45
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Figure 9. Peri-implant surface bone strain as a percentage of the strain measured for the native femur for different Gruen
zones. A typical bone resorption limit of 50% was also indicated. The selectively hollowed implant strain shielded the
femur less than the solid implant.

The angle of the force affected the amount of strain shielding but not the percentage
point difference between the implants. Increasing the angle of the implant in the coronal
implant led to increased strain shielding for both implants, with a near constant percentage
point difference between the two implant designs (Figure 10 left). Changing the angle
of load in the sagittal plane resulted in a minimum at 5◦, again with a near-constant
percentage point difference between the two implant designs (Figure 10 right). For all load
cases, the selectively hollowed implant reduced the strain shielding effect compared to the
solid equivalent.

Figure 10. Peri-implant surface bone strain as a percentage of the strain measured for the native femur at Gruen zone 6 for
different angles of joint reaction force (JRF). (Left) Variation in the coronal plane. (Right) Variation in the sagittal plane. For
all load cases examined, the selectively hollowed implant resulted in less strain shielding than the solid reference implant.
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3.3. Experimental Stiffness Test

The porous and selectively hollowed implants were both more compliant than the
solid reference implant: There was a decrease in the equivalent stiffness of 39% and 40%,
respectively (Figure 11). There was minimal difference between the stiffnesses of the
two compliant implant designs, with the porous implant being only 3% stiffer than the
selectively hollowed implant.

Figure 11. Comparison of experimental stiffness measurements for the solid reference, porous and
selectively hollowed implant measured experimentally.

The equivalent stiffness of the novel selectively hollowed implant was experimentally
measured to be 1.9 kN/mm, which was 77% of the value predicted by the finite element
analysis (2.4 kN/mm).

4. Discussion

This most important finding of this study is that topology optimisation can be used to
design porous and selectively hollowed femoral hip stems with increased compliance for
reduced strain shielding. The resulting stems had only a 3% difference in stiffness when
additive manufactured despite the stark differences in their design. This demonstrates
the broad scope for application of the topology optimisation approach presented and
how different filters can be used to design different implant variations from an otherwise
identical optimisation process. The developed process includes global optimisation for
multiple consecutive load cases and enables either conservative or radical stem design
through optimising to different global compliance objective functions.

Other research groups have found that lattice-based stem designs are effective for
reducing strain shielding [7–16], with innovations including the inclusion of fatigue life
constraints during the optimisation process [7–9]. The use of a trabecular-like stochastic
porous structure in this study is potentially advantageous compared to more regular
lattice designs as stochastic structures enable control of anisotropy [42], which may result
in an implant that is more tolerant to unanticipated load cases. Other researchers have
optimised the outer shape of hip implants [5,43–48], or optimised the modulus/density
distribution within implants [49,50], with similar proposed benefits for preventing strain
shielding. However, to the authors’ knowledge, this is the first paper to demonstrate that
a strain shielding reduction can be gained by selectively hollowing the implant using
topology optimisation with multiple load cases, and the first to additively manufacture and
test a proof-of-concept device. The observed similarity between the selectively hollowed
stem and trabecular structures (Figure 6) is likely explained by the inherent link between
structural topology optimisation and the mechanisms that are believed to drive bone
remodelling: The two concepts are mathematically matched [51]. Aside from its increased
compliance and the need for a powder drainage hole, this novel selectively hollowed
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stem is indistinguishable from the solid counterpart (Figure 5), which may aid clinical
translation, where each design change requires extensive testing and validation prior to
clinical trial. For example, there is a complex interplay between broach design, technique
and the stem to ensure suitable initial implant fixation [52,53]. Changing the outside shape
of the stem would require the design of a new broach and re-validation to ensure that the
desired fixation is achieved. Further, the selectively hollowed design inherently avoids
transitions between porous and solid on the outer surface, which may lead to improved
fatigue life compared to a porous stem by reducing the number of stress concentrations on
the tensile face of the implant under bending loads.

The focus of this paper was to develop the multiple load case topology optimisa-
tion approach for hip implant design, rather than to produce a specific “best” design.
Hence, simplifications were made to enable research to focus on the process rather than
modelling complexity: (1) The bone was modelled with only a single property each for
cortical/trabecular bone, whereas the bone was both inhomogeneous and anisotropic [54].
The process developed here could be applied to a calibrated CT scanned femoral bone
model to capture regional variation in properties. (2) Loads based on only four daily activi-
ties were applied with loading from only two muscles. The activities simulated were based
on previous works [24]. If a different set was chosen, or if activities had been included with
greater temporal variation (in addition to just peak loading), then a different “optimal”
stem would have resulted. Further, in vivo, there are 22 muscles spanning the hip joint,
with load varying dynamically throughout activities [36]. The process developed is such
that more physiological load cases can be added as desired, and future research could
investigate which activities and phases of activity to include in the optimisation process.
One might hypothesize that the inclusion of more physiological load cases would lead to
a solution with greater similarity to the principal orientations and densities of trabeculae
in the native femur. (3) The femoral stems were manufactured in 316L due to machine
availability. Whereas this is a material used clinically, titanium alloy and cobalt-chrome
alloy stems are more common. The topology optimisation process developed can inherently
be used to find optimal stems in any material. (4) The FEA assumed that the implants and
bone were fully bonded. This assumption represents an implant that has fully integrated
into the body via bone in/on-growth [8] and has proven effective for predicting long-
term bone remodelling [55,56]. Prior to this, implants are initially fixed via press-fit and
friction [57], with bone growing into/onto the implant when the interfacial stress-strain
state is appropriate and the relative micromotion between the implant and bone is around
110 μm [58]. Previous research into the effects of bone-prosthesis bonding has indicated
that strain shielding is less during initial press-fit than when fully bonded [59]. As such, the
fully bonded assumption made likely represents a worst-case scenario for strain shielding
that is correlated with longer-term bone remodelling around the implant. (5) Machine
compliance was not accounted for during the experimental stiffness tests. Further, stems
were potted with PMMA (Figure 4) to fix them in the materials testing machine. PMMA
has a modulus ~100 times less than steel leading to additional deformation under loading.
Hence, the experimental result underestimated the stem stiffness, which helps explain the
finding that the experimentally measured stiffness was 77% of the FEA predicted value.
This does not affect the conclusions which focus on comparing the stems, rather than the
absolute values achieved. Key factors, such as the orientation of the stem in the text fixtures,
were controlled to ensure the validity of the relative comparisons made.

In conclusion, a topology optimisation process has been developed and applied to
femoral hip stem design, resulting in two proof-of-concept designs that look radically
different but achieve the same reduction in stiffness compared to a traditional solid implant.
The approach can account for multiple load cases and enables design for different target
global compliance. It provides an exciting new avenue for designing hip implants that
enable more natural load transfer in the proximal femur for the reduced risk of strain
shielding, bone loss and improved survivorship.
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Nomenclature

B Standard deformation matrix for a unit cube
C0 Standard constitutive matrix per unit Young’s modulus
c(x̃) Total compliance as a function of filtered design variable
E0 Material Young’s Modulus
Emin Non-zero minimum Element Young’s Modulus
Ei Element Young’s Modulus
F Global force matrix

Hij
Weight factor ranging from 1 at the centre of element i to 0 at the centre of element j
at a radius of R away from element i

K(x̃) Global stiffness matrix as a function of filtered design variable
k0 Element stiffness matrix per unit Yong’s modulus
ki ith Element stiffness

Ni
Neighbourhood of element i, defined as the volumetric space from centre of element
i to centre of neighbouring element j

p Penalisation factor
U(x̃) Global displacement matrix as a function of filtered design variable
vj Unit volume per neighbour element j
v(x̃) Total Volume Fraction as a function of filtered design variable
v Target volume fraction
xi ith Element design variable
xj Design variable of neighbour element j
xp

i Penalised ith element design variable
x̃ Filtered design variable
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Abstract: The present work extends the examination of selective laser melting (SLM)-fabricated
15-5 PH steel with the 8%-transient-austenite-phase towards fully-reversed strain-controlled low-
cycle fatigue (LCF) test. The cyclic-deformation response and microstructural evolution were in-
vestigated via in-situ neutron-diffraction measurements. The transient-austenite-phase rapidly
transformed into the martensite phase in the initial cyclic-hardening stage, followed by an almost
complete martensitic transformation in the cyclic-softening and steady stage. The compressive stress
was much greater than the tensile stress at the same strain amplitude. The enhanced martensitic trans-
formation associated with lower dislocation densities under compression predominantly governed
such a striking tension-compression asymmetry in the SLM-built 15-5 PH.

Keywords: 15-5 PH stainless steel; in-situ neutron diffraction; selective laser melting; low-cycle
fatigue; martensite transformation

1. Introduction

Selective laser melting (SLM), one of the most commonly used approaches in additive
manufacturing (AM) technique, provides great abilities in fabricating layer by layer-built
parts with complex geometry and customization, which significantly affects the anisotropy
in mechanical properties with respect to the building directions [1–5]. The heterogeneous
microstructure with the formation of defects in the SLM-manufactured alloys is inherently
different from the homogeneous microstructure of the conventional cast and wrought
alloys, causing unpredictable mechanical and fatigue properties of the SLM-fabricated
components [2,6–8]. During the consecutive cycles of rapid heating and solidification under
laser melting, the occurrence of defects, nucleation and growth, and phase transformation
induces a metastable microstructure of the additive manufactured metals [2,9,10].

The imperfections such as pores are strongly governed by the welding environments,
which significantly decreased the mechanical properties of the steel welded joints [11].
Garcias et al. compared the material properties fabricated via conventional manufacturing
and AM methods in which porosity and lack of fusion in the additive manufactured
steels were found to have a negative effect on their mechanical and fatigue responses [12].
Post processing may reduce the imperfections and improve the properties of additive
manufactured alloys [12]. Tailoring the intricate AM process with plenty fabrication
conditions associated with various post treatments is full of challenges but a requisite for
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great optimization of mechanical and fatigue performances of the additive manufactured
alloys.

The AM process parameters enable the controllable microstructure of precipitation
hardened stainless steels consisting of austenite and martensite phases and thus strongly
govern their mechanical properties [13–16]. The retained austenite produced in the additive
manufactured steels during AM process enabled the transformation-induced plasticity [17].
Investigations on the influence of non-equilibrium retained austenite γ-phase and the
strain-induced martensitic transformation under loading in the additive manufactured
15-5 PH and 17-4 PH steels have been extensively reported [4,14,18–25]. Huang et al. ex-
amined the tensile properties of the 15-5 PH steel with a tunable fraction of metastable
transient-austenite-phase, which can be successfully tailored via the SLM process. They
demonstrated that a higher fraction of transient austenite γ-phase was beneficial to the
tensile properties of the SLM-built 15-5 PH steel [4]. Specifically, the SLM-built 15-5 PH with
the 18%-transient-austenite-phase revealed a more impressive strain hardening effect be-
yond yielding, while the specimen with the 8%-transient-austenite-phase disclosed similar
deformation behavior as the as-quenched martensite steel [4]. Chae et al. demonstrated the
principal strengthening mechanisms via various heat treatments in tailoring the mechanical
properties of the additive manufactured 15-5 PH steels [26].

In the other alloy systems, deformation-induced phase development was found,
such as in the cobalt-based superalloys during monotonic and cyclic deformation [27].
Meanwhile, although comprehensive studies have been devoted to deciphering the strain-
induced phase transformation under monotonic tensile loading, the cyclic-induced phase
transformation subjected to low-cycle-fatigue (LCF) deformation in the SLM-built 15-5 PH
steel conducted by in-situ neutron diffraction is unclear and thus intriguing to examine.

We herein extend our earlier works [4,24,28] towards the microstructural evolution of
α-matrix and transient γ-phase under cyclic continuous tension-compression loading. We
explore the fully-reversed strain-controlled LCF deformation at a strain amplitude of ±1.0%
in the SLM-built 15-5 PH with the 8%-transient-austenite-phase at room temperature. In-
situ neutron-diffraction measurement was carried out to examine the cyclic-stress response
during symmetric tension-compression cyclic loading by monitoring the microstructural
evolutions [29], such as the dislocations [30], which are beneficial to elucidate the cor-
responding deformation mechanisms governing fatigue behavior of the SLM-built 15-5
PH. The possible factors governing the applied stress response upon cyclic loading were
reported.

2. Materials and Methods

The additive manufactured 15-5 PH steel was fabricated from the PH1 powder via
SLM. The chemical composition was composed of 14.35 wt% Cr, 4.03 wt% Ni, 2.71 wt% Cu,
0.01 wt% Mn, 0.99 wt% Si, 0.5 wt% Mo, 0.74 wt% Nb, <0.01 wt% C, and Fe balance. The
laser power of 195 W, spot size of 70 μm, and scanning rate of 1200 mm/s were used. The
vertically-built SLM 15-5 PH steel with the 8%-transient-austenite-phase used in this study
was produced such that the building direction was parallel to the loading direction, shown
in the inset of Figure 1. More details of the 8%-transient-austenite-phase specimen can be
referred in our previous study [4].

In-situ neutron-diffraction measurements were carried out using the VULCAN engi-
neering diffractometer at the Spallation Neutron Source (SNS) of the Oak Ridge National
Laboratory (ORNL) [31–34]. The neutron-diffraction profiles were recorded simultane-
ously in both loading and transverse directions using two orthogonal detectors situated
at ±90◦ from the incident neutron beam. The axial and transverse detectors collect the
diffraction patterns from crystallographic orientations parallel and perpendicular to the
applied loading direction, respectively. The LCF test was conducted with a maximum
tensile strain of 1.0% and a maximum compressive strain −1.0% at a cyclic frequency of 1
Hz. The cylindrical dog-bone-shaped specimen used for LCF loading had a total length of
70 mm, a gauge length of 10 mm, and a diameter of 6 mm, shown in the inset of Figure 1.
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Neutron-diffraction profiles were recorded during LCF test in a strain-controlled mode at
maximum tensile and compressive strains of 1.0% and −1.0% of each fatigue cycle until the
specimen was fractured. The procedures for in-situ neutron-diffraction experiments and
data analysis followed our earlier protocol [4]. The neutron-diffraction patterns were fitted
using the general structure analysis system II (GSAS-II) [35] for phase characterization and
profile analysis. Moreover, the development of dislocation density during LCF response
for both α-matrix and transient γ-phase was determined from the peak-width evolution
following Tomota’s method [36]. The evolution of phase fraction was obtained from the
refined peak intensity as a function of fatigue cycles.

 
Figure 1. Stress-strain curves under LCF test in the SLM-built 15-5 PH steel. Schematic illustration of
the vertically-built SLM 15-5 PH specimen is shown in the inset.

3. Results

3.1. Cyclic Stress-Strain Curves

Figure 1 presents the hysteresis loops at several selected fatigue cycles under LCF test
at a strain amplitude of ±1.0% in the SLM-built 15-5 PH steel. The initial loading was in
tension. In the 1st cycle, the stress value was 955 MPa at 1.0% strain. During unloading
and compression, the plastic deformation started, and the stress value was 1158 MPa at
−1.0% strain, respectively. In reloading to tension, the stress value increased to 1118 MPa
at 1.0% strain, originating from the significant strain hardening from the 1st to 2nd cycles.
In the 2nd cycle, during unloading to zero, plastic strain decreased but the stress value at
−1.0% strain was higher compared to the 1st cycle. The softening and saturation stages
then occurred up to the 62nd cycle at which the specimen was fractured.

3.2. Cyclic-Induced Martensitic Transformation

Figure 2 depicts the evolution of in-situ neutron-diffraction patterns at 1.0% strain
at the 1st and 62nd cycles in both axial loading and transverse directions. The diffraction
profiles of body-centered cubic (BCC) α-matrix and face-centered cubic (FCC) γ-phase
austenite assigned for each (h k l) were illustrated as the blue and red arrows, respectively.
The intensity of (1 1 0) peak of α-matrix in the transverse direction (Figure 2c) was greater
by 30% than that in the axial loading direction in the 1st cycle (Figure 2a). Upon cycling,
the intensity of α-matrix peaks (ferrite and martensite) significantly increased while that
of γ-phase peaks dramatically decreased and almost disappeared at the 62nd cycle in
both axial loading (Figure 2b) and transverse directions (Figure 2d). The neutron results
indicated the cyclic-induced martensitic transformation in the SLM-built 15-5 PH during
continuous tension-compression loading.
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Figure 2. In-situ neutron-diffraction profiles at the maximum tensile strain of 1.0% in the axial loading
direction at the (a) 1st cycle and (b) 62nd cycle. Those in the transverse direction at the (c) 1st cycle
and (d) 62nd cycle in the SLM-built 15-5 PH steel.

3.3. Tension-Compression Asymmetry Behavior

Figure 3a describes the cyclic-stress amplitudes at the tensile strain of 1.0% (red circles
�) and compressive strain of −1.0% (red squares �) as a function of fatigue cycles from 1
to 62 under LCF response in the SLM-built 15-5 PH steel. Under tensile deformation, the
specimen experienced an initial cyclic hardening in which the applied stress significantly
increased from 955 MPa at the 1st cycle to 1177 MPa at the 22nd cycle, followed by a
slightly cyclic-softening and steady behavior up to the 62nd cycle. Meanwhile, under
compressive deformation, there was an increase of cyclic stress from 1158 MPa to 1241 MPa
at the 2nd cycle where the cyclic-hardening/softening transition occurred, followed by a
more obvious cyclic-softening and steady behavior until the 62nd cycle. Moreover, the
compressive stress was much higher than the tensile stress at the same strain amplitude,
suggesting an asymmetric response in tensile-compressive deformation in the SLM-built
15-5 PH steel. Such a remarkable tension-compression asymmetry behavior is one of the
typical characteristics of the additive manufactured alloys [37,38].

Figure 3. (a) The measured stress, calculated stress, and reference calculated stress at the maximum
tensile and compressive deformations as a function of fatigue cycles. (b) The calculated compressive
stress in (a) was replaced by the calibrated compressive stress.

Since the applied stresses vary differently under tension and compression at the same
strain amplitude, clarifying the relationship between the macroscopic applied stress and
microscopic lattice strain is necessary. We followed Wang et al.’s [39] and Young et al.’s [40]
methods to estimate the effective phase stresses in understanding the role of α-matrix and
γ-phase under applied stresses. We calculated the average von Mises equivalent stress
for each phase [41] on the assumption that two orthogonal transverse strain components
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(σ11 = σ22) are equal for cylindrical dog-bone sample. We applied the generalized Hooke’s
law shown as below.

σα
11 = σα

22 =
E

(1 + υ)(1 − 2υ)
{(1 − υ)εα

11 + υ(εα
22 + εα

33)}, (1)

σα
33 =

E
(1 + υ)(1 − 2υ)

{(1 − υ)εα
33 + υ(εα

22 + εα
11)}, (2)

where E is Young’s modulus, υ is Poisson’s ratio, σ33 and ε33 are the stress and strain
components along the axial loading direction, respectively, σ11 and σ22 are the stress
components in the transverse direction, ε11 and ε22 are the strain components in the
transverse direction, and α is the BCC α-matrix. The same calculation is applied for the
FCC γ-phase by substituting γ for α.

The calculated stress (σcalculated
ij ) can be estimated as follows

σcalculated
ij = σα

ij(1 − f ) + σ
γ
ij f , (3)

where f is the volume fraction of the FCC γ-phase, σα
ij and σ

γ
ij are the stress components of

the BCC α-matrix and FCC γ-phase, respectively.
Figure 3a presents the calculated tensile and compressive stresses obtained from

the generalized Hooke’s law shown in the blue circles (�) and squares (�), respectively,
while the reference calculated tensile and compressive stresses using the reference Young’s
modulus [42] were depicted in the black circles (�) and squares (�), respectively. It can
be seen from Figure 3a that the calculated stresses were almost the same as the reference
calculated stresses under both tensile and compressive deformations. Furthermore, the
measured stress was much closer to the reference calculated stress under tension than
under compression.

3.4. Effect of Porous Structure on the Tension-Compression Asymmetry Behavior

The outstanding tension-compression asymmetry behavior may be governed by var-
ious reasonable factors such as porous structure, phase transformation, and dislocation
density. The pores, microvoids, or inclusions commonly exist in the additive manufactured
steels due to thermal gradients or unmelted powder during the additive manufacturing
process [37,43–45]. Thus, we first assumed that porous structure is one of the possible
causes resulting in the tension-compression asymmetry behavior. To correlate the mechani-
cal properties of porous materials with their relative densities, we recalled the Ashby and
Gibson model (1997) as follows [46]:

σy = σy0 × ρ3/2
rel , (4)

Ee f f = E0 × ρ2
rel , (5)

where σY and Ee f f are the yield strength and effective modulus of the porous material,
respectively; σy0 and E0 are the yield strength and elastic modulus of the bulk material,
respectively; and ρrel is the relative density of the porous material.

We herein assumed that when the specimen experiences tensile deformation, the
internal pores are stretched and the volume becomes larger. However, the internal pores
are squeezed or even disappeared as the specimen undergoes compressive deformation.
The deformation is presumably highly influenced by large internal porosity in tension.
Therefore, the parameters of the porous material were expressed as the case of tension while
the parameters of the bulk material were represented as the case of compression. Based on
the measured Young’s moduli obtained from the slopes of lattice strain versus engineering
stress curves under tension and compression, the relative densities of α-matrix and γ-phase
calculated from Equation (5) were 0.970 and 0.794, respectively. The stress components of α-
matrix and γ-phase of the porous material under compression were accordingly adjusted by
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Equation (4) instead of Equation (2). The calibrated compressive stress was then calculated
by Equation (3), which was shown in the green squares (�) in Figure 3b. Compared with the
calculated compressive stress, the calibrated compressive stress was closer to the measured
compressive stress. Despite taking the porous structure into consideration, the calibrated
compressive stress was still inconsistent with the measured compressive stress, suggesting
other factors governing the tension-compression asymmetry behavior besides the porous
structure.

3.5. Effect of Microscopic Change on the Tension-Compression Asymmetry Behavior

Since the two phases of α-matrix and γ-phase co-existed and there was martensitic
transformation in the SLM-built 15-5 PH steel during cyclic loading, exploring the con-
tribution of each phase to the macroscopically measured stresses under both tension and
compression is necessary. Figure 4a,b present the microscopically individual stresses of
α-matrix and γ-phase as a function of fatigue cycles, respectively. The individual stress of
α-matrix disclosed an obvious symmetry under tension and compression; however, the
individual stress of γ-phase revealed an evident tension-compression asymmetry behavior
upon cycling. The macroscopic tension-compression asymmetry was probably originated
from the major contribution of γ-phase instead of α-matrix. It should be noted that the
phase fraction should be taken into account when calculating the macroscopic stress of
the specimen by Equation (3). Particularly, the phase fraction of γ-phase austenite (8 wt%)
was much lower than that of α-phase ferrite (92 wt%) before the fatigue test. Moreover,
the γ-phase austenite rapidly transformed to the martensite phase up to the 2nd cycle,
followed by a nearly complete martensitic transformation upon further cycling, as seen
in the phase fraction evolution of α-matrix and γ-phase in Figure 4c,d, respectively. Since
there is a very small fraction of γ-phase austenite upon cycling, its effect on the macroscopic
stress should be trivial. Therefore, the tension-compression asymmetry of γ-phase had a
negligible influence on the macroscopic tension-compression asymmetry behavior in the
SLM-built 15-5 PH.

Figure 4. The microscopically individual stresses of the (a) α-matrix and (b) γ-phase; the phase
fraction of the (c) α-matrix and (d) γ-phase; the dislocation density of the (e) α-matrix and (f) γ-phase
as a function of fatigue cycles.
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Accompanying with the martensitic transformation, examination of microstructural
evolution of the individual phases during cyclic loading is indispensable to understand
the tension-compression asymmetry in the SLM-built 15-5 PH steel. Figure 4e,f show the
dynamic evolution of dislocation densities of α-matrix and γ-phase as a function of fatigue
cycles, respectively. The evolution of dislocations under tension and compression disclosed
similar trends in both α-matrix and γ-phase, however, the dislocations exhibited lower
densities in compression than in tension for both α-matrix and γ-phase, implying the
different contribution of dislocation activities to the tension-compression asymmetry in the
SLM-built 15-5 PH specimen.

4. Discussion

Since the pores are usually formed in the fabricated alloys during SLM process and
they strongly affect their mechanical properties, we further calculated the porosity of the
SLM-built 15-5 PH by the Equation (6) [47].

P(%) =

(
1 − ρmeasured

ρtheoretical

)
∗ 100, (6)

where ρmeasured is the measured density of the SLM-built 15-5 PH specimen and ρtheoretical
is the theoretical density of the material.

The measured density of the SLM-built 15-5 PH measured by the Archimedes method
was 7.759 g/cm3, which was similar to the density of the SLM-built 17-4PH steel with
similar manufacturing parameters measured by Hengfeng Gu et al. [48]. The porosity of
the SLM-built 15-5 PH specimen was determined to be 0.53%, which is insufficient to have
a major impact on the tension-compression asymmetry behavior [49]. The results inferred
that the porosity had relatively minor contributions to the tension-compression asymmetry
behavior in the SLM-built 15-5 PH specimen.

The phase fraction evolution of both α-matrix and γ-phase was similar under tension
and compression in Figure 4c,d, however, there was a noticeable difference in the amount
of martensitic transformation between tension and compression. A slightly higher fraction
of the cyclic-induced martensite phase was visible under compression than under tension
in the cyclic-hardening region, while no evident discrepancy of martensitic transformation
was seen in the cyclic-softening and steady stage. Since the martensite phase is harder than
the other phases, the more pronounced fraction of cyclic-induced martensite phase under
compression significantly contributes to the higher cyclic compressive stress at the same
strain amplitude and thus the more hardening behavior under compression.

In Figure 4e,f, although the dislocation densities of both α-matrix and γ-phase de-
creased with increasing fatigue cycles, the dislocation densities of γ-phase dramatically
reduced upon cycling. Such a drastic degradation of dislocation density of γ-phase leads
to the cyclic-softening region [50]. Furthermore, the dislocation densities of both α-matrix
and γ-phase were lower under compression rather than under tension. The decreased
dislocation densities under the fatigue test were also observed under the monotonic tensile
test in the SLM-built 15-5 PH, which was assigned to the coalescence of dislocations during
martensitic transformation [4]. Lower dislocation densities under compression promote
the nucleation and growth of the martensite phase [50], which is beneficial to the higher
cyclic stress under compression.

5. Conclusions

We examined the cyclic-stress response under strain-controlled LCF test in the SLM-
built 15-5 PH steel with 8%-transient-austenite-phase and identified the possible underlying
factors. The SLM-built 15-5 PH specimen was fractured at the 62nd cycle upon cycling load-
ing at a strain amplitude of ±1.0%. The compressive stresses of 1158 MPa and 1241 MPa
were higher than the tensile stresses of 955 MPa and 1118 MPa at the 1st and 2nd cycles,
respectively. The effect of inherent pores and porosity on the SLM-built 15-5 PH plays
a secondary role in higher cyclic compressive stress. Such a hardening response under
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compression was mainly ascribed to the primary martensitic transformation coupled with
lower dislocation densities. Understanding the principal microstructural changes govern-
ing the applied stress amplitude upon cycling is helpful for the design of fatigue-resistant
additive manufactured alloys.
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Nomenclature

Selective laser melting SLM
Low-cycle fatigue LCF
Additive manufacturing AM
Spallation Neutron Source SNS
Oak Ridge National Laboratory ORNL
General structure analysis system II GSAS-II
Body-centered cubic BCC
Face-centered cubic FCC
� Measured tensile stress
� Measured compressive stress
� Calculated tensile stress
� Calculated compressive stress
� Reference calculated tensile stress
� Reference calculated compressive stress
� Calibrated compressive stress
E Young’s modulus
υ Poisson’s ratio
σ33 Stress along the axial loading direction
ε33 Strain along the axial loading direction
σ11 Stress components in the transverse direction
σ22 Stress components in the transverse direction
ε11 Strain components in the transverse direction
ε22 Strain components in the transverse direction
α BCC α-matrix
γ FCC γ-phase
σcalculated

ij Calculated stress
f Volume fraction of FCC γ-phase
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σα
ij Stress components of BCC α-matrix

σ
γ
ij Stress components of FCC γ-phase

σY Yield strength of porous material
Ee f f Effective modulus of porous material
σy0 Yield strength of bulk material
E0 Elastic modulus of bulk material
ρrel Relative density of porous material
P(%) Porosity
ρmeasured Measured density
ρtheoretical Theoretical density
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Abstract: Generating polymer–metal structures by means of additive manufacturing offers huge
potential for customized, sustainable and lightweight solutions. However, challenges exist, primarily
with regard to reliability and reproducibility of the additively generated joints. In this study, the
polymers ABS, PETG and PLA, which are common in material extrusion, were joined to grit-blasted
aluminum substrates. Temperature dependence of polymer melt rheology, wetting and tensile single-
lap-shear strength were examined in order to obtain appropriate thermal processing conditions. Joints
with high adhesive strength in the fresh state were aged for up to 100 days in two different moderate
environments. For the given conditions, PETG was most suitable for generating structural joints.
Contrary to PETG, ABS–aluminum joints in the fresh state as well as PLA–aluminum joints in the
aged state did not meet the demands of a structural joint. For the considered polymers and processing
conditions, this study implies that the suitability of a polymer and a thermal processing condition
to form a polymer–aluminum joint by material extrusion can be evaluated based on the polymer’s
rheological properties. Moreover, wetting experiments improved estimation of the resulting tensile
single-lap-shear strength.

Keywords: structural joints; aging; material extrusion; additive manufacturing; ABS; PETG; PLA;
aluminum; polymer rheology; thermal joining

1. Introduction

Additive manufacturing (AM) offers huge technical potential, especially with regard
to sustainable and customized solutions [1,2]. One of the most common AM technologies
is material extrusion (ME), where the extruded material (i.e., polymer) is dosed in a tar-
geted way to generate a three-dimensional part layer-by-layer—cf. DIN EN ISO/ASTM
52900-2017. This process is also referred to as fused deposition modeling® (FDM®) or fused
filament fabrication (FFF). Lightweight systems in particular often require joining multiple
components or materials due to size limitations of the production process or locally varying
demands concerning functionality and costs [3,4]. Recently, Frascio et al. [3] emphasized
the need for suitable joining concepts with regard to additive manufactured adherends
and adhesives. One approach, examined in this work, is to use the polymer processed
by ME as (hotmelt) adhesive, resulting in a smooth transition between the joint and the
subsequently generated polymer part. Challenges exist primarily with regard to reliability
and reproducibility of the additively generated joints. For industrial applications, lack of
knowledge about joint degradation and aging resistance represents the key issue regarding
this technique.

From adhesive technology, wetting is known to be a crucial factor to buildup adhesive
interactions between the substrate surface and the adhesive. Habenicht [5] distinguished
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between mechanical and specific adhesion. The former corresponds to a form fit on
the microscale, while the latter results from chemical and physical adsorption of the
macromolecule functional groups onto the adherent surface. Due to the absence of highly
chemically reactive functional groups in the thermoplastics used for ME, only physical
adsorption, e.g., Van der Waals forces, dipole–dipole-interactions or H-bonding, is relevant.
Both mechanical and specific adhesion require the polymer melt to penetrate into the
substrate’s surface texture to establish a form fit or short-range interactions, respectively.
Hence, wetting is an indispensable precondition for strong polymer–metal bonding [6].
In thermodynamic equilibrium, the wetting angle, ϕ, results from the interfacial tension
between polymer and substrate, γPS, polymer and atmosphere, σPA, and substrate and
atmosphere, σSA, according to Young’s equation (cf. Equation (1)). The interfacial tension
is defined as the mechanical work that needs to be applied to increase the interfacial area
by 1 cm2. Figure 1 shows a polymer drop on a metal surface where the interfacial tensions
are in equilibrium in a vectorial manner. Adhesion is promoted by proper adherent surface
preparation, which forms interlocking structures, increases the real surface and generates
or exposes highly energetic surface functional groups.

cos(ϕ) =
σSA − γPS

σPA
(1)

φ

γσ

σ

atmosphere (A)

polymer (P)

substrate (S)

Figure 1. Polymer drop on substrate surface.

The work of adhesion, which is defined as the mechanical work required to separate
two phases with a contact area of 1 cm2, can be calculated according to the Young–Dupré
equation (cf. Equation (2)). Although wetting is crucial to buildup the adhesive interactions,
it is generally not possible to predict the strength of an adhesive joint solely based on the
wetting conditions (Equation (2)) [5].

WA = σPA + σSA − γPS = σPA·[1 + cos(ϕ)] (2)

In general, clean metallic and oxidic surfaces possess a high surface tension, σSA,
and are wetted properly by liquids with a low surface tension, such as polymers—σPA [7].
However, Equation (2) does not account for differences between the advancing and receding
angle or for kinetically ruled processes. In thermal equilibrium, liquids with an elevated
viscosity, such as polymer melts, wet the substrate gradually. The dynamics of wetting
result in viscous friction in the drop and molecular adsorption and desorption processes at
the contact line [8,9]. As a result, the contact angle decreases continuously until equilibrium
is reached. Depending on the viscosity of the polymer melt, this process takes some 10 min
(cf. e.g., [10]). Hence, wetting dynamics depend on polymer melt viscosity, which usually
decreases with increasing shear rate and temperature [11]. Furthermore, the polymer melt
surface tension, σPA, decreases with increasing temperature [12]. Hence, increasing the
temperature promotes wetting in terms of thermodynamic equilibrium (cf. Equation (1))
and dynamics. Besides the polymer, the type of metal and its surface condition also affect
wetting and joint strength due to differences in physical adsorption, interfacial tension (γPS
and σSA), wetting dynamics and thermally induced internal stresses [5]. While the former
two mainly depend on the substrate’s surface functional groups, the latter two depend on
the thermal conductivity and expansion coefficient, respectively.
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Das et al. [13] emphasized the importance of polymer melt rheology in the context of
ME. On the one hand, proper extrusion, wetting and interdiffusion between the adjacent
traces is promoted by a low viscosity, η, and a high loss factor, tan(δ). On the other
hand, geometric accuracy and dimensional stability require high viscosity and a low loss
factor. The loss factor, tan(δ) = G′′/G′, equals the ratio of loss modulus, G′′, and storage
modulus, G′, and specifies whether the polymer melt behaves dominant elastic (tan(δ) < 1)
or dominant viscous (tan(δ) > 1). Based on the local thermal history and the viscoelastic
polymer melt properties, some authors [14–16] derived a polymer healing degree or an
effective weld time between adjacent layers in order to predict the interfacial strength. The
underlying relaxation phenomena were correlated with, e.g., the reptation time td. This
time corresponds to a long-range relaxation or diffusion, respectively, of a macromolecule
and can be calculated according to Equation (3) based on the zero shear viscosity, η0, and
the plateau modulus, G0

N [17]. Another characteristic relaxation time is the rouse relaxation
time, tro, which corresponds to short-range relaxations at the chain ends and equals the
crossover time (cf. Equation (4)) [17].

td =
12·η0

π2·G0
N

(3)

tro = t|G′=G′′ ∨ tan(δ)=1 (4)

For hotmelts, adhesion interface performance is known to be highly sensitive to local
temperature management during application. Due to their high thermal conductivity,
Habenicht et al. [6] suggested preheating of metal substrates to the melting tempera-
ture, Tm, of the hotmelt prior to the joining process. Accordingly, Amancio-Filho and
Falck [18] specified substrate temperatures in between the extrusion temperature, Te,
and the crystallization temperature, Tc, of the polymer processed by ME to optimize
polymer–metal bonding. However, in their recent publications regarding the Addjoining®

process, Falck et al. [19,20] applied a primer onto the aluminum surface before the actual
ME joining process was carried out at significantly lower substrate temperatures. Using
carbon fiber reinforced polyamide 6 (CF-PA6) instead of acrylonitrile–butadiene–styrene
copolymer (ABS) resulted in a higher tensile single-lap-shear strength. Chueh et al. [21]
generated poly(ethylene terephthalate) (PET)–steel joints by ME of the polymer on a pre-
heated (180 ◦C) structured metal substrate with undercuts, which was prepared by selective
laser melting (SLM). After filling the surface structures with polymer, the ME process was
paused to consolidate the polymer–metal interface by pressure and laser stimulation. By
increasing substrate and extrusion temperature, Hertle et al. [22] increased the lap shear
strength of ME-joined polypropylene (PP)–aluminum samples. The increased contact
temperature resulted in improved filling of the microstructures of the electrochemically
treated aluminum surface. Dröder et al. [23] joined ABS to surface structured aluminum
substrates. Higher surface structures and substrate temperatures resulted in increased
tensile single-lap-shear strength. In our previous work [24], we showed the ability of
thermographic process monitoring to characterize the ME joining process in terms of wet-
ting and joint strength, as exemplified by poly(lactic acid) (PLA)–aluminum joints. While
Herlte et al. [22], Dröder et al. [23] and Bechtel et al. [24] observed a large influence due
to substrate temperature, Ts, Falck et al. [19] reported only a minor effect. As Falck et al.
applied a primer beforehand, the polymer was not deposited directly on the metal surface
during the ME process. Due to the significantly lower thermal conductivity of the primer,
substrate temperature dependence was reduced (cf., e.g., [5]). The presented studies all
dealt with polymer–metal joints generated by ME; however, in terms of structural joining
and industrial application of the joining concept, the following questions arise:

• Which of the common thermoplastics for ME is most suitable to generate structural polymer–
metal joints? Direct comparison between the studies is not feasible, in particular due to
different processing and substrate surface conditions.
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• Can structural polymer–metal joints be generated by ME on “simple” practical relevant metal
surfaces (e.g., prepared by grid blasting)? In the relevant studies, either a primer was
applied beforehand or complex surface preparation methods were used. Moreover,
none of the studies considers joint degradation.

This article focuses on the generation of structural polymer–aluminum joints by means
of ME. Structural joints are characterized by high joint strength (shear strength greater than
7 MPa) and significant aging resistance [7]. Moreover, we examined how joint strength
correlates to wetting and polymer (melt) properties for several thermoplastics in order to
obtain appropriate thermal processing conditions. Hence, the originality of this work lies in
the characterization and evaluation of ME-generated polymer–metal joints in terms of joint
strength and aging resistance by taking into account wetting and polymer melt properties.

2. Materials and Methods

The hereafter described approach is a continuation of our previous work [24].

2.1. Aluminum Substrates

The aluminum substrates were received from the water-jet cutting company RS-Evolution
(Saarwellingen, Germany). The deburred substrates were prepared to measure 25 mm by
115 mm from 2 mm thick sheet metal of EN AW-6082-T6. This medium-strength aluminum
alloy has excellent corrosion resistance and is typically used for structural parts in, e.g., the
transportation sector [25]. The substrates were grit blasted with corundum (Al2O3), size
F150, which was received from Oberflächentechnik Seelmann (Dessau-Roßlau, Germany).
Particle size was about 82 μm and laid within standardized range (45–106 μm)—cf. DIN EN
13887-2003. Sandblasting was performed with a ST 800-J (Auer Strahltechnik, Mannheim,
Germany) at a pressure of 6 bar, a working distance of 10 cm and an angle of 90◦ to
the surface.

2.2. Material Extrusion (ME)

The polymers were processed by a customized ME machine based on a desktop FFF
platform (Ender 3, Creality 3D, Shenzhen, China). The extruder was equipped with a
water-cooled heatsink, a “volcano”-type hotend and a brass nozzle with an inner diameter,
wPo, of 0.8 mm (all purchased from E3D Online, Oxfordshire, UK). Three thermoplastic
polymers, common for ME, were considered:

• Acrylonitrile–butadiene–styrene copolymer (ABS), Extrafill™ (Fillamentum, 768 24 Hulín,
Czech Republic), yellow-colored filament

• Poly(ethylene terephthalate) glycol comonomer (PETG), PolyLite™ (Polymaker, Shang-
hai, China), transparent filament

• Poly(lactic acid) (PLA), Ingeo™ 3D870 (Nature Works, Minnetonka, MN, USA), black-
colored filament

ABS, PETG and PLA were extruded at a temperature, Te, of 240 ◦C, 220 ◦C and
200 ◦C, respectively. Extruder temperature Te was chosen based on polymer melt viscosity.
During the deposition of the dPo = 0.3 mm high layers, the extruder moved at a velocity,
ve, of 10 mm/s. The polymer-specific substrate temperatures, Ts0, of 100 ◦C, 80 ◦C, and
60 ◦C for ABS, PETG and PLA, respectively, were chosen based on the recommended
build-plate temperatures in the datasheets [26–28]. In the joining and wetting experiments,
the substrate temperature, Ts, was varied. If the substrate temperature at a certain layer
i, Ts,i, differed from the polymer-specific substrate temperature, Ts0, it is specified in
the corresponding section. Slicing was done with Ultimaker Cura 4.0 (Geldermalsen,
The Netherlands).

2.3. Rheometry

Rheometry was performed with an Ar2000ex (TA Instruments, New Castle, DE, USA)
rheometer using plate–plate configuration. A 1 mm thick polymer disc with a diameter
of 25 mm was generated by ME and placed between the plates of the rheometer. After
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preheating to 200 ◦C, the disc was carefully compressed by the rheometer plates to prevent
the polymer from squeezing out. Using deformation-controlled oscillation rheology, the
deformation amplitude was set to 5%. After equalization for 2 min at the set measurement
temperature, oscillation sweeps were carried out in the range from ω = 2π·10 Hz down to
ω = 2π·0.01 Hz. In the first measurement cycle, the set temperature ranged from 200 ◦C to
130 ◦C for all polymers. In the second cycle, the maximum temperature was set to 250 ◦C,
240 ◦C and 220 ◦C for ABS, PETG and PLA, respectively, while the minimum temperature
was kept unchanged at 130 ◦C. The third cycle was identical to the first cycle.

Rheometry was used to access the thermo–rheological properties of the polymer
melts, which are crucial for wetting, cohesive properties [29–31] and adhesion interface
performance [6]. In total, 5 specimens were tested for each polymer.

Providing that all relevant relaxation phenomena show the same temperature depen-
dence, relaxation times, ti, and frequency data, ω, were shifted with the horizontal shift
factor aT (cf. Equation (5)). Based on this time–temperature superposition [17], single
master curves for modulus, G* = G′ + iG′′, and viscosity, η* = η′ + iη′′, at reference tem-
perature T0 were constructed according to Equation (6). The vertical shift factors, bT =
T0/T, solely depend on measurement temperature, T, and reference temperature, T0, while
the horizontal shift factors, aT, were fit to the Williams–Landel–Ferry equation with the
WLF-constants C1 and C2 (cf. Equation (7)).

ti(T0) =
ti(T)

aT(T, T0)
, ω(T0) = aT(T, T0)·ω(T) (5)

G∗(T0, aTω) = bT(T, T0)·G∗(T, ω), η∗(T0, aTω) =
bT(T, T0)

aT(T, T0)
·η∗(T, ω) (6)

log[aT(T, T0)] =
−C1·(T − T0)

C2 + (T − T0)
(7)

2.4. Wetting

To evaluate wetting behavior, an apparatus for contact angle measurement was added
to the ME machine. This apparatus consists of illumination (7W LED spot with diffusor)
and a camera (BFS-U3-04S2M (FLIR, Wilsonville, OR, USA), lens: LM50JC (Kowa, Nagoya,
Japan)) triggered by the ME machine via specific commands in the G-Code (cf. Figure 2).
After preheating the aluminum substrate to the specified first-layer substrate temperature,
Ts,1, the primed extrusion nozzle was placed 1 mm above and 2 mm behind the front
edge of the substrate and within the field-of-view of the camera. A polymer melt drop
with a volume of about 5 μL (referring to the density at room temperature) was extruded
before the extrusion nozzle was moved out of the camera’s field-of-view (standby position).
Dynamic wetting was recorded for up to 120 min at several substrate temperatures, Ts,1.
The highest considered Ts,1 was equal to the polymer specific extrusion temperature Te.
Ts,1 was lowered in increments of 20 ◦C as long as proper deposition of the polymer melt
drop could be achieved.
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Figure 2. Description of the wetting experiment.

Contact angle analysis was done using MATLAB (MathWorks, Natick, MA, USA),
as shown in Figure 3 based on the procedure presented by Andersen et al. [32,33]. After
image segmentation, edge detection, drop separation, fitting (to the left and right of the
apex, 4th-order polynomial) and baseline determination (non-wetted substrate surface on
the left and right of the drop), the contact angle was determined at the triple point. This
apparent macroscopic contact angle was determined by neglecting surface heterogeneity
and roughness. Contact angle measurement was done 3 times for each combination of
polymer and substrate temperature.

edge 
detection

baseline
determination

fit with 4th order polynomials and contact 
angle determination in the triple point

φrφlsubstrate

drop

 

Figure 3. Determination of the contact angle, ϕ, as mean of the left, ϕl, and right, ϕr, contact angle.

2.5. Mechanical Performance

Tensile tests were carried out using a Kappa 100 DS (ZwickRoell, Ulm, Germany)
equipped with a 100 kN loadcell at a controlled ambient temperature of 23 ◦C. In addition
to adhesion interface performance, bulk properties of polymer samples prepared by ME
were acquired. All tensile tests were driven-displacement controlled, with 1 mm/min
crosshead speed.

Polymer bulk mechanical properties were obtained according to DIN EN ISO 527-
2:2012 (type 1A). The extruded tracks were oriented parallel to the loading direction. The
polymer was extruded on polyimide-taped aluminum substrates. Due to local excessive
tension in the tapered regions [34], these regions were reinforced with an epoxy adhesive
(Loctite EA3430, Henkel, Düsseldorf, Germany) to prevent failure outside the measurement
area (parallel part). The strain measurement within the parallel part was not affected
by the epoxy reinforcement. In total, 6 dog bone tensile test specimens were tested for
each polymer.

The adhesion interface performance in polymer–aluminum assemblies was evaluated
based on ISO 19095 (type B, without specimen retainer). Deviating from the standard, the
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joint width of the single-lap joints (SLJ) was increased from 10 mm to 20 mm to improve
handling. The clamping length was set to 20 mm for the polymer part and 45 mm for the
aluminum part to achieve comparable bending stiffness of both adherents. The dimensions
and the ME buildup strategy of the polymer part are shown in Figure 4. The tensile single-
lap-shear strength, τSLJ = FB/AJ, was calculated based on the breaking load, FB, and the
joint area, AJ. Failure patterns are classified as polymer part failure (PF, outside the joining
area), cohesive failure (CF), adhesive failure (AF) and mixed adhesive and cohesive failure
(ACF). The eccentric load path within the joint led to rotation during loading and caused,
among other things, additional peel stresses (cf. e.g., [6]). These local stress concentrations
caused early joint failure.

polymer

aluminum

20 mm

25 mm

5 
m

m

20
 m

m
45

 m
m

(a) (b)

x

y

Figure 4. (a) Schematic test setup—tensile single lap shear strength; (b) ME buildup strategy of the
polymer part.

The polymer–aluminum joints were prepared by fixing the aluminum substrates
on an aluminum hot plate (cf. Figure 2) while extruding the polymer layer-wise on the
substrate surface. The part of the polymer adherent beyond the overlap was supported
by an aluminum spacer, partially taped with polyimide tape, which was removed after
the ME process. The thermal joining process was evaluated by means of the first-layer
substrate temperature, Ts,1. For higher layers, the substrate temperature was gradually
decreased down to the polymer-specific substrate temperature, Ts0. Table 1 shows the
substrate temperature increments for the explored temperature settings. As with wetting,
the highest considered Ts,1 was equal to the polymer-specific extrusion temperature Te.
Ts,1 was lowered in increments of 20 ◦C until the adhesive strength of the joint was too low
for handling.

Table 1. Substrate temperature at each layer i, Ts,i, during ME of the polymer part of the SLJ for the
explored temperature settings.

Temperature Setting Ts,1/(◦C) Ts,2/(◦C) Ts,3/(◦C) Ts,i/(◦C), i > 4

1 240 150 100 Ts0/(◦C)
2 220 150 100 Ts0/(◦C)
3 200 150 100 Ts0/(◦C)
4 180 150 100 Ts0/(◦C)
5 160 150 100 Ts0/(◦C)
6 140 100 Ts0/(◦C)
7 120 100 Ts0/(◦C)

Figure 5 shows the substrate and extruder temperature profiles during the production
of an SLJ specimen in the case of a substrate temperature, Ts,1, of 200 ◦C and an extruder
temperature, Te, of 220 ◦C. Sample preparation was carried out on three identical substrates
per sequence. In total, 6 specimens were tested for each set of parameters. The fresh SLJ
were tested within 5 h after sample production to reduce aging effects.
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Figure 5. Temperature time profile of the nominal and actual temperature of the extruder, Te, and the
substrate, Ts, during production of an SLJ specimen. Cooling rates represent averaged values.

2.6. Aging

Two different moderate environments, which represent real operating conditions,
were considered, and are referred to as aging and storing:

• Aging (moist–warm conditions): Darkness, 40 ◦C and humid air (75% r. h., setup
above saturated NaCl solution [35])

• Storing (dry conditions): Darkness, 23 ◦C and dry air (<8% r. h., setup above silica gel
desiccant)

Storing was considered as a reference, in order to separate the effect of internal thermal
stresses from hygro–thermo–oxidative aging effects.

SLJs with the highest tensile single-lap-shear strength, τSLJ, in the fresh state were aged
and stored for up to 100 days. Before mechanical testing, the specimens were acclimatized
for at least 1 h at the test climate. Dog bone tensile test specimens were also aged for
100 days to achieve the mechanical polymer bulk properties in the aged state as a reference.
For each aging time, 6 samples were tested.

3. Results and Discussion

3.1. Material Properties

Table 2 gives a summary of selected properties of the aluminum (Al) substrates and
polymers used.

Table 2. Overview of selected thermal and mechanical properties of the materials used. The melting,
crystallization and glass transition temperatures (onset) of the polymers were measured with a
DSC3 (Mettler-Toledo, Columbus, OH, USA) at cooling and heating rates of 10 K/min. The thermal
expansion coefficients α were not obtained for the polymers used; instead, typical ranges for ABS,
PETG and PLA, respectively, are given. (*: for Al, the liquidus and solidus temperatures are given).

Property Al ABS PETG PLA

thermal expansion coefficient α/(10−6/K) 23 [25] 108–234 [36] 120–123 [36] 126–145 [36]
density ρ/(g/cm3) 2.7 [25] 1.04 [26] 1.25 [27] 1.22 [28]
melting temperature Tm/(◦C) 650 * [25] amorphous amorphous 169 ± 0
crystallization temperature Tc/(◦C) 575 * [25] amorphous amorphous 119 ± 0
glass transition temperature Tg/(◦C) - 99 ± 1 75.5 ± 0 58 ± 2
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Table 2. Cont.

Property Al ABS PETG PLA

elastic modulus E/(GPa) 70 [25] 2.3 ± 0.1 2.1± 0.1 2.9± 0.1
yield strength σy/(MPa) 280 [25] 30 ± 1 47 ± 1 48 ± 1
elongation at yield εy/(%) 1.8 ± 0.2 4.1 ± 0.1 2.5 ± 0.2

surface roughness Ra/(μm)
- blank 0.18 ± 0.02 [24]
- sandblasted (FEPA 150) 1.9 ± 0.5 [24]

Due to the viscoelastic nature of the polymers, their properties were a function of
heating, strain rate and temperature. For the technical polymer components investigated,
material properties depended, in addition to molecular weight, on additives, such as
plasticizers (e.g., [37]). Moreover, the mechanical properties were particularly sensitive
to process conditions and buildup strategy (e.g., [38]). While the investigated ABS and
PETG were amorphous (no crystallization and melting event), PLA showed crystallization
at a cooling rate of 10 K/min. At room temperature, all polymers were in the glassy
state, while ABS (Tg = 99 ◦C) showed the highest and PLA (Tg = 58 ◦C) the lowest glass
transition temperature, Tg. The thermal expansion coefficient, α, of the polymers was about
an order of magnitude higher than that of aluminum. Hence, the thermal joining process
resulted in thermally induced interfacial stresses. Internal stress buildup occurred below
the glass transition temperature, Tg, in the amorphous phase and below the crystallization
temperature, Tc, in the crystalline phase. Consequently, thermally induced interfacial
stresses were particularly relevant for PLA and ABS due to crystallization and high glass
transition temperature, Tg, respectively. With regard to the sensitivity to the polymer
formulation, the process and buildup parameters, and the strain rate, the observed values
for elastic modulus, E, yield strength, σy, and elongation at yield, εy, lay in the data
range reported in the literature (e.g., [38–42]). The elongation at failure could not be
determined reliably, as fracture behavior showed a high variation depending on failure
position (parallel part or tapered regions). Moreover, if failure occurred in the tapered
regions, strain measurement was inaccurate after the yield point, as failure proceeded
outside the measurement marks of the video extensiometry.

Polymer Melt Rheology

Viscosity depended on shear rate,
.
γ, and temperature, T. In order to determine an

appropriate and, in terms of processing viscosity, comparable extrusion temperature for all
polymers, the shear rate,

.
γ, of the polymer melt during the extrusion process was obtained

by Equation (8) as a function of extruder velocity, ve, layer height, dPo, and nozzle diameter,
wPo, as

.
γ = 48 1/s [43].

.
γ =

32
π
·ve·dPo

w2
Po

(8)

Based on the Cox–Merz rule, |η∗(ω)| = η
( .
γ = ω

)
, which applies to the polymers

used [15,44,45], the steady shear viscosity could be approximated based on the oscillatory
measurements. For an extrusion temperature Te of 240 ◦C, 220 ◦C and 200 ◦C, respectively,
ABS, PETG and PLA showed comparable viscosity at ω = 48 Hz (cf. Figure 6), which
lies in a suitable range for the application of hotmelts and extrusion (i.e., 1 × 100 to
1 × 104 Pa s [5,46]).
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Figure 6. Frequency dependence of the complex viscosity, η*, at a reference temperature T0 of 240 ◦C
(ABS), 220 ◦C (PETG) and 200 ◦C (PLA), respectively, for three subsequent measurement runs. The
target viscosity range (gray area) and the shear rate (48 1/s) during the ME process are indicated.
Horizontal shift factors, aT, with corresponding WLF-fit are shown for the first run.

Comparing the three polymers in terms of modulus, G′ and G′′, or loss factor, tan(δ),
revealed pronounced differences, particularly in terms of the loss factor (cf. Figure 7).
Especially for low frequencies, the loss factor, tan(δ), and thus the viscous character of the
polymer melt, was significantly higher for PETG than for PLA and ABS.
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Figure 7. Frequency dependence of storage modulus, G′, loss modulus, G′′, and loss factor, tan(δ),
at a reference temperature T0 of 180 ◦C for the first run. The loss factor was determined based on
smoothed master curves of the storage and loss modulus.

For ABS as well as for PLA in the second and third run, no zero shear viscosity, η0,
could be determined, as there was a continuous increase in viscosity for small frequencies,
ω (cf. Figure 6). The plateau modulus, G0

N, could not be obtained for PLA because there was
not a minimum in G′ nor a maximum in G′′ in the available frequency range (cf. Figure 7).
Therefore, the reptation time, td, which is calculated based on zero shear viscosity, η0,
and plateau modulus, G0

N, was not ascertainable for all polymers. Hence, only the rouse
relaxation time, tro, which could be determined for all polymers, was considered. To
account for the differences in viscous character of the polymer melts, the maximum of the
loss factor, tan(δ)|max, in the available frequency range, ω, was considered. The maximum
of the loss factor, tan(δ)|max and the rouse relaxation time, tro, are listed in Table 3.
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Table 3. Maximum of the loss factor, tan(δ)|max, and rouse relaxation time, tro, at a reference
temperature T0 of 180 ◦C for three subsequent measurement runs.

Property
ABS,

Run 1
ABS,

Run 2
ABS,

Run 3
PETG,
Run 1

PETG,
Run 2

PETG,
Run 3

PLA,
Run 1

PLA,
Run 2

PLA,
Run 3

tan(δ)|max
1.9 1.3 1.3 23 25 14 8.0 3.3 2.8
±0.1 ±0.0 ±0.0 ±5 ±6 ±3 ±1.8 ±0.3 ±0.2

tro (T0)/(ms)
1500 2020 2440 80 48 47 33 15 13
±100 ±180 ±190 ±5 ±5 ±6 ±3 ±5 ±4

All polymers showed degradation phenomena, resulting in deviations between the
subsequent measurement runs. PETG und PLA contain ester groups in their backbones that
make them vulnerable to thermally activated, hydrolytic chain scission [47]. Shortening of
the macromolecules leads to a reduced relaxation time, tro, and viscosity, η, (cf. Figure 6 and
Table 3). The hydrolysis products are new chain ends with carboxyl-groups [47]. In ABS,
the acrylnitril–styrol phase is more stable than the butadiene phase. Thermo–oxidative
processes mainly take place at the butadiene double bonds [47]. However, the result is not
a chain scission. Instead, subsequent reactions lead to functional groups and cross-linking,
which explains the increase in relaxation time, tro, and viscosity, η, (cf. Figure 6 and Table 3).

Due to heat-induced polymer degradation, the first measurement run is most relevant.
However, in the thermal joining and wetting process, the polymers were exposed to
similar conditions by means of temperature and atmospheric contact. Hence, the observed
degradation phenomena may also be decisive in these processes, in particular with regard
to the following aspects:

• ABS and degraded PLA (second and third run) behaved like viscoplastic fluids. These
types of fluids do not converge to a zero shear viscosity, η0, for low shear rates. Instead,
the viscosity continuously increases, as the fluids have a yield stress [46]. This is of
great relevance for the thermal wetting and joining processes since there is no external
force (except gravity) acting on the polymer (melt) after it leaves the extrusion nozzle.

• The carboxyl-(end-) groups resulting from hydrolysis of PETG and PLA can form
strong physical bonds (H-bonding) to the metal substrate [5].

3.2. Wetting

The temporal change in contact angle, ϕ(t), depended on substrate temperature, Ts,1,
and polymer (cf. Figure 8). Equilibration took between a few minutes and some hours.
According to Table 4, the equilibrium contact angles, ϕeq, lay in the range from 15 to 140◦,
representing optimal (ϕeq < 30◦) to insufficient (ϕeq > 90◦) wetting conditions [5].
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Figure 8. Contact angle, ϕ, between polymer drop and aluminum substrate as a function of wetting
time, t, for several substrate temperatures, Ts,1.
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Table 4. Equilibrium contact angles, ϕeq, for the explored temperature settings in terms of substrate
temperature, Ts,1. (*: Equilibrium was not reached in the wetting experiment. Therefore, ϕeq was
estimated as the last observed contact angle (cf. Figure 8)).

Ts,1/(◦C) ϕeq/(◦), ABS ϕeq/(◦), PETG ϕeq/(◦), PLA

240 95 ± 4 - -
220 101 ± 1 14 ± 2 -
200 - 16 ± 1 46 ± 8
180 - 34 ± 3 * 67 ± 3
160 - 87 ± 1 88 ± 3
140 - 113 ± 1 *
120 - 139 ± 1

For all three polymers, wetting improved with increasing substrate temperature, Ts,1,
which is consistent with temperature dependence of surface tension, σPA [12], and viscosity,
η (cf. Figure 6). However, there were significant differences between the polymers. PETG
showed good wetting, even for substrate temperatures, Ts,1, 40 ◦C below the extrusion
temperature, Te. Contrary, wetting through ABS was already poor for a substrate tempera-
ture, Ts,1, equal to the extrusion temperature, Te. The polymer-specific wetting behavior
is attributed to differences in surface tension, σPA, and polymer melt rheology. While the
surface tension of the polymer melts and their temperature dependence was not in the
scope of this work, the influence of polymer melt rheology on wetting can be discussed. The
viscous character of the polymer melts, by means of tan(δ)|max, was highest for PETG and
lowest for ABS (cf. Table 3). Additionally, ABS and degraded PLA behaved like viscoplastic
fluids (cf. Figure 6). Since there was no external force acting on the polymer (melt) drop,
the yield stress required to start flow may not have been reached. Both the viscoplastic
character and the low loss factor, tan(δ)|max, were adverse for wetting.

3.3. Adhesion Interface Performance
3.3.1. Influence of Thermal Processing

Wetting of the aluminum substrates through the polymer melts depended signifi-
cantly on wetting time and took up to several hours to reach equilibrium. Therefore, first,
the influence of wetting time on tensile single-lap-shear strength, τSLJ, was investigated,
exemplarily for PETG and Ts,1 = 200 ◦C (cf. Figure 9). Increasing the wetting time by
1 h decreased τSLJ by about 10 MPa. Hence, contrary to wetting, tensile single-lap-shear
strength did not increase with wetting time. Considering the failure patterns reveals that
ongoing degradation of the polymer weakened the mechanical bulk properties, leading to
polymer part failure (PF). Hence, polymer–metal joints with no additional wetting time
were considered.

Figure 10 shows the tensile single-lap-shear strength, τSLJ, as a function of substrate
temperature, Ts,1. In conjunction with the improved wetting (cf. Table 4), τSLJ increased
with increasing substrate temperature. Differences between the polymers were also con-
sistent with wetting. ABS, which wetted the substrate insufficiently (ϕeq > 90◦) at all
substrate temperatures, showed the lowest tensile single-lap-shear strength. Contrary, the
well-wetting PETG had the highest τSLJ. With increasing substrate temperature and tensile
single-lap-shear strength, the failure pattern changed from adhesive (AF) over than mixed
(ACF) and cohesive (CF) to polymer part failure (PF). For PETG, the shear strength reached
a plateau for Ts,1 above 180 ◦C. This is in accordance with the equilibrium contact angle,
ϕeq, which decreased only slightly between 180 and 220 ◦C (cf. Table 4). Moreover, for Ts,1
greater than 180 ◦C, cohesive failure (CF) dominated, which means the polymer–metal
interface was no longer the weak point. For Ts,1 = 220 ◦C, there was even a small decrease
in τSLJ, accompanied by an increase in polymer part failure (PF). Similar to the effect of
the additional wetting time (cf. Figure 9), this decrease in τSLJ for the highest substrate
temperatures is attributed to degradation of the mechanical polymer bulk properties.
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Figure 9. Influence of additional wetting time (1 h pause @ Ts,1) on tensile single-lap-shear strength,
τSLJ. (a) Temperature–time profiles of the actual temperature of the substrate, Ts, during ME of the
SLJ; (b) Corresponding force–displacement diagrams, F(u), and SLJ fracture surfaces.
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Figure 10. Tensile single-lap-shear strength, τSLJ, as a function of substrate temperature, Ts,1. Per-
centages of the failure patterns: polymer part failure (PF, outside the joining area), cohesive failure
(CF), adhesive failure (AF) and mixed adhesive and cohesive failure (ACF) are given.

For PETG, tensile single-lap-shear strength, τSLJ, decreased for the highest substrate
temperatures and long wetting times. Hence, in the thermal ME joining process, two
opposing effects in terms of tensile single-lap-shear strength took place. On the one side,
wetting improved with increasing substrate temperature and wetting time, but, on the
other hand, degradation at high temperatures and long times weakened polymer bulk
properties. Wetting time in the ME joining process was just a few minutes (cf. Figure 5) and,
hence, significantly shorter than the time required to reach the equilibrium contact angle (cf.
Figure 8). However, there was sufficient adhesion formation to reach high tensile single-lap-
shear strength and cohesive failure (CF) in the case of PETG and high substrate temperatures
(Ts,1 > 180 ◦C). Consequently, arrangement and orientation of the macromolecules in the
wetted area, which is required to form adhesive interactions (i.e., mechanical adhesion and
physical adsorption), proceeded much faster than the macroscopic wetting.
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3.3.2. Aging Resistance

First, the effect of aging on the mechanical polymer bulk properties is presented.
Figure 11 shows stress–strain diagrams of the polymers in the fresh and aged (100 days) state.
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Figure 11. Exemplary stress–strain diagrams, σ(ε), of the polymers in the fresh and aged state. Graphs
in the enlarged section are shifted to (0/0).

Elastic modulus, E, yield strength, σy, and elongation at yield, εy, are given in Table 5.
Aging effects were much more pronounced for PETG and PLA than for ABS. In particular,
the yield strength of PLA as well as the elongation at yield of PLA and PETG decreased
significantly due to aging. Moreover, while PLA and PETG showed predominantly ductile
failure (elongation at failure, εf > 10%) in the fresh state, they broke brittle (εf < 10%) in
the aged state. Hence, PLA and PETG became brittle due to aging, which made them
more sensitive to notches and local stress concentrations. Reasons for the embrittlement
could include the extraction of plasticizers, swelling and hydrolysis (ester groups) [47]. The
observed elongation at failure for PLA in the fresh state was higher than usually reported
in the literature (e.g., [38]). One explanation for this particularly high elongation at failure
is strain crystallization [48]. Due to the low strain rate and material heating caused by
plastic deformation, the mechanical glass transition, which depends on strain rate, could
be reached, and hence, strain crystallization occurred.

Table 5. Elastic modulus, E, yield strength, σy, and elongation at yield, εy, of the polymers in the
fresh and aged (100 days) state.

Property ABS, Fresh ABS, Aged PETG, Fresh PETG, Aged PLA, Fresh PLA, Aged

E/(MPa) 2260 ± 50 2320 ± 40 2100 ± 80 2210 ± 80 2880 ± 70 2640 ± 120
εy/(%) 1.8 ± 0.2 1.7 ± 0.1 4.1 ± 0.1 2.5 ± 0.3 2.5 ± 0.2 1.8 ± 0.0

σy/(MPa) 29.6 ± 1.3 30.3 ± 1.0 46.9 ± 0.9 46.2 ± 3.4 48.1 ± 1.3 41.4 ± 2.0

Due to low τSLJ in the fresh state, Al–ABS-SLJ was not considered for aging and storing
experiments. PETG- and PLA-SLJs, with the highest τSLJ in the fresh state, were aged and
stored for up to 100 days (cf. Figure 12). The substrate temperature, Ts,1, was set to 200 ◦C
for both polymers.
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Figure 12. Tensile single-lap-shear strength, τSLJ, as a function of (a) aging and (b) storage time, t.
Percentages of the failure patterns polymer: part failure (PF, outside the joining area), cohesive failure
(CF), adhesive failure (AF) and mixed adhesive and cohesive failure (ACF) are given.

In the course of aging, τSLJ of Al–PETG-SLJ decreased within 5 days from 25 MPa
to 17 MPa and then remained constant. Even in the aged state, no adhesive failure (AF)
occurred. Hence, the decrease in τSLJ cannot be attributed to interfacial aging effects. In-
stead, embrittlement of the polymer component due to aging (cf. Figure 11) in combination
with the stress concentrations at the joint edges led to the decrease in τSLJ. Storing had no
significant effect on tensile single-lap-shear strength, τSLJ, of Al–PETG-SLJ.

Tensile single-lap-shear strength, τSLJ, of Al–PLA-SLJ decreased continuously from 11
to 3 MPa within 100 days of aging. Additionally, the failure pattern changed in favor of
adhesive failure (AF), indicating a weakening of the polymer–metal interface. Contrary
to PETG, storing caused an even faster decrease in τSLJ. Consequently, the decrease in
τSLJ is attributed to thermally induced internal stresses. These stresses built up below
the crystallization temperature, Tc, of PLA. Compared to storing, the mobility of the
macromolecules increased during aging due to the higher temperature and the plasticizing
effect of water. Moreover, swelling counteracted the thermally induced internal stresses.
This explains the faster decrease in τSLJ during storing compared to aging.

3.4. Correlating Polymer Properties, Wetting and Adhesion Interface Performance

First, wetting was correlated with the polymer melt properties. Instead of the contact
equilibrium angle, ϕeq, the term cos(ϕeq) + 1 was considered, which is proportional to
the work of adhesion (cf. Equation (2)). Figure 13a shows cos(ϕeq) + 1 as a function of
the rouse relaxation time, tro. Temperature dependence of the Rouse relaxation time is
given by the horizontal shift factors, aT. Taking the maximum loss factor, tan(δ)|max, into
account revealed a correlation between polymer melt rheology and wetting, which is almost
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independent of the polymer material (cf. Figure 13b). According to Figure 13b, wetting
improved with decreasing Rouse relaxation time, tro, and increasing maximum loss factor,
tan(δ)|max. This is plausible, as tro describes the time dependence of the polymer dynamic
processes and tan(δ)|max the viscous character of the polymer melt.
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Figure 13. Equilibrium contact angle, ϕeq, as a function of (a) Rouse relaxation time, tro, and (b) Rouse
relaxation time, tro, and maximum loss factor, tan(δ)|max. Corresponding substrate temperatures,
Ts,1, are indicated.

Figure 14a shows the tensile single-lap-shear strength, τSLJ, as a function of cos(ϕeq) + 1.
There were significant differences between the polymers. For a given equilibrium contact
angle, ϕeq, single lap shear strength, τSLJ, was higher for PETG than for ABS and PLA.
Again, by taking the maximum loss factor, tan(δ)|max, into account, the differences between
polymers were significantly reduced (cf. Figure 14b).
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Figure 14. Tensile single-lap-shear strength, τSLJ, as a function of (a) equilibrium contact angle,
ϕeq, and (b) equilibrium contact angle, ϕeq, and maximum loss factor, tan(δ)|max. Corresponding
substrate temperatures, Ts,1, are indicated.
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By combining the correlations from Figures 13b and 14b, single-lap-shear strength,
τSLJ, is shown as a function of the rheologically derived quantities of Rouse relaxation time,
tro, and maximum loss factor, tan(δ)|max, in Figure 15.
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Figure 15. Tensile single-lap-shear strength, τSLJ, as a function of the rheologically derived quantities
of Rouse relaxation time, tro, and maximum loss factor, tan(δ)|max.

4. Conclusions

This study focused on the generation of structural polymer–aluminum joints by means
of ME. Based on the relevant literature [3,19–24], the following questions arose:

• Which of the common thermoplastics for ME is most suitable to generate structural polymer–
metal joints?

• Can structural polymer–metal joints be generated by ME on “simple” practical relevant metal
surfaces (e.g., prepared by grid blasting)?

These questions were addressed by investigating ME-generated joints between grid-
blasted aluminum substrates and the thermoplastics ABS, PETG and PLA as a function
of thermal processing (substrate temperature) and aging. For all polymers, tensile single-
lap-shear strength increased with increasing substrate temperature. However, there were
significant differences between the polymers. For the given conditions and material com-
binations, PETG was the most suitable to generate structural polymer–metal joints. Ap-
propriate thermal processing conditions for the joining were an extrusion temperature of
220 ◦C and a substrate temperature of 200 ◦C. For this case, cohesive failure dominated,
and the demands of a structural joint in terms of joint strength and aging resistance were
met. Increasing the substrate temperature beyond 200 ◦C or increasing the time PETG was
exposed to the elevated temperatures led to pronounced polymer degradation and reduced
joint strength. While storing (dry conditions) had no significant effect on PETG–aluminum
joint strength, aging (moist-warm conditions) reduced the tensile single-lap-shear strength
due to degradation of the mechanical polymer bulk properties. Hence, this decrease did
not result in reduced adhesive strength. Contrary to PETG, ABS–aluminum joints in the
fresh state as well as PLA–aluminum joints in the aged state did not meet the demands
of a structural joint. PLA–aluminum joint strength decreased faster during storage than
aging, which was attributed to internal stresses resulting from the thermal joining process.
In particular, crystallization of PLA favored internal stress buildup.

Wetting is known to be crucial to buildup adhesive interactions between substrate
surface and adhesive [5]. Polymer melt rheology is a key property in terms of wetting (sub-
strate and adjacent polymer traces) and interdiffusion (between adjacent traces) [6,8,9,13].
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Considering this, tensile single-lap-shear strength, τSLJ, equilibrium contact angle, ϕeq, and
the rheologically derived quantities of Rouse relaxation time, tro, and maximum loss factor,
tan(δ)|max, were correlated with each other. For the considered polymers and processing
conditions, this study implied that the suitability of a polymer and a thermal processing
condition to form a polymer–aluminum-joint by ME could be evaluated based on the
polymer’s rheological properties (cf. Figure 15). Moreover, taking into account wetting
experiments allowed improved estimation of the resulting tensile single-lap-shear strength,
τSLJ, (cf. Figure 14b). Remaining deviations between the polymers are attributed to differ-
ences in chemical structure and internal stresses. The former is decisive for the types of
physical adsorption, and the latter mainly depends on crystallization tendency and glass
transition temperature.

To reveal the effect of internal stresses, it would be interesting to vary the crystal-
lization tendency of the polymer or adjust its thermal expansion coefficient by fillers or
additives. Moreover, taking into account the temperature-dependent interfacial energies of
the polymer melts could improve estimation of the adhesion interface performance based
on polymer melt rheology and wetting. This study focused on joining the thermoplastics
ABS, PETG and PLA to grit-blasted aluminum substrates. In order to reveal an optimal
combination of metal substrate and polymer for the ME joining process, further polymers
and metals should be tested. Finally, for a deeper understanding of the ongoing dam-
age mechanism, combining numerical modeling (e.g., [49]) with a characterization of the
deformation and failure process by nondestructive testing methods (e.g., [50]) is advisable.
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Abstract: Prototypes and small series production of metal thin-walled components is a field for
the use of a number of additive technologies. This method has certain limits related to the size
and price of the parts, productivity, or the type of requested material. On the other hand, conven-
tional production methods encounter the limits of shape, which are currently associated with the
implementation of optimization methods such as topological optimization or generative design. An
effective solution is employing hybrid technology, which combines the advantages of 3D model
printing and conventional casting production methods. This paper describes the design of aluminum
casting using topological optimization and technological co-design for the purpose of switching
to new manufacturing technology. It characterizes the requirements of hybrid technology for the
material and properties of the model in relation to the production operations of the investment
casting technology. Optical roughness measurement compares the surface quality in a standard wax
model and a model obtained by additive manufacturing (AM) of polymethyl methacrylate (PMMA)
using the binder jetting method. The surface quality results of the 3D printed model evaluated by
measuring the surface roughness are lower than for the standard wax model; however, they still meet
the requirements of prototype production technology. The measurements proved that the PMMA
model has half the thermal expansion in the measured interval compared to the wax model, which
was confirmed by minimal shape deviations in the dimensional analysis.

Keywords: topological optimization; hybrid technology; additive manufacturing; investment casting

1. Introduction

The requirements for the production of thin-wall castings (TWC) [1] are based on
considerable pressure to decrease the weight of the parts produced, especially in the auto-
mobile and aviation industries. They are connected with the expression “light-weighting”,
which is not only a trend of replacing steel castings by aluminum alloys, but it also involves
designing a part with the aim of finding a compromise between the design, manufacturabil-
ity, properties, and the price of the part being produced [2]. This is why the requirements
are increasing for the almost unlimited shape variability of the castings, thinner walls, and
higher mechanical properties of the parts, which are connected with the internal and surface
quality. Moreover, there is a growing demand for the fast supply of the first prototypes
and verification series. Therefore, many foundries are forced to implement rapid proto-
typing technologies in order to comply with the new trends and technologies. Additive
manufacturing (AM) development raises possibilities for foundry technology. Using these
new methods requires the implementation of virtual engineering [3] and optimization
methods in the initial development phases so that, if possible, the casting can be cast at the
first attempt.

Recently, the shapes of castings have been designed to meet at least the basic re-
quirements of the construction technology (DFM—design for manufacturability). It is the
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adaptation of the part construction to the production method to ensure efficient and quality
production [4]. The construction technology was focused on the model partition with
respect to the pre-selected production technology focused on the elimination of hot spots
by an ideal connection and wall transition to the elimination of foundry defects. For these
reasons, the shapes of the castings were rather conservative to meet the requirements for
functionality and production technology. The development of new optimization methods
in 3D design such as topological optimization or generative design and the development of
3D printing methods have shifted the design of part shapes to an area that previously only
belonged to artistic castings.

The investment casting (IC) technology complies both with the specific requirements
for casting thin-wall castings and the wide material variability and possibility to produce
complex shapes. It is also a technology that is widely used for producing prototypes and
can be well combined with the AM (in the sequel referred to as 3D printing) of models,
ceramic cores or shells. This combination is called “hybrid technology” [5].

The main way of using hybrid technology in IC is the 3D printing of models, subse-
quent production of a ceramic shell, and its casting in a conventional way. An overview of
the use of rapid prototyping (RP) for thin-walled castings, including individual methods,
is published in the review [6]. The advantages of the hybrid technology of 3D printed
model production lie mainly in low costs and time savings for prototype or small series
production and the possibility of casting complex shapes, which are difficult to produce in
a conventional way. Hybrid technology is in a sense a competitor to direct metal printing
and the choice for this technology will depend mainly on the shape of the part and the
quantity required [7]. The use of rapid prototyping in model printing was first mentioned
in 1989 [8]. These are methods based on stereolithography (SLA). Mukhtarkhanov et al.
(2020) enumerated the history, development, advantages, and disadvantages of this method
for model production [9]. A far cheaper method exploited widely by engineers today is
material extrusion AM-fused deposition modelling (FDM) [10] or fused filament fabrication
(FFF) method, which uses plastics such as ABS or PLA to print models [11]. A disadvantage
of the FDM and FFF methods is low surface quality of the models. Methods of solving the
stair-stepping structure are dealt with, for example in [12]. Whether it is the SLA or FDM
method, the main problem when using these methods and materials is the cracking of the
ceramic shells in the melting and firing phase. As described in [10,13,14], this phenomenon
is associated with the expansion of the material used or the construction and shape of the
model infill. For this reason, materials are being developed that have low thermal expan-
sion or that soften when certain temperatures are reached [15]. Polymethyl methacrylate
(PMMA) in powder form seems to be an interesting material in terms of low thermal ex-
pansion, which is used in the binder jetting (BJ) technology [16] while maintaining surface
quality, low ash content, and a high level of dimensional accuracy [17]. There is a lack of
information available on this material and the BJ technology; therefore, this work partly
deals with the measurement of material characteristics.

2. Materials and Methods

2.1. Topology Casting Optimization

The project is based on the requirements set out by a team of Formula Student design-
ers from Brno University of Technology participating in a prestigious European competition
among university teams, in which the aim is to build a single-seat racing car that must
be easily controllable, powerful, reliable, and safe at the same time. The project focused
on the possibility to change the production technology from a machined part to a casting,
specifically for a new Formula concept designated as Dragon X. The main aim was to
design a casting that would be lighter while maintaining the stiffness, would have smaller
deformations, and its production would not be lengthy and costly. The part in question is
an upright, which is one of the most important parts of the suspension system. The task
of the uprights is to transfer the load from the driving forces to the vehicle suspension, to
mount the brake caliper and, in the case of a steered axle, also the steering point. Consid-
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ering the fact that it is unsprung mass, it is important to keep the weight of the upright
low. However, it should not be implemented at the expense of decreasing the stiffness
of the whole mounting, which is the most important factor in the design. If the bearing
of the wheel is too flexible, it may distort the driving experience and the response of the
whole car, which then becomes unpredictable and difficult to control for the driver [6].
When producing the design, topological optimization of the part was first performed by the
ANSYS Workbench 18.1, which became an inspiration for the design and helped to improve
the resulting parameters of the part. Subsequently, the modelling of the upright started in
the SolidWorks 3D. Figure 1 shows an optimization chain procedure containing defined
load conditions and a limit for material preservation being 20 % of the original volume.

Figure 1. Topological optimization workflow.

The aluminum alloy EN AC-AlSi7Mg0.3 was chosen as the material for the future
casting, considering the heat treatment T6 to increase the mechanical properties. FEM
component analyses were performed during the topological optimization and for the final
design. The upright design was simulated using the finite element method in the ANSYS
Mechanical software and structural static calculations were performed.

The assessment criteria were strength and stiffness of the mounting and safety related
to the ultimate limit of stress and strain, which was required to be at least 1.2, which
corresponds to a maximum reduced stress of 200 MPa. An example of the FEM analysis
for the stress conditions of turning and braking is shown in Figure 2. The casting design
of an upright for the Dragon X vehicle had better maximum deformation results in all
the stress conditions. Compared to the previous generation, the final weight of the part
decreased by 12% while the stiffness increased by 25%. The final external dimensions of the
upright are 150 × 80 × 40 mm. The optimized geometry was then explored with regard
to manufacturability in a special module of the ProCAST software called Co-design. This
approach enabled the verification of the manufacturability of the part with respect to the
selected production technology (DFM) focusing on the wall thickness transitions, radii of
the part, and occurrence of hot spots—Figure 3. Inappropriate selection of wall transitions,
sharpness of angles, and size of the radii may lead to the formation of hot spots in the
casting or formation of hot tears or cracks. Based on the analysis, the radii around the
base were modified (increasing the radius from 1 mm to 2 mm) and in the center part of
the hub the lightening holes were modified in order to make the subsequent drying of the
ceramic shell easier. The last sections of the casting solidification were selected as sections
for attaching the gating system so that, through these connections, metal could be fed from
the gating system during the solidification. The castings were also subjected to a numerical
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simulation of the ceramic shell pre-heating, metal filling and solidification including a
prediction of the occurrence of defects such as shrinkage cavities and porosities.

Figure 2. Assessment of the optimized casting shape for the stress conditions of turning and braking
(distribution of deformation and equivalent stress).

    
(a) (b) 

Figure 3. Co-design results. (a) Wall thickness analysis; (b) Simulation of hot spot formation.

The casting model was finally modified with machining allowances, it was enlarged
by 1.2% for the shrinkage of the aluminum alloy, the functional surfaces were supplied
with machining allowances, and small holes for anchoring the part were sealed—Figure 4.

Figure 4. The final 3D data of the workpiece (left) and casting (right).

Figure 5 maps the development of the shape and production technology used for the
upright, specifically from the Dragon 8 Formula to Dragon X. In recent years, the team
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experienced the production of uprights from aluminum alloy using additive technology
for the Dragon 8 single-seater and aluminum milling for Dragon 9. Each technology
has its pitfalls and benefits. Production using additive technology gives the designer a
free hand in terms of the shape of the part. However, its disadvantage is a complex and
expensive production technology, especially for larger parts and a large number of the parts
required. During production using milling, the designer must bear in mind the limits of
this technology (shape limits) and make sure that the design is machinable. An advantage
is the availability of the production equipment. Production using aluminum casting should
combine the advantages of both of the previous manufacturing processes and appears to
be a promising possibility for future use [17].

Figure 5. Comparison of parameters of the different Formula Student versions.

2.2. Investment Casting Requirements

The investment casting technology is a “net shape” technology. It is regarded as one
of the most precise foundry methods in terms of dimension tolerance (DCTG 4-8–DIN
EN ISO 8062-3) and it is among the technologies that can produce a high-quality surface
in the as-cast condition (Ra 1.6-12.5) [18]. Generally, it is suitable for smaller castings. It
is highly effective for prototype parts and thin-wall castings. This method is commonly
used to produce small and medium series production castings in the aviation and medical
sectors, in transport and power engineering (power generation industries). Compared to
conventional foundry methods, complex shapes can be produced that would be difficult
to make due to a complex parting line. Introduction of 3D printing pushes this limit even
further because, to make the model, there is no need for a metal mold (for wax models),
which also has its design limits.

The following are the specifics of the investment casting technology related to the
shape of the part [19].

• Min. radius on the outer and inner edges 1 mm;
• The smallest theoretical wall thickness 0.8 mm (depends on the casting size and shape,

material, temperature, etc.) and the common casting thickness is 2–4 mm;
• No draft angle has to be factored;
• Gradual wall transition towards feeding (directed solidification towards the gate);
• Use transition ribs for thin walls (increasing stiffness, metal flow, decreasing deformation);
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• If possible, do not close the internal casting cavities (with regard to the drying of the
ceramic layers and subsequent removal of the shell);

• With the 3D printed model, model the gates right away (better connection of the part
to the gating system).

The shape variability of 3D printing practically has no limits and fully supports mod-
ern trends using shape optimization tools such as topological optimization and generative
design. However, certain requirements for the model and the 3D print material have to be
met when using hybrid technology. The basic requirements for the model include:

• High surface quality of the printed model (connected with the 3D print method and
the possible surface finish);

• High dimensional accuracy of the printed model (affects the final dimensions of
the casting);

• Low thermal expansion of the material (higher expansion causes the ceramic shell to
crack when being fired);

• Low content of ash matter after the model burns (high content of ash matter requires
long firing. High ash content may have a negative effect on the resulting surface
quality of the casting).

The casting assembly can be printed directly or a combination is used of wax down
sprue and fusible connection with the printed model. In some cases, mechanical securing
of the junction is necessary to prevent the models from breaking off the gating system. The
subsequent dipping of the printed model in ceramic slurry is not different from dipping a
wax model. In most cases, the wettability does not have to be modified by using special
agents. Stucco coating of the ceramic material and the subsequent drying of the shell layers
is the same as in the classic procedures. Unlike the technology that uses a wax model and
subsequent de-waxing in a boiler-clave, 3D printed models are fired in annealing furnaces
with an afterburning chamber. The afterburning temperature ranges from 600 to 800 ◦C
based on the material of the model printed. What can be problematic is the de-waxing of
combined gating systems if sufficient temperature shock is not ensured for the wax model.
In that case, the shell may crack during the firing.

3. Results

3.1. Properties of a Model Made by 3D Printing

The hybrid casting production technology is based on the 3D printing of a model,
which is then used for the production of a ceramic shell. In the last step, this shell is
used as a mold for the production of a metal casting. As described above, for the hybrid
technology for casting production using investment casting, it is necessary to ensure
dimensional accuracy of the model, good surface quality and to use material with low
thermal expansion to prevent the occurrence of cracks in the shell during the firing phase.

The upright model was 3D printed by the binder jetting (BJ) method using PMMA.
Polymethyl methacrylate (PMMA) is an acrylic plastic with excellent burnout behavior.
PolyPor B was used as a binder. The printing resolution used was 600 dpi, the thickness of
the printed layer was 150 μm, and the final surface of the model was treated using wax
infiltration. The printing was performed in cooperation with the Voxeljet company. The
part printed is shown in Figure 6.

3.1.1. Assessment of Dimensional Changes in the Model

The investment casting method is directly intended for making “NET SHAPE” castings,
when further shaping is not expected; therefore, the casting must already be made in the
“as-cast condition” with narrow dimensional tolerances [19]. Knowledge of the behavior of
the wax model during its production is, from the perspective of dimensional accuracy of
the final casting, only one part of the necessary comprehensive knowledge of dimensional
changes during the whole technological flow. This means that knowledge of dimensional
changes during the production of the shell (coating, de-waxing, drying, and shell annealing)
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is also necessary as well as changes after the pouring of the liquid metal and during
the solidification and cooling stages. What is not insignificant is the shape factor and
constrained shrinkage [20].

Figure 6. The upright model printed by the BJ (binder jetting) method.

When making models using classic wax and a mold, shrinkage is always applied
to the model (0.8–1.2%). For printed models, this shrinkage is not commonly applied.
Only shrinkage of the cast material or a dimensional change in the shell are considered.
Nevertheless, some materials and printing technologies are sensitive to temperature and
with larger and less compact shape model deformations may occur. Therefore, it is also
necessary to check dimensional deviations from the CAD data.

Optical measurement of the upright model was carried out by the Atos Core device us-
ing the best fit function for model positioning. Figure 7 shows an evaluation of dimensional
changes compared with the CAD model.

Figure 7. Dimensional changes of printed model (PMMA−BJ method).
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By the ISO 8062-3 standard, for a nominal dimension of up to 160 mm of a casting made
by investment casting, the permitted length dimensional tolerance (DCTG 5) is 0.62 mm.
For geometric flatness tolerance (GCTG 5), for example, the maximum permissible tolerance
(for dimensions of 100–300 mm) is 1.4 mm. The largest deviation measured on the model
was the one in negative direction −0.29 mm, specifically on the upper surface of the central
hub. However, in this part, there is a machining allowance of 1.1 mm, so this deviation is
not a problem and is compensated for by the allowance. The maximum deviation from the
CAD model was +0.37 mm in the recess part. Visually, this deviation looks like a thicker
layer after a treatment of the PMMA model by hot wax infiltration. Again, this local spot
does not constitute a production problem given the positive deviation and subsequent
machining of this spot. The remaining shape deviations were in the range of ±0.2 mm. The
dimensional accuracy of the model is thus satisfactory and the model can be used to make
the final casting. The accuracy of the 3D printed model is sufficient and all the deviations
in the critical parts of the functional surfaces were within the limits.

3.1.2. Assessment of Surface Roughness

The model roughness was measured on a test body in the shape of a wedge with an
angle of 45◦—Figure 8. The body was selected this simple so that it would be possible
to compare the printed sample (Sample A) with the wax model injected into a metal
mold (Sample B). All the roughness measurements were made using the Talysurf CCI Lite
device. It is a contactless 3D profilometer based on the principle of coherence correlation
interferometry. The device has an image sensor with a resolution of 1024 × 1024 pixels
and three Mirau lenses with 10×, 20×, and 50× magnification. Assessed areas sized
approximately 1.65 × 1.65 mm, 0.825 × 0.825 mm, and 0.33 × 0.33 mm correspond to these
lenses. All the measurements presented below were made using a lens with 20×.

Figure 8. Sample geometry used for the roughness analysis (printing position).

The data obtained by the measurement were then processed in the TalyMap Gold
software, which enables the creation of a 2D and 3D model of the analyzed surface. The
program uses different ways of model surface treatment such as surface levelling or shape
removal, interpolation of unmeasured points, etc., assessment of various surface structure
parameters based on a number of standards, and data export in various formats for further
processing. Table 1 summarizes the key measurement results. It contains a graphical
representation of a 3D model of the sample structure including the Z axis, which is given
in μm. It can be stated that the structure of the 3D printed sample, compared to the wax
sample, is relatively heterogenous with uneven occurrence of recesses and projections. This
is related to the technology of 3D print layers of 0.16 mm, which are then partly smoothed
out by the final surface treatment—wax infiltration. The table also contains graphical
evaluation of the average profile in the X axis and Y axis directions. The Y direction is
transverse to the printing direction. From the entire scanned area, a total of 1024 basic
profiles in the transverse direction were created, based on which the roughness height
parameters were calculated in compliance with the ISO 4287 standard. Table 1 shows the
roughness parameters calculated from all the extracted basic profiles.
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Table 1. Surface roughness analysis.

Sample A Sample B

Wax model − metal die 3D printed model − PMMA (binder jetting)

3D model of the sample structure 3D model of the sample structure

Basic profile along the X axis Basic profile along the X axis

 

Roughness parameters along the X axis Roughness parameters along the X axis

  

Basic profile along the Y axis Basic profile along the Y axis

 

Roughness parameters along the Y axis Roughness parameters along the Y axis
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Sample A represents a casting model made by the conventional method of injecting
wax into a metal mold. The Ra roughness measured on the model along the X axis was
2.68 μm and 2.63 μm along the Y axis. The results suggest that the roughness expressed
by the Ra parameter both in the transverse and longitudinal direction is comparable.
Additionally, the Rz parameter, expressing the average size of the projections and recesses
on the surface, is completely comparable in the transverse and longitudinal directions. The
average size of the projections on the surface (Rp) is comparable to the average size of the
recesses (Rv). Such even surface roughness of the wax model is related to the roughness of
the metal mold made by the conventional method of metal cutting. In wax models with
similar surface roughness, it is possible to achieve the final Ra roughness of up to 1.6 μm,
which can be compared to a conventionally turned or milled surface.

It is clear from the basic profile of Sample B (Table 1—column on the right) made
by the 3D print technology that the projections on the sample surface (red color) are not
distributed evenly on the surface but in lines corresponding to the motion trajectory of the
printhead. More significant differences between the roughness of the conventional wax
model and the 3D printed model can be observed on the Rz parameter. The values in Table 1
indicate that the heights of the recesses and projections in the 3D printed model are approx.
4 times greater, and therefore the average value of the Rz parameter is 4 times higher.
The Ra roughness parameter for the 3D printed model in the longitudinal X direction is
11.34 μm, and in the transverse Y direction the Ra is 9.09, which is approximately 3 times
higher than for the wax model molded in the metal mold. Such high values of the Ra or Rz
roughness parameters indicate significant differences between the roughness of the castings.
In terms of the casting surface quality, these are limit values. With such surface roughness,
it is possible to detect by mere sensitive assessment (touch) considerable differences in
the surface quality of the castings made by the wax injection technology and polymer
3D printing.

The roughness of the 3D printed models is significantly affected primarily by the
printhead step size, which is, however, often limited by the total printing time of the part
and therefore also the production costs. With some materials, it is possible to reduce the
model roughness by the smoothing technology using, for example, immersing or steaming
in isopropyl alcohol or by penetration of the model with synthetic wax.3.1.3 assessment of
thermal expansion of model material.

Thermal expansion of the models is directly connected to the formation of cracks in
the ceramic molds. The thermal expansion coefficient is required to be low and the contact
pressure of the model on the shell should be lower than the shell strength—MOR (modulus
of rapture). The printed models require such infill and structure that allow the model to
collapse inwards and thus reduce the contact stress [21].

The measurement was made using the Setsys Evolution TMA vertical dilatometer.
The test samples are cylinders with a diameter of Ø6 mm and a height of 6 mm (fully
filled samples). A temperature gradient of 3 ◦C/min was used in the measurement and
the absolute elongation of the sample was monitored. The measurement was only made
for temperatures of up to 120 ◦C because at higher temperatures the sample stuck to the
measuring probe. The measurement was made for the PMMA material (taken directly from
the printed BJ model infiltrated with wax) and the A7-FR/1200 model wax used for the
injection in a mold technology. A comparison was also made for the PolyCAST™ material,
which is a specially developed material (filament-(Polyvinyl butyral)) for FDM model
printing and also for the investment casting technology. The elongation values depending
on temperature are shown in Figure 9. The curves are evaluated in one figure but, with
regard to the order differences in the dilatations measured, the scales are shown separately
for each material.
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Figure 9. Elongation of samples depending on temperature.

From the values obtained, we can determine the thermal expansion coefficient for
each material. The dilatation curves are not linear dependencies in the whole temperature
interval and it is therefore necessary to consider the coefficient for a specific temperature
interval. Amorphous polymers have a random molecular structure and can gradually
soften with increasing temperature. The break temperature is called the glass transition
temperature (Tg) [22] and, on the temperature dependent curve, it is the area where a
change in the slope (rise) of the curve occurs. Tg is an important characteristic of polymer
materials as it represents a point at which a change in the properties of the polymer occurs.
More precisely, it is an area, not a specific temperature. Nevertheless, it is usually given as
one specific number. Table 2 summarizes the coefficients of thermal expansion and the Tg
temperature for each material measured and for specific temperature intervals.

Table 2. Comparison of thermal expansion for selected materials.

Material
Temperature Interval

[◦C]
Thermal Expansion Coeff.

[10−6/◦C]
Tg [◦C]

PMMA (BJ)
25.92–83.94 56.34

92
92.06–111.85 136.37

WAX 25.52–60.29 149.51 -

Polycast ™
(FDM filament)

25.53–73.14 124.44
7574.87–90.74 4052

92.9–107.07 11000

The measurements show that the greatest thermal expansion occurs in the interval up
to 60 ◦C for the model wax. On the contrary, the smallest coefficient in this temperature
range belongs to the PMMA material, whose expansion is 2.5 times lower than that of wax.
Melting of the model waxes occurs in the temperature range of 60–70 ◦C, which is apparent
as a significant break on the curve around 68 ◦C. The thermal expansion coefficients of
the PMMA and PolyCast™ materials increase at higher temperatures. For PMMA, this
increase is not sudden as it is for PolyCast™. The softening temperature for this material
given by the producer [23] is 68 ◦C. From this temperature, the collapse of this material can
be assumed. Whether the expansion of the model will cause a rupture in the shell when
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using the FDM/FFF method depends on the structure and percentage of the filling, air
content and, last but not least, shape of the part.

4. Discussion

The paper presents a combination of topological optimization and so-called co-design
when designing and optimizing an upright for investment casting technology. It was
verified that after topological optimization it is necessary to use other virtual tools that will
help us solve the manufacturability of the part with the help of hybrid technology. This
chaining will not only allow the production of castings on the first try, but in particular
significantly shorten the product development cycle. The co-design helped with the
adjustment of the wall transitions and pointed out the insufficiently large radii in certain
parts of the castings. In reality, this could result in porosity in the casting, or with insufficient
radii, it could cause cracks or fissures.

For the hybrid production technology, there is a detailed description of the model
production phase and the requirements imposed on the model and its properties. The
3D print technology proved the suitability of the BJ method for making the model. An
assessment is made of the model properties primarily with respect to dimensional accuracy,
surface quality, and dilatations in the model firing phase. Dimensional changes in the
model after printing do not exceed ±0.35 mm, which is compensated for by allowances on
the treated surfaces. The Ra roughness values of the PMMA model with an infiltration wax
layer do not exceed 12.5 μm. In comparison with the sample injected in a mold (Ra 2.3 μm),
this roughness is considerably worse. When measuring the roughness of the infiltrated
sample, no significant difference was found in the printing direction or in the transverse
printing direction. This is due to the wax’s ability to fill surface irregularities. The ceramic
slurry is able to copy any surface irregularities, and to improve the surface roughness of the
3D printed models, it is therefore necessary to pay close attention to pattern post-processing.
The issue with wax infiltration is the viscosity of the synthetic wax, the thickness of the
layer, and the dripping of the wax so that it does not accumulate in certain parts. The
difference found in the roughness of the model produced by wax injection and the printed
model is not a problem for prototype parts; however, for small series production in the
automotive or aerospace industry, it would be necessary to pay more attention to surface
treatment or print settings. The method of coating and its effect on the resulting surface
quality will be the subject of further research.

The PMMA material used for the BJ technology shows lower expansion than wax
injected in a mold. This property has a positive effect on decreasing the risk of shell cracking
during the firing of the model. The better dimensional stability of the PMMA model at
room temperatures also allows more optimal transport and storage of the models. The
requirements for the model quality were therefore evaluated as suitable. The PolyCAST™
material was included in the measurement only subsequently and it will be necessary to
perform additional measurements of thermal expansion with regard to the adhesion of
the sample to the measuring probe. This could affect the measurement at the softening
temperatures of this material and thus distort the measurement result.

5. Conclusions

The work presented the first stage of the hybrid investment casting technology, which
is the model production. The work is focused on the design, optimization, and production
of the upright model from the PMMA (acrylic plastic) material, which will be used in the
next stage for the production of ceramic shells. Based on the investigations carried out in
this work, the following conclusions can be drawn:

• Topological optimization of the casting design must be complemented by technological
co-design to ensure that the design is technologically feasible.

• Due to its dimensional stability, the PMMA material is more accurate than standard
wax models, which makes it possible to eliminate the use of levelling tools for com-
plex shapes.
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• The surface quality of the printed model is significantly lower in comparison to wax
models produced by injection into metal molds. On the other hand, it still meets the
needs of prototype castings. To improve the surface roughness, it would be necessary
to increase the print resolution, which would require a change in the 3D printer or the
printing technology. Another way is to adjust the infiltration process of the surface
layer, either by repeated dipping into a wax suspension, or by adjusting its viscosity.

The production of a ceramic shell and an aluminum prototype casting of the upright
is another stage of the work, which will focus on the final comparison of the entire process
of hybrid technology. Further studies will be targeted on the evaluation of dimensional
accuracy, surface quality, and internal defects in the manufactured metal casting.
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