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Abstract

The presence of micropollutants in wastewater is problematic, as many micropollutants

exert negative ecological and toxicological effects in their environment. A well-known

effect of micropollutants is the feminisation of aquatic wildlife by environmental estro-

gens, a proportion of which enter water courses from municipal sources via wastewater

treatment plants (WWTPs). While WWTPs remove some micropollutants, they are

not designed to do so. Given that WWTPs already have high operating costs (both

financially and energetically), there is a need for novel approaches to micropollutant

removal that are both cost-effective and environmentally sustainable. One proposed

approach is to use enzymes to degrade micropollutants, which requires an understand-

ing of metabolic pathways for the desired micropollutant, and a strategy for deploying

the enzymes in the environment.

Although tools exist to assist with metabolic pathway prediction and enzyme discovery,

there are currently no computational approaches that are able to identify enzymes from

a user’s collection of proteins (given a query compound and expected change to that

query compound). To address this research gap, we developed EnSeP, a data-driven,

transformation-specific approach to enzyme discovery. Using EnSeP, we then identified

candidate enzymes involved in estradiol degradation.

Recent advances in synthetic biology mean that deploying a single synthetic construct

in multiple microorganisms is feasible. In the context of micropollutant metabolism,

this means that a biodegradative pathway could be introduced into multiple organisms

in a community simultaneously, providing more opportunities for the construct (and

its functionality) to persist in the population long-term. However, current design

tools have not yet been adapted for multiple organism applications. To address this

research gap, we developed an evolutionary algorithm (EA) that optimises a single
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coding sequence (CDS) for multiple hosts. Finally, based on insights from developing

the EA, we developed an improved version of the single-organism CDS optimisation

algorithm that the EA is based on.
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Chapter 1: Introduction

1.1 Motivation and background

Micropollutants – defined as pollutant, anthropogenic compounds that occur at micro-

gram per litre concentrations or below – are a diverse group of compounds that include

pharmaceuticals such as ethinylestradiol, ibuprofen, and diclofenac. The presence of

organic micropollutants in wastewater is becoming increasingly problematic, as many

micropollutants exert negative ecological and toxicological effects in their environment.

A frequently cited effect of micropollutants is the feminisation of aquatic wildlife by

environmental estrogens, a large proportion of which enter water courses from munic-

ipal sources via wastewater treatment plants (WWTPs). Thus, WWTPs, potentially,

could be a site for interventions to address certain micropollutants. However, current

WWTP configurations are insufficient to reliably reduce micropollutants concentra-

tions below thresholds where they will no longer be active. Combined with already

high operating costs (both financially and energetically), there is a need for novel

approaches to micropollutant removal that are both cheaper and environmentally sus-

tainable. One proposed approach is to use enzymes to degrade micropollutants, which

requires (1) an understanding of metabolic pathways for the desired micropollutant,

and (2) a strategy for deploying the enzymes in the environment.

1.2 Research presented in this work

Although a plethora of tools exist to assist with metabolic pathway prediction and

enzyme discovery, there are currently no computational approaches that are able to

identify enzymes from a user’s collection of proteins (given a query compound and

expected change to that query compound). Additionally, many existing tools only

present global performance statistics and, thus, it is not necessarily clear how the re-

sults of a specific query should be interpreted. The first part of this thesis presents

the performance of a novel, data-driven, transformation-specific approach to enzyme

discovery. This approach is then applied to identify candidate enzymes for four hypo-

thetical steps of estrogen degradation, and the results are compared with the current

literature. Additionally, recent advances in synthetic biology mean that implementing

a single synthetic construct into a multiple microorganisms in a consortium is becom-
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Chapter 1: Introduction

ing an increasingly realistic prospect (e.g., through technologies such as integrative

and conjugative elements). In the context of micropollutant metabolism, this means

that a single synthetic construct encoding a desired pathway could be introduced into

multiple organisms in the community simultaneously. This approach would be advan-

tageous, as it provides more opportunities for the construct (and its functionality) to

persist in the population long-term. However, current stages of the design component

of the synthetic biology lifecycle have not yet been adapted for this kind of application.

The second part of this thesis presents a novel approach to codon optimisation where

a coding sequence is intended to be deployed in multiple organisms.

1.3 Contributions of this work

The first part of this work, investigating a novel approach to enzyme discovery, con-

tributes:

1. A new tool and workflow for finding and ranking enzymes from a user’s input

database, given an input compound and desired transformation to occur on that

compound.

2. Identification of novel candidate genes and proteins for proposed steps of estrogen

metabolism.

3. A re-analysis of a recent study into estrogen metabolism, leading to a reinter-

pretation of the results.

The second part of this work, investigating codon optimisation strategies for coding

sequences in constructs with intended multiple host implementations, contributes:

1. An evolutionary algorithm that designs a single coding sequence for multiple

intended hosts, based on the chimera Average Repetitive Substring (cARS) score.

2. A graph-based approach for designing coding sequences for a single organism,

which finds a coding sequence with the maximum possible Chimera ARS score.
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1.4 Structure of this thesis

This remainder of this thesis is divided over six chapters. Chapter two, Background,

expands on the motivation presented here – namely the problems caused by microp-

ollutants and the challenges in addressing these problems – and comprises a literature

review of the overarching concepts that put the work presented in subsequent chapters

into context.

Next, chapters three through six are research chapters. In chapter three, a novel

approach to identifying candidate enzymes that carry out a desired chemical transfor-

mation – EnSeP – is presented and evaluated. In chapter four, EnSeP is used to find

candidate enzymes that may be involved in estrogen degradation, and the candidate

enzymes are discussed in the context of in vivo studies into estrogen biodegradation.

Next, in chapter five, chimera evolve – a codon optimisation algorithm for optimising

a single coding sequence (CDS) to express well in multiple different species, based on

the cARS score – is presented. Based on the results in chapter five, chapter six de-

scribes the results of a mathematical exploration of the cARS score, and a graph-based

approach to single organism CDS optimisation using the cARS metric is presented.

Finally, chapter seven, Conclusions, summarises the research presented in the thesis,

and considers possible directions for future work.
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Chapter 2: Background

Introduction

Since the early 2000s, societal and political awareness of water quality has grown

substantially [6]. This is evidenced by legislative interventions that include water

quality standards, such as the Clean Water Act in the US and the Water Framework

Directive (WFD) in the EU.

This section comprises a literature review of three topics that are the foundation

for the work in this thesis. The first topic is an introduction to micropollutants,

and establishes: how micropollutants are defined, and the diversity of micropollutant

chemistry; why micropollutants are a problem for wastewater treatment; and how the

problems of micropollutants could be addressed. The second topic then discusses the

role that synthetic biology could have in micropollutant removal, and the challenges

that arise in doing so. Finally, the role of that bioinformatics could have in addressing

these challenges is discussed, and relevant existing tools and methods are highlighted.
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2.1 Micropollutants

Micropollutants, also known as trace contaminants (TrCs), are compounds typically

present in ng.l−1 or lower that are capable of having undesirable toxicological or en-

vironmental effects. This section will begin by giving an overview of micropollutants,

and how they are classified (with examples). Next, the problem of micropollutants

in wastewater will be introduced, and existing efforts to address the problem at the

legislative level and wastewater treatment plant (WWTP) level will be discussed. Fi-

nally, the remaining challenges of removing micropollutants from wastewater treatment

plants will be summarized.

2.1.1 Classifications of micropollutants

Due to the wide variation of micropollutants, they can be classified in a number of

ways for convenience, according to (1) the chemistry of the compound, (2) the use of

the compound, or (3) the negative effects of the compound.

For classification according to compound chemistry, micropollutants can be classified

as either organic – most carbon containing compounds – or inorganic. Inorganic mi-

cropollutants can be further subdivided into two main groups: heavy metals, defined

as elements with an atomic density ≥ 5g.cm−3 [7], and ionic compounds. Examples of

heavy metal micropollutants include arsenic, lead, mercury, and cadmium [8]. Lead,

for example, has been detected in the Suez Gulf, partly as a consequence of industrial

activities such as oil refining [9]. Additionally, in some locations, the effects of lead

contamination result in accumulation in aquatic wildlife, such as in Mediterranean

mussels (Mytilus galloprovincialis) [10]. Lead is well-known to be toxic to humans,

particularly in children, with effects including anaemia, brain and kidney damage, and

death [11]. Consequently, lead pollution has the potential to disrupt aquatic ecosys-

tems and, left unchecked, may also effect humans via drinking water or the food chain.

The second group, ionic compounds, include anionic compounds such as perchlorate

(ClO-) and nitrate (NO3
-) [12]. Nitrate contamination of groundwater is a relatively

common, world-wide problem, resulting from runoff of (1) fertilised agricultural land

and (2) manure storage, and can lead cause health issues such as methemoglobinemia
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Chapter 2: Background

Figure 2.1: Examples of polyaromatic hydrocarbons (PAHs). Clockwise from top
left: naphthalene, anthracene, phenanthrene, pyrene, benzo[a]pyrene, fluorene. An-
thracene and phenanthrene are isomers. Note that the aromatic ring in polyaromatic
hydrocarbons (PAHs) are not necessarily adjacent (e.g., in fluorene).

and stomach cancer [13].

Organic micropollutants, also known as trace organic contaminants (TrOCs), are

carbon-containing micropollutants. In many cases, TrOCs are classified according

to the the use of the compound or its effect – however certain moieties are commonly

observed in micropollutants, leading some sub-classifications according to these. For

example, PAHs describe compounds with multiple aromatic rings, and have been im-

plicated as being carcinogenic [14]. Examples of variety in polyaromatic hydrocar-

bon structure are shown in figure 2.1. PAHs have been shown to be present in non-

negligible concentration in watercourses receiving effluent from WWTPs [15] and in ur-

ban soil samples [16]. Another group of organic micropollutants are the polychlorinated

biphenyls (PCBs), which are compounds based on a biphenyl skeleton in which hy-

drogen atoms are substituted for chlorine atoms, resulting in the chemical formula

C12H10−NClN , where N is the number of chlorine atoms. Despite PCB use being re-

stricted in many parts of the world in the 1970s and 1980s, including the European

Union (EU), a recent study by Jepson and colleagues detected“very high mean blubber
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PCB concentrations” in European Cetace, which in many species “exceeded all known

marine mammal PCB toxicity thresholds” [17]. Classifying pollutants and micropol-

lutants according to shared moieties can be helpful, particularly where the negative

biological effects are a result of the moiety, or where the shared moiety provides a

common means of removing the micropollutant.

Since compounds that eventually become micropollutants in water originally find use

in a range of applications, they are also often classified according to these. Some

applications of compounds that can become micropollutants include:

• Surfactants – compounds that reduce the surface tension of a liquid, frequently

used in detergent [1]

• Pharmaceuticals – compounds used in therapeutic applications, such as the treat-

ment of a disorder [1]

• Personal care products – compounds used in personal care, which covers a range

of applications including deodorizing agents, soaps, and makeup [1]

• Pesticides – compounds used to control pests, which includes herbicides, and

insecticides

Classifying compounds according to their original applications can be useful from

a legislative and research perspective because it helps establish points to intervene

and reduce the amount of micropollutants entering the water cycle at the source.

Additionally, classifying and legislating compounds according to use is advantageous

for addressing pollution originating from both point sources (discrete conveyances such

as factory discharge pipes) and non-point sources (e.g., agricultural runoff).

Occasionally, micropollutants are classified according to the effects they exhibit. One

example of this classification are endocrine disrupting compounds (EDCs), which are

compounds that either mimic hormones or interfere with hormone regulation in an

organism. Common examples include ethinyl-estradiol (EE2), a synthetic estrogen

commonly used in the combined oral contraceptive pill (COCP), which can mimic

the effects of natural estrogens as a estrogen receptor agonist. Other EDCs, such as

- 9 -
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PAHs, exert their effects by strongly activating the aryl hydrocarbon receptor (AhR)

[18], which in turn interacts with estrogen-receptor signalling pathways [19]. The envi-

ronmental impact of EDCs is well established, with the feminization of aquatic wildlife

fish being linked a high-profile example that has been linked to sewage effluent [20] and

tropospheric organoochlorine compounds [21]. An additional important classification

of micropollutant effects are carcinogenic micropollutants – those that are potentially

cancer causing – and includes nitrates and PAHs, as discussed earlier in this section.

Classifying compounds according to their effects can be useful in prioritising microp-

ollutants, as the social, economic, and medical implications effects of a micropollutant

are important consideration in its how urgently it needs to be addressed.

2.1.2 Micropollutants in water systems, legislation, and the
role of wastewater treatment

Micropollutants enter water systems in a variety of ways, which vary from microp-

ollutant to micropollutant. The sources of micropollution can be divided into point

sources – those that have a discrete, identifiable conveyance – and non-point sources –

those that do not have a discrete conveyance. Natural estrogens, synthetic estrogens,

and many pharmaceutical compounds are excreted in urine and faeces, and enter wa-

ter systems via WWTP effluent. Additionally, many micropollutants are present in

effluent from industrial sources, for example chlorinated phenols in paper and metal

industries and chlorinated benzenes in dye industries [22]. These prior examples are

all instances of point source pollution. Other sources of micropollutants include runoff

from agricultural lands where compounds such as fertilisers and pesticides are used

[23]. Additionally, veterinary medicines are often excreted in urine and faces and,

thus, runoff from farmland can contribute to micropollutants in water systems [24].

Both of these prior examples are instances of non-point source pollution.

The variety of micropollutants and sources is a challenge, as each unique compound:

has its own chemical profile and, thus, potency and potential to cause undesirable

effects in water systems; has a unique geographic profile based on the location of urban,

industrial, and agricultural sources; and, removal profile in treatment systems. Thus,

there is no one-size-fits-all solution, and each micropollutant requires investigation
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to quantify these features and establish an appropriate strategies to deal with their

presence. A further issue is that research and development can lead to new compounds

being developed (e.g., novel drug development), and the effect these may be able to

have in water systems is unknown.

One approach to address the problems caused by micropollutants is establishing regu-

latory action that sets environmental quality standard (EQS). For example, the Euro-

pean Union implemented EQS for a group of priority substances in the 2008/105/EC

directive, which was later updated in the 2013/39/EU directive. This list of substances

include heavy metals such as lead (EQS set to an annual average of 1.2µg.l−1 in in-

land surface waters) and pesticides such as dicofol (EQS set to an annual average of

1.3× 10−3 in inland surface water).

However, EQS by themselves do not address micropollution, but rather set targets to

achieve. At a national level, one approach would be to enact legislation that limits

the use of micropollutants at the source. Although not a micropollutant, this strategy

has been used in the UK to restrict the use of microplastics in personal care products

(via the Environmental Protection (Microbeads) (England) Regulations 2017. This

approach has also been taken for PCBs, which had their use restricted via legislation

in the US from 1976 and in the UK from 1981. While this a viable strategy for some

micropollutants, others have widespread use that could result in social disruption if

legislated against. For example, since EE2 is commonly used in oral contraceptive

pills, then legislation restricting its use would require a shift in how society approaches

contraception.

A second approach to meeting EQS would be to develop alternative compounds that

have the same function as a micropollutant, but do not have the same hazardous

properties. Examples of this can be seen in dielectric transformer coolants, where the

environmental threat of current and previous coolants (such as PCBs and mineral oils)

have driven efforts to develop cheap, sustainable, and biodegradable alternatives such

as natural ester fluids [25]. For some micropollutants, such as estrogen, the chemistry

that effects the therapeutic estrogenic effects of its main uses are also what causes the

undesirable EDC activity in other species (e.g., feminization of aquatic wildlife).

A final approach to addressing micropollutants is intervention to remove pollutants at
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Figure 2.2: Mechanisms of micropollutant removal in conventional WWTPs, repro-
duced with permission from Margot and colleagues [1]. Although the example shown
is polycyclic musk galaxolide, the same mechanisms apply to other micropollutants.

some stage in the water cycle. An ideal stage for intervention are WWTPs because

many micropollutants from urban sources are contained in influent, WWTPs are a

point-source of environmental micropollutants, and the receiving water courses may

be susceptible to micropollutants in the effluent. Additionally, WWTPs known to be

capable of reducing concentrations of micropollutants in wastewater, despite not being

intentionally designed for this [1]. Micropollutant removal occurs through a variety

of mechanisms, which are summarized in figure 2.2. Broadly, these processes fit into

two categories: (1) removal of the untransformed micropollutant, via volatilisation or

adsorption onto solids, and (2) transformation of the micropollutant via microorganism

metabolism or abiotic degradation [1].

Non-biological treatments for wastewater treatment include physical removal of the

micropollutant from wastewater (e.g., by removing a solid on which it is adsorbed)

or transformation of the micropollutant into another chemical. A number of specific

approaches are summarized in table 2.1, and the advantages and disadvantages of

wastewater treatment techniques have been comprehensively discussed by Crini and

Lichtfouse [26]. For example, membrane-based methods are efficient at removing par-

ticles, and require no additional chemicals, but have high investment and energy costs,

and limit flow rates [26]. By contrast, oxidation-based treatments have the advan-

tage of being high-throughput and decreasing the concentration of recalcitrant organic

- 12 -



Chapter 2: Background

compounds, however necessitates oxidization agents (and the associated management

costs) and can lead to unknown, potentially toxic intermediates being formed.
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The use of biological methods, in contrast to physiochemical methods, is recognised

to be economically attractive, and microorganisms are widely recognised to be biode-

grade many micropollutants in a conventional WWTPs. One of the challenges with

biological methods is that, to enhance the process, an understanding of the molecular

mechanisms underpinning biodegradation (e.g., the genes and enzymes involved) is

required – and this is not always known. For example, many micropollutants are in

such low concentrations that co-metabolism is thought to be a driver of degradation

[27]. Additionally, the removal efficiencies of compounds by biological degradation is

related to the metabolic potential of the microorganisms, which is in turn related to

the diversity of the population. This diversity can be driven by number of factors,

such as: the solid retention time (SRT), as longer SRTs allow slower-growing organ-

isms to become established in the population [28]; physical conditions such as pH and

temperature, as different organisms thrive in different physical conditions [28, 29]; and

the availability of aerobic and anaerobic treatment conditions [30, 31].

Whilst factors affecting microbial diversity have been studied, specific relationships

between WWTP conditions and the community structure (i.e., the presence, or ab-

sence, of particular taxonomic groups) is more challenging to quantify. A 2018 study

by Nascimento and colleagues investigated the relationship between community struc-

ture and factors such as influent source, treatment processes, and chemical properties

of the activated sludge [32]. One of the key findings was that the studied sludges had

a “common core” of organisms, which included the genera Clostridium, Comamonas,

Syntrophus, and Treponema [32]. Additionally, the study found that environmental

pH was an important driver of structure: for example, higher pH, which can result

from treatment processes such as liming, increased the abundance of extremotoler-

ant taxa (e.g., actinobacteria). Furthermore, the chemical characteristics of activated

sludge were also found to affect community structure – for example high iron and

sulphur content, under anaerobic conditions, was associated with genera such as Ni-

trospira and Desulfococcus. However, the authors found that “sewage sources and the

biological treatment did not [consistently] affect the bacterial community structuring”

[32].

Five of the most commonly reported phyla in WWTPs are proteobacteria [32–37], bac-

- 15 -



Chapter 2: Background

teroidetes [32, 34–37], firmicutes [32, 33, 36], actinobacteria [33, 35], and chloroflexi

[33, 36, 37], with proteobacteria typically the most dominant phylum. However, these

five phyla are not guaranteed to be dominant in any given WWTP, and the relative

abundances of these phyla – and the abundances of the less-dominant phyla – can

vary widely between WWTPs. Consequently, WWTPs can have diverse taxonomic

compositions. For example, a 2017 study by Meerbergen and colleagues compared the

microbial communities between two Belgian WWTPs, one processing municipal waste

and another processing textile industry waste [34]. This study reported that, in both

WWTPs, the most abundant phylum was proteobacteria, followed by bacteroidetes;

however, comparatively, the textile WWTP had a lower proportion of bacteroidetes

and a higher proportion of planctomycetes than was observed in the municipal WWTP

[34]. By contrast, a 2017 study of four WWTPs in China reported that one of the

plants had chloroflexi as the second most abundant organism (17% of the total bacte-

rial sequences), whereas chloroflexi only accounted for, on average, 1.4% of the total

bacterial sequences in the remaining three WWTPs [36]. Additionally, the same plant

also had nitrospirae accounting for 10.2% of the total bacterial sequences, whereas ni-

trospirae was rare in the remaining samples, with the authors inferring that this phyla

may be contributing to nitrogen and phosphorus removal in domestic WWTPs [36].

2.1.3 Challenges for micropollutant removal in wastewater
treatment systems

One of the primary challenges for WWTP is that it is consumes large amounts of

energy. In 2007, the parliamentary office of science and technology reported that

sewage treatment required approximately 6.34 gigawatt hours of energy to treat,“which

corresponded to 1% of the average daily electricity consumption of England and Wales”,

and contributed to the water industry being“the fourth most energy intensive sector in

the UK” [38]. Additionally, this absolute energy usage is set to increase as the volume

of wastewater increases. Consequently, there is a need to innovate new, cost-effective,

approaches that address the presence of micropollutants in wastewater, preventing

exacerbation of already high energy use and cost.

An additional challenge for wastewater treatment comes from climate change. As
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described by Tolkou and Zouboulis, climate change is thought to impact wastewater

treatment via more extreme weather events leading to increased flooding and un-

treated sewer overflows [39]. Similarly, wastewater treatment leads to greenhouse gas

emissions, including CO2, CH4, and N2O, which contribute to climate change. Thus,

ideally, solutions for addressing micropollutant metabolism in wastewater should not

further contribute to the greenhouse gas emissions – both directly and indirectly.

A final challenge is that, due to the various factors that affect community composition,

micropollutant degradation varies between WWTPs. In a 2015 review, Margot and

colleagues noted that “the fate of pharmaceuticals in WWTPs is very dependent on

their characteristics”, with “removal efficiency from 0 - 100% ... observed” [1]: for ex-

ample, one study reported that salbutamol removal efficiencies vary between 0% - 90%

in conventional activated sludge systems, whereas gabapentin had a narrower removal

efficiency range of 80% - 90% [40, 41]. This inconsistent degradation is challenging

because it means that each WWTP needs to be risk-assessed to identify the micro-

bial micropollutant degradation potential of the plant. As noted before, this is not

always possible because the mechanisms involved in degradation may not be known.

Additionally, devising a strategy to improve micropollutant degradation potential is

not always trivial either, because changing a microbial community to enhance some

degradation activity may reduce other degradation activity. Additionally, established

microbial communities tend to be stable and, thus, resistant to change [42].
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2.2 Synthetic biology

Synthetic biology is a field of biology in which engineering principles are applied to

the modification of biological entities. By leveraging engineering principles, synthetic

biology aims to improve on traditional genetic engineering by:

• using a parts-based approach when designing synthetic constructs

• generating and using collections of standardized biological parts

• using modelling, modularity, and abstraction to manage complexity and scaling

in the design process

• approaching a project using an engineering life-cycle.

By adopting engineering principles, synthetic biology facilitates reusability of both

biological parts and designs, and improves predictability and robustness of design

function. In this section, the role that synthetic biology and genetic engineering has

already had in bioremediation and biodegradation will be discussed. Following this,

the current state of synthetic biology in modifying communities of microorganisms will

be discussed, including unresolved challenges.

2.2.1 Use of synthetic biology for bioremediation and biodegra-
dation

Bioremediation is defined by Azubuike and colleagues as the “remediation of polluted

sites using microbial processes” to “degrade, detoxify, mineralize, or transform” pollu-

tants [43]. Synthetic biology is increasingly being seen as a means to enhance microbial

processes involved in bioremediation, either by increasing improving the range of con-

taminants that a microbe can degrade, or by conferring more favourable kinetics to

existing degradation capabilities.

One example of expanding the degradation range of an organism can be seen in a

2014 study on 1,2,3-Trichloropropane (TCP) degradation by Samin and colleagues.

TCP is a chemical used in the synthesis of hexafluoropropylene, and is a by-product
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/ intermediate of other chemical synthesis processes [44]. Importantly, TCP has been

classified as a likely human carcinogen by the US Environmental Protection Agency,

and has been found in groundwater as a result of TCP-contaminated industrial waste

[44]. Samin and colleagues introduced the haloalkane dehalogenase encoding gene

dhaA31, which encodes an enzyme that transforms TCP into 2,3-dichloro-1-propanol

(DCP), into Pseudomonas putida MC5 – a DCP-degrading bacterium [45]. As a result,

the engineered P. putida successfully degraded TCP.

Similarly, P. putida KT2440 has been used as a chassis for engineering improved

degradation of thiophenic aromatic compounds, which are organic, sulphur-containing

compounds in fossil fuels that emit sulphur oxides when combusted. In a 2016 study,

Martinez and colleagues introduced the 4S pathway into P. putida using the dszABCD

genes from Rhodococcus erythropolis IGTS8 [46]. In the first instance, a single cassette

encoding all of the enzymes, dszB1A1C1-D1, was designed, which revealed that inter-

mediates in the pathway were inhibitors of the DszC and DszA enzymes. This pathway

was then refactored into three individual modules: dszC1-D1, dszB1A1-D1, and dszB1,

based . By expressing the dszC1-D1 and dszB1A1-D1 cassettes individually in two

colonies of P. putida within microbial consortia, and then expressing dszB1 in a cell-

free extract, the degradation of dibenzothiophene (DBT) was improved. Thus, this

study demonstrated that biodegradation of thiophenic compounds such as DBT could

be conferred on P. putida KT2440, and that this function could be further enhanced

by designing compartmentalizing the enzymes responsible.

Studies have also considered the role of synthetic biology in heavy metal contamination.

Metal contamination of land can result as a consequence of mining activities, which

limits the usability of the contaminated land, and metal contamination of wastewater

can result from both industrial and domestic activities [47]. A commonly-proposed

solution is the engineering of bacteria to improve uptake of heavy metals from the

environment to the cytoplasmic space (so-called bioaccumulation) [48]. This can be

achieved by (1) enhancing the import of metal ions into the cell and (2) enhancing the

storage of metal ions inside the cell. For example, a phytochelatin synthase gene from

Arabidopsis thaliana, which encodes a metal-binding peptide, has been expressed in the

rhizobacteria Mesorhizobium huakuii subsp. rengei strain B3, and shown to improve
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cadmium (Cd2+) accumulation. Through a symbiotic relationship with Astragalus

sinicus plants, the growth rate of M. huakuii is increased – which, in turn, further

increases the total cadmium uptake [49]. By accumulating pollutants in a particular

compartment, such as the cytoplasm, the pollutant can then be removed when the

bacteria is physically removed, so long as the compartment is not disrupted. In this

instance, Cd2+ would be removed when the plant is removed.

A final example of synthetic biology in biodegradation is the immobilization of fungal

laccases on the surface of yeast cells in a 2016 study reported by Chen and colleagues

[50]. Laccases are multicopper oxidases that are known to catalyse a variety of pheno-

lic substrates and only require oxygen in addition to the main substrate [51]. Conse-

quently, laccases are of interest in micropollutant degradation because there is no need

to invest in additional chemicals (e.g., co-factors). In Chen’s study, a gene encoding

the Trametes versicolor Lac3p laccase was fused with a A-agglutinin-binding subunit

gene from Sacchromyces cerevisiae. When expressed in S. cerevisiae, the Lac3p protein

was successfully displayed on the cell surface as part of the A-agglutinin glycoprotein.

Chen and colleagues showed that the surface-bound laccase was able to effectively

degrade the micropollutants bisphenol A (BPA) and sulfamethoxazole, retained more

activity than free laccase after 25 days of storage at room temperature, and could

“could be reused with high stability” [50].

The four use-cases presented here demonstrate distinct ways that synthetic biology

could be used to improve bioremediation and biodegradation. In the simplest in-

stances, this could be a case of adding genes to create novel pathways that allow

degradation. However, the thiophenic aromatic compound degradation and laccase-

mediated degradation examples demonstrate that, in addition to adding genes, op-

timising the regulation by considering where synthetic components are located (i.e.,

the different spatial compartments in the system) is important. The final example

shows that, rather than using metabolism to transform pollutants, binding them to

proteins and restricting their ability to move between compartments is also a viable

strategy. Thus, a range of strategies for bioremediation and biodegradation can be

conceived, depending on the knowledge of the pollutant and how it interacts with bio-

logical systems. Where this knowledge is not available, however, tools and approaches
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are required to make rational predictions – as per the rational design concept leveraged

by synthetic biology.

2.2.2 Challenges in modifying microbial communities and
creating synthetic microbial communities

Microbial communities, also referred to microbial consortia, describes two or more

organisms that exist in the same space. Compared to monocultures, microbial com-

munities demonstrate functional robustness to environmental disturbances [52] and a

function division of labour amongst organisms in the community [53]. These properties

are desirable and, thus, the design of synthetic microbial communities is being actively

investigated by synthetic biologists. In particular, the division of labour amongst mul-

tiple organisms allows engineering of higher-level functions such as high-value product

synthesis and bioremediation, and reduces burden relative to single-species engineer-

ing. By contrast, in monocultures, the transformation of large quantities of DNA can

be challenging, and the consequences of integrating complex pathways into an organ-

ism are difficult to predict in terms of (1) metabolic burden, (2) interactions with

native host pathways, and (3) the effect of intermediate compounds on the host [54].

Some of the simplest synthetic microbial communities consist of two organisms of

the same species that are genetically modified to have specialised functions in co-

culture. For example, Zhang and colleagues engineered Escherichia coli co-cultures

to efficiently use a mixture of glucose and xylose to produce cis,cis-muconic acid

[55]. This was achieved by modifying one member of the co-culture, referred to as

P6.2, to over-produce an intermediate, 3-dehydroshikimic acid (DHS), by removing

genes encoding enzymes that metabolise DHS into aromatic amino acids. The other

member of the co-culture, referred to as BXS, was engineered such that: the gene

encoding XylA was removed, preventing uptake of xylose; an engineered transporter,

ShiA, was added, improving uptake of DHS from the extracellular space; and genes

encoding three enzymes that form a pathway converting DHS to cis,cis-muconic acid

were added.

Similar systems that engineer high-value products instead consist of two organisms

from different species. An example of this is the production of 2-keto-L-gulonic acid
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(2-KGA) using Gluconobacter oxydans and Ketogluonicigenium vulgare, presented by

Wang and colleagues [56]. Production of 2-KGA from D-sorbitol occurs as a two step

process, where a G. oxydans enzyme produces L-sorbose from D-sorbitol, and then a

K. vulgare enzyme produces 2-KGA from D-sorbitol. However, once D-sorbitol reaches

sufficiently low concentrations, G. oxydans then begins metabolising L-sorbose to pro-

duce an unknown product and, thus, reducing the yield of 2-KGA. By knocking out

genes in G. oxydans involved in the uptake and metabolism of L-sorbose, specifically

those encoding the NADPH-dependent L-sorbose reductase enzyme and the PTS sys-

tem transporter subunit IIA, Wang and colleagues were able to prevent the competition

for L-sorbose by G. oxydans and, thus, enhance 2-KGA yield.

Both of these systems demonstrate synthetic microbial communities constructed de

novo. However, an alternative approach would be to generate a synthetic microbial

community by modifying a natural microbial community in situ. With regard to

bioremediation, this approach would be useful for modifying an existing community

to enhance degradation of a target substrate, such as a WWTP sludge community.

However, as mentioned earlier, microbial communities are functionally robust to en-

vironmental disturbances [52] and, thus, introducing a new organism or function to

an existing community is non-trivial. This robustness arises as a result complex inter-

actions, both competitive and cooperative, between members of the community [57],

which in turn arises from the molecular interactions in members of the community [58].

Thus, an understanding of the interactions within existing communities is required in

order to modify the community in a targetted way. Despite increases in metagenome

sequencing capabilities and sequence analysis techniques, it is recognised that predict-

ing and interpreting the relationships between organisms in a microbial community is

still limited [59].

As a consequence of the challenges in predicting how targetted modifications will affect

a community, alternative approaches to modifying microbial communities in situ have

looked at non-specific approaches to community modification. One example of this is

the use of Integrative and Conjugative Elements (ICEs), which are “a diverse group

of chromosomally integrated, self-transmissible mobile genetic elements (MGEs)” [60].

Brophy and colleagues used ICE as part of a strain, referred to as XPORT, that
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was used to engineer undomesticated bacteria [61]. The XPORT system comprises

three synthetic cassettes: a type IV secretion system, which mobilises the ICE; an

ICE regulator, rapI, under inducible expression; and a reduced version of ICE that

contains the components mediating DNA integration into the recipient (referred to as

mini-ICE). By decoupling the type IV secretion system from mini-ICE, the mini-ICE

system will not be subsequently propagated from any recipients (i.e., the recipient

does not become a new donor). The system produced by Brophy and colleagues was

shown to be successfully transfer a construct with IPTG-inducible gene expression in

35 bacteria (covering 26 species and 9 genera) [61].

Regarding microbial community modification, the XPORT system may provide a tan-

gible way to modify a natural microbial community. By using a system such as XPORT

to introduce a synthetic system simultaneously into multiple organisms in a commu-

nity, it increases the likelihood that the system is maintained because there are more

opportunities that the synthetic system will benefit an organism (in terms of molecu-

lar interactions) and, thus, persist. However, technologies such as XPORT necessarily

requires the development of novel in silico and in vivo tools that can be used to design

synthetic constructs and optimise their behaviour, given their intended use in mul-

tiple organisms. For example, the Portabolomics project at Newcastle University is

researching and developing a synthetic bio-adaptor – a system that, when transformed

into a host along with a synthetic construct, aims to interface with a host organism’s

cellular machinery to give predictable and portable behaviour of the construct between

different hosts. Another possible approach could be re-conceptualise design as a multi-

objective optimisation problem but, so far, no research appears to have been done in

this area.

2.3 Bioinformatics for synthetic biology and micropollutant metabolism

Bioinformatics is defined as:

“ the application of tools of computation and analysis to the capture

and interpretation of biological data [62]. ”- 23 -



Chapter 2: Background

Bioinformatics techniques can be used to assist synthetic biology, biodegradation, and

bioremediation in a number of ways. This section begins with an overview of techniques

that can be used to gain functional insights for unannotated protein sequences, address-

ing how it may be possible to find proteins with a role in micropollutant degradation.

After, the role of bioinformatics in discovering new protein sequences, specifically via

de novo sequence assembly and annotation workflows, is introduced.

2.3.1 Sequence annotation techniques

Sequence annotation techniques enable the prediction of functions that gene products

may have. All sequence annotation techniques are based upon a reference of known

function, either a sequence or a model, and the similarity of a query sequence with

the reference. One of the most commonly used approaches to sequence annotation

is the use of sequence alignment techniques – such as Needleman-Wunsch for global

alignments [63] and Basic Local Alignment Search Tool (BLAST) for local align-

ments [64] – to evaluate the similarity between sequences of known function and query

sequences. BLAST is a heuristic algorithm that identifies short, high-scoring matches

between a query sequence and reference sequence, and then extends these to find

regions of high-scoring pairs between the query and reference [64]. By contrast, the

Needleman-Wunsch algorithm is a dynamic programming algorithm that finds the best

global alignment between two sequences, given penalties for (1) creating a gap in the

alignment, (2) extending a gap in the alignment, and (3) substituting one residue or

nucleotide for another (a mismatch).

When certain criteria are met, such as similarity above a specified threshold, then

annotations of a reference sequence may be transferred to the query sequence with a

particular confidence. In a 1999 study by Rost, for example, it was reported that 90%

of protein pairs that had ≥ 30% global sequence identity were homologous, dropping

to less than 10% being homologous when sequence identity was ≤ 25% [65]. Similarly,

a 2003 study by Tian and Skolnick reported that a sequence identity of 40% or greater

could be used to confidently transfer the first three digits of enzyme commission (EC)

number annotations, and a sequence identity of 60% or greater could be used to trans-

fer all four digits of an EC number with 90% accuracy [66]. An EC number is a
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hierarchical classification of enzyme function: for example, catechol-1,2-dioxygenase

is a dioxygenase that catalyses the incorporation of molecular oxygen into catechol,

forming cis,cis-muconic acid, and has the EC number 1.13.11.1. This classification

indicates the enzyme is an oxidoreductase (1) that incorporates O2 into a single donor

(1.13), specifically incorporating two atoms of oxygen (1.13.11), and acts on the sub-

strate catechol (at carbons one and two). Thus, a global sequence identity of 40% or

more can potentially reveal a large amount of information about the function of an

unannotated protein.

Another approach to sequence annotation is to use hidden Markov models (HMMs) –

statistical models of linear sequences that can be trained to represent a profile of protein

families, domains, features, and sites [67]. Through tools such as HMMER [68] and

HH-suite [69], HMMs can be built from a curated set of sequences representing a group

of interest (e.g., a protein family) and then thresholded based on how well the profile

reflects sequences in the group of interest versus a negative set. Once thresholded, a

HMM can be used to make inferences about novel sequences. In addition to building

custom HMMs, existing libraries of HMMs exist in databases such as PFAM [70],

TIGRFAM [71], and PANTHER [72] and are integrated into tools such as InterProScan

[73]. With extensive libraries and efficient search tools, large numbers of sequences can

be annotated very rapidly.

2.3.2 Sequence quality control and assembly

Bioinformatics also includes tools to build sequence assembly workflows, allowing data

from DNA sequencing to be assembled into contiguous DNA sequences (knowns as

contigs). Firstly, sequence assembly data is variable in quality due to artefacts from

library preparation and sequencing processing [74], and has led to the development of

quality profiling tools such as FastQC [75] and tools to remove low-quality sequence

data such as Trimmomatic [76] and Sickle [77]. Each base call from a sequencer has an

associated Phred score, Q, which is related to the probability that the base is called

incorrectly, P , according to equations 2.1 and 2.2. For example, a Phred score of

30 indicates that the probability a base was called incorrectly is 1 × 10−3, and tools

such as Trimmomatic and Sickle use the Phred scores to remove bases below threshold

- 25 -



Chapter 2: Background

qualities.

Q = −10× log10P (2.1)

P = 10
−Q
10 (2.2)

Once data has passed quality control, it can then be assembled – the process of combin-

ing sequenced reads into longer contiguous consensus sequences based on the overlaps

of reads. Different methods exist carrying out sequence assembly, and fit into two cat-

egories: de novo and reference-guided (or mapped). In a reference-guided assembly,

sequenced reads are mapped onto a reference sequence that is expected to be simi-

lar to the consensus of the sequenced DNA, and then resolved to identify differences.

Reference-guided approaches work well where suitable, similar references are available

to guide the mapping. However, it is recognised that large differences between the

the reference and sequenced DNA may not be detected and constructed appropriately

(e.g., large insertions or deletions and chromosomal rearrangements) [78]. Addition-

ally, errors in the reference sequence used may propagate to the assembled sequence

and result in a less accurate assembly.

By contrast, de novo assemblies use only the sequencing data to construct contigs. De

novo assembly methods are typically based on one of three frameworks – de Bruijn

graphs, overlap layout consensus (OLC) graphs, and string graphs [79]. In a de Bruijn

graph-based approach, sequence reads are decomposed into k -mers and used to build

either a Hamiltonian de Bruijn graph (in which the k -mers are represented as nodes)

or an Eulerian de Bruijn graph (in which the k -mers are represented as edges) [79].

The assembly can then be determined by finding Hamiltonian paths or Eulerian paths

respectively. An Eulerian approach is taken by assemblers such as SPAdes [80] whereas

a Hamiltonian approach is taken by assemblers such as SOAPdenovo2 [81].

OLC-based methods, by contrast, start by identifying the overlaps between the reads.

Rizzi and colleagues, in a 2019 review, identify that “the computational of the overlap

graph [...] is considered the bottleneck of an OLC pipeline” [82]. An overlap graph,

described by Myers in 2005, is then built constructed from the information, with reads
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as node and edges representing the overlap [83]. An OLC-based assembly then com-

pletes by using the overlap information to merge reads, generating the final assembly

[79]. String-based assembly methods, instead, generate a string graph from the over-

lap graph by removing redundant information from an overlap graph (duplicate reads,

contained reads, and transitive edges), resulting in a structure similar to a de Bruijn

graph [79]. Similar to a Hamiltonian de Bruijn graph, a string graph can have an

assembly constructed by following Hamiltonian paths.

In practice, while many de novo assemblers are based around one of these three frame-

works, many tools actually use aspects of different frameworks in an attempt to address

the limitations of using only one [82]. None of the de novo assemblers can be uniformly

considered the best, and, instead, the choice of which to use is a decision that should

be based on: the origin of the data being sequenced (i.e., the biological entity); the

technology used to obtain the sequencing data; and the intended downstream analysis

for the assembled sequence [84]. For example, overlap graphs and string graphs main-

tain information that can be lost in de Bruijn graphs, and is useful for resolving short

repeats [82].

Once assembled, further tools can be used to identify sequence features. In particular,

relevant to this work, are tools that can identify coding sequences (CDSs). One of the

most common tools used for CDSs identification is Prodigal, which uses unsupervised

machine learning to predict translation start site [85]. As part of a workflow, this

means that:

1. Microorganisms can have their DNA content sequenced

2. The sequenced reads can be assembled into contigs

3. The contigs can have putative CDSs identified

4. The proteins encoded by the putative CDSs can then be annotated, with features

of interest identified.

With regard to the problem of rationally identifying genes and proteins involved in mi-

cropollutant metabolism identified earlier, this types of workflow means that organisms
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and populations that are known to carry out a desired activity can be comprehensively

analysed.

2.3.3 Bioinformatics for insights into protein expression

One of the challenges for synthetic biology is designing synthetic constructs that will

express well in the target construct. Protein expression is a complex and multi-factorial

problem, with factors including: transcription rate of the gene, affected by interactions

of RNA polymerase with a gene’s promoter; translation rate of the protein, affected

by interactions of the ribosome binding site (RBS) with ribosomes; translation rate,

affected by the codon usage bias of the gene relative to host transfer ribonucleic acid

(tRNA) availability; and the degradation rates of messenger ribonucleic acid (mRNA)

and protein [4]. In particular, CDS optimisation is a commonly used tool in synthetic

biology workflows, and aims to adjust the codon composition of a protein-encoding

gene to translate favourably in the host.

A more detailed overview of CDS optimisation methods is presented in the introduction

to Chapter 5 (section 5.1.1) – however, all CDS optimisation require knowledge of

codon usage in the intended host, as this allows inferences about host interactions with

a designed CDS to be made. For example, in some of the earliest CDS optimisation

methods, such as optimising against the frequency of optimal codons (FOP) measure,

the“preferred”codon used by a host to encode each amino acid needs to be determined

[86]. Preferred codons in this context are identified by finding the codon that is most

frequently used to encode each amino acid in a highly-expressed reference gene set

from the intended host. Often, codon usage information is not readily available –

particularly for non-model organisms, as may be the case for organisms WWTPs –

and needs to be calculated. Bioinformatics can assist this by both identifying genes

that are likely to be highly-expressed and calculating codon-usage tables. Conversely, a

different measure – the chimera Average Repetitive Substring (cARS) metric – requires

determining of whether a string of amino acids that appears in a synthetic CDS appears

within a reference set. By using data structures from computing science, bioinformatics

allows reference sets of host CDSs to be generated and stored in data structures that

are efficient to search, such as suffix trees.
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As mentioned in Section 2.2.2, some synthetic biology research efforts are deploying a

single construct in multiple organisms. Currently, design tools for multiple organisms

are in their infancy and – as yet – the issue of optimising CDSs for multiple organisms

has not yet been addressed. Current open research questions include:

• Which algorithms are suitable to use for multiple species codon optimisation?

• How should codon usage information for the organisms in a community be stored

for efficient querying during codon optimisation?

• How should a CDS optimisation for a microbial community be weighted based

on factors such as population abundance?

In the context of enhancing micropollutant metabolism in WWTPs by modifying com-

munities of microorganisms, answering some of these questions could help enhance

enzyme activity and minimise burden on the host, both desirable qualities.

2.4 Summary and Conclusions

The occurrence of micropollutants in aquatic environments is an increasing issue.

Many of these micropollutants enter water courses via WWTPs and, thus, WWTPs are

an ideal point of intervention to reduce the concentration of micropollutants entering

receiving water courses. However, WWTPs already require large amounts of energy to

run and, thus, modifications to plants that enhance micropollutant degradation should

ideally not compound this (as much as possible). It is recognised that biodegradation

is a major contributor to micropollutant degradation, however this varies between

WWTPs. Thus, one possible approach to enhancing micropollutant degradation in

WWTPs would be use to use synthetic biology to create a synthetic microbial consor-

tia that is capable of degrading one or more micropollutants of interest. While green

chemistry approaches such as this are promising, there are unaddressed problems that

hinder research efforts. This thesis addresses two of these: workflows and tools to

identify the molecular elements (e.g., genes and proteins) involved in biodegradation

processes, and design tools for optimising a synthetic biology construct for expression

in microbial consortia.
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3.1 Introduction

Enzymes, also known as biological catalysts (biocatalysts), are a diverse group of

biological molecules that speed up reactions in living organisms [87]. A range of

types of biomolecules can have catalytic activity, including DNA (DNAzymes), RNA

(RNAzymes) and antibodies (ABzymes), but the largest and best characterised group

of enzymes are proteins. As catalysts, enzymes increase reaction rates to the mag-

nitudes necessary to sustain life. Enzymes determine the ways in which an organism

interacts with its environment, as well as the outcome of competition with other organ-

isms in that environment. Some bacterial enzymes confer resistance to unfavourable

environmental conditions such as the presence of antibiotics [88], and other enzymes

disrupt quorum-based communication used by other bacteria in their environment [89].

Industrially, biocatalysts have many advantages compared to traditional chemical en-

gineering approaches, including increased substrate and reaction specificity; enabling

reactions to occur in milder conditions; and the production of less waste [90]. These

environmental advantages have led to biocatalysis being referred to as “green chem-

istry”. Consequently, biocatalysts have found use in diverse applications, including the

production of high-value products (HVPs) and bioremediation. Industrially, enzymes

have value in the production of high-value products, and constitute a global market

that is predicted to increase from $7 billion in 2019 to around $10 billion by 2024 [91].

As a result, enzyme discovery is an active area of research.

Microbial enzymes are also known to play a key role in determining the fate of en-

vironmental compounds. An example of this functionality can be seen in wastewater

treatment plants (WWTPs), in which microorganisms are recognised to affect plant

functionality [92]. Microbial degradation has been shown to be important in the degra-

dation of compounds that are otherwise slow to biodegrade (known as recalcitrant

compounds). Many recalcitrant compounds are also capable of causing undesirable

ecological effects, a prime example being ethinyl-estradiol (EE2), a synthetic estrogen

and endocrine disrupting compound (EDC) that has been shown to cause feminisation

of aquatic wildlife [93]. Consequently, if the role of microbial enzymes in the fate of

specific compounds can be discovered, then strategies for enhancing the biodegradation
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processes can be devised.

The leveraging of ex situ enzymes for these applications can be achieved through two

primary means: metabolic engineering and protein overexpression and purification.

In metabolic engineering, an organism is engineered to carry out a desired function,

often in a bioreactor. Engineering typically either modifies existing organism processes

or adds functionality not otherwise present. An example of metabolic engineering is

commercial riboflavin production in Bacillus subtilis, which has been enhanced through

the introduction of two new genes from Corynebacterium glutamicum that cannot be

allosterically inhibited, unlike their wild-type homologues [94]. In contrast, when using

protein overexpression and purification, a cell is engineered to overproduce a desired

protein product, which is then extracted to produce an isolate.

To leverage enzymes for a given purpose, an understanding of the metabolic com-

ponents, such as proteins and regulatory networks, involved in achieving a desired

phenotype is first required. To aid in this analysis, a number of in silico tools have

been developed, which fit into two broad classes. The first class are tools that predict

metabolic pathways linking two compounds, and includes examples such as enviPath

[95] and RetroPath 2.0 [96]. RetroPath takes a “source” compound – a desired com-

pound to be synthesised – and “sink” compound(s) – available reactants – as inputs.

By iteratively applying transformation rules, stored in the RetroRules database [97], a

reaction network of possible pathways between the sink(s) and the source are predicted.

By contrast, enviPath takes a single compound as input, and predicts biodegradative

routes for that compound. As with RetroPath, however, this process is achieved by

iteratively applying a series of biotransformation rules, stored in enviPath’s database,

to generate representations of new compounds and, hence, predict pathways.

The second class of tools predict the enzymes, and the genes encoding those enzymes,

responsible for a given chemical transformation. Available tools include Selenzyme [98],

Kyoto Encyclopedia of Genes and Genomes (KEGG)’s E-zyme 2 [99], and RetroPath

[96]. Selenzyme differs from E-zyme 2 and RetroPath because it ranks candidate

proteins from the MetaCyc database that could be used to catalyse a user-specified

reaction in a user-specified host, taking into account factors such as reaction similarity

and taxonomic distance between the source organism and the target organism. While
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details of the ranking are unpublished, it appears that reaction similarity may be

weighted above taxonomic distance; vertebrate enzymes are suggested for microbes

when input reactions are non-native to the microbes, as is often the case with steroid

transformations. Because enzymes are suggested from a fixed dataset, enzymes cannot

be identified from a user’s custom dataset. This issue is particularly relevant where a

user has enzyme data, such as translated coding sequences from a microorganism or

microbial consortium that has been observed to carry out the chemical transformation.

In contrast, E-zyme 2 and RetroPath predict the functional annotation(s) that a pro-

tein catalysing an input reaction is likely to have, using KEGG orthology (KO) num-

bers and enzyme commission (EC) numbers, respectively. For example, given the con-

version of ethanol (C2H6O) to ethanal (C2H4O), E-zyme 2 suggests that an enzyme

catalysing this reaction will likely be annotated with KO numbers such as K00002

(alcohol dehydrogenases) and K00114 (alcohol dehydrogenase (cytochrome C)), and

RetroPath suggests that an enzyme is likely to be annotated with EC numbers such

as 1.1.1.1 and 1.1.99.8.

The use of EC numbers may be problematic because full EC numbers are only assigned

to enzymes with experimentally verified, complete reaction equations, and partial EC

numbers can cover a wide range of enzymes catalysing various transformations [100].

Thus, when an input reaction does not have highly-similar examples, RetroPath may

suggest partial EC numbers, which can include a large number of potential candidate

enzymes. For both RetroPath and E-zyme, identifying enzyme candidates from a cus-

tom dataset requires annotation of the custom dataset. This is potentially problematic

because accurate enzyme candidate selection is dependent on both (1) the accuracy of

E-zyme 2 / RetroPath and (2) the choice of annotation tool. A further consideration

for E-zyme 2 is that the evaluation of the prediction approach is only reported at the

level of the whole database. However, the composition of the database used in this eval-

uation is not presented. Hypothetically, some KO numbers may be over-represented,

with a high number of associated reactant-product pairs that result in the recovery

of associations at more stringent thresholds during validation (relative to KO num-

bers associated with fewer reactant-product pairs). Such considerations mean that,

given a query reactant-substrate pair, it is not clear how the statistics presented at the
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database-level are applicable to that query. Thus, there is a need for tools facilitating

transformation-specific analysis, integrating both recovery and annotations.

Due to the reducing costs of DNA synthesis and lab automation technologies, making

large panels of enzymes against which to screen multiple substrate compounds is a

realistic prospect. For example, Marshall and colleagues have recently constructed a

sequence-diverse panel of 384 imine reductase enzymes that can be rapidly screened for

activity on substrates using a colorimetric assay [101]. Consequently, there is value in

creating tools that enable a systematic, comprehensive exploration of known enzymes

that can catalyse a desired transformation, because these tools could help in selecting

enzymes to be part of such panels. However, at present, no such tools exist.

Given the identified research gaps of no tools that integrate discovery, ranking, and

annotation of enzymes from a user’s dataset, and no tools that facilitate creation of

panels of enzymes for screening, in this project we aimed to devise and evaluate an

approach that addresses the lack of tools that:

1. Possess transparent, transformation-specific approaches to enzyme analysis

2. Can easily generate large panels of enzymes spanning the known diversity of

catalysts for a given transformation.

This aim was achieved by constructing a custom, integrated dataset from several

metabolic databases, and devising a computational approach that uses the custom

database to identify and rank candidate enzymes from a user-supplied database. The

algorithm and dataset together is referred EnSeP, the Enzyme Search Platform, and

the dataset is referred to interchangeably as the EnSeP knowledgebase or EnSeP

database.

3.2 Methods

The EnSeP knowledgebase is a Neo4j dataset constructed from five source datasets:

IntEnz [102], ChEBI [103], MetaCyc [104], KEGG [105], and UniProt [106]. The dates

and versions (if applicable), of the datasets that were used to build the EnSeP knowl-

edgebase are shown in Table 3.1. The data integrated from each of these databases
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Dataset Date obtained
Version

(if applicable)
IntEnz 24/04/20 N/A
ChEBI 26/03/20 N/A

MetaCyc 26/03/20 v23.5
KEGG 23/04/20 r93.0
UniProt 28/04/20 N/A

KofamScan analysis
of SwissProt

KofamScan:
27/04/2020

SwissProt:
24/04/2020

v1.2.0

N/A

Table 3.1: Datasets contributing to the EnSeP dataset. Kofamscan requires a
database of HMMs, provided by KEGG, that are used as part of the KO assignment
process.

is described in sections 3.2.2 - 3.2.4. These datasets are additionally supplemented

with an analysis of the SwissProt component of UniProt using KofamScan, which is

described in section 3.2.1 [107]. In brief, KofamScan uses a reference database of

hidden Markov models (HMMs) to annotate proteins with KO numbers, thus allowing

proteins to be associated with reactions in the KEGG database.

Once parsed, these data are unified into the EnSeP data model, shown in Figure 3.1.

The data model comprises four node types and five edge types – the two catalyzed_by

edges are the same type. These node and edge types are defined in sections 3.2.2 -

3.2.4.

3.2.1 Pre-analysis of SwissProt using KofamScan

KofamScan is a tool that annotates proteins in a user-supplied dataset with KO num-

bers. KofamScan consists of a database of HMMs – which are probabilistic representa-

tions of a protein alignment – and a tool that uses the HMMs to annotate proteins. A

protein input to the KofamScan algorithm is numerically scored against each HMM to

determine if the protein shares similarity to proteins represented by the model above

a threshold, T . If the protein scores ≥ T against a HMM, then the KO annotations

associated with a HMM are transferred to the protein.

KofamScan was used to assign KO annotations to proteins in the UniProt SwissProt
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Figure 3.1: The data model of the EnSeP knowledge graph. The model comprises
five node types and six edge types. The two catalyzed_by edges are the same type,
and the four has_identifier edges are also of the same type. The definitions of these
types and relationships are described within the remainder of the Methods section.
The properties of the node types are shown in Appendix Figure A.1. None of the edge
types have properties.
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dataset. This was done because reactions in the KEGG database are linked to KO

numbers and, thus, KO numbers can be used to obtain (reaction)-[catalyzed_by]-

(protein) edges for the EnSeP database.

3.2.2 Compound parsing and processing

Compound data were obtained from three source databases: ChEBI, KEGG, and

MetaCyc. ChEBI and MetaCyc both provide structural information about their com-

pounds in the form of simplified molecular-input line-entry system (SMILES) strings –

a compact, widely-used notation that is machine-readable [108]. For example, methane

can be represented by the SMILES string C, ethanol by CCO, and phenol by Oc1ccccc1.

The SMILES strings representing compounds in KEGG and ChEBI were parsed and

converted to a standard representation (canonicalised) using the Python RDKit library

v2019.09.3 [109]. Canonicalisation is necessary because multiple SMILES strings can

be used to represent the same compound. For example, CCO and OCC are both valid

representations of ethanol, and the canonical version differs based on the serialization

algorithm. Compounds were considered unique according to their canonical SMILES

string generated by RDKit. While international chemical identifier (InChI) strings pro-

vide a standardised representation of compounds, EnSeP needs to distinguish between

tautomers, which cannot be achieved with standard InChI strings [110].

Integration rules differ between the three source datasets. Firstly, all compounds in

ChEBI with a parsable SMILES string were identified, canonicalized, and stored in the

EnSeP KB. Next, compounds from MetaCyc were parsed according to the following

rules:

1. Where a compound had (A) one unambiguous ChEBI cross reference and (B)

the referenced ChEBI compound is in the EnSeP KB from the first step, then

the MetaCyc identifier is added to the compound parsed from ChEBI.

2. If either of the conditions in (1) were not met but the MetaCyc compound has a

parsable SMILES string, then the SMILES string is canonicalized. If there is an

existing compound in the EnSeP KB with the canonical SMILES string, then add

the MetaCyc identifier to that compound; otherwise, create a new compound.
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The decision to have different integration rules between source databases was made

because, historically, some compounds from MetaCyc had SMILES strings that were

not valid under the specification used by RDKit. Finally, cross-references of compounds

from the KEGG database to ChEBI were integrated. A KEGG identifier was added to

a compound in the EnSeP database if the compound in KEGG had an unambiguous

ChEBI cross reference and the ChEBI identifier was associated with a compound in

the EnSeP database.

Once compounds have been parsed from ChEBI, KEGG, and MetaCyc, they are stan-

dardized to generate so-called “super parent” representations. This decision was made

to unify different standardisation protocols of the contributing datasets. For example,

MetaCyc protonates compounds to a pH of 7.3. A super parent is an uncharged rep-

resentation of a compound with isotope and stereochemistry information discarded.

Super parents were generated using the Python molvs library (version 0.1.1). If a

super parent did not already exist in the database, a new compound was added to the

dataset as necessary.

3.2.3 Reaction parsing

Reaction data were obtained from IntEnz, KEGG, and MetaCyc. Each unique reac-

tion in the source databases resulted in one unique reaction node in the EnSeP dataset.

Information on reaction direction was not stored because catalysts, by definition, do

not affect the direction of a reaction. The equilibrium point is determined by envi-

ronmental conditions, including pH, temperature, and substrate concentrations, and

thermodynamics. For this reason, EnSeP uses the “left” and “right” syntax for reac-

tions to avoid specifying direction, much like MetaCyc already does. For IntEnz and

KEGG, reactants and products are arbitrarily stored as left and right, respectively.

A reaction is stored in EnSeP as long as one compound referenced in left and one

compound referenced in right is stored in EnSeP.

3.2.4 Protein and enzyme parsing

Protein and enzyme data were obtained from three sources: MetaCyc, IntEnz, and the

results of the KofamScan analyses. As all three data sources use UniProt accession
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numbers to cross reference proteins, and each unique UniProt accession results in a

unique protein entity in the EnSeP KB. Additionally, it should be noted that MetaCyc

makes a distinction between proteins and protein complexes. EnSeP maintains this

distinction, and each MetaCyc identifier referring to a protein complex results in a

single complex entity in EnSeP. Once the proteins had been parsed from all three con-

tributing datasets, the European Bioinformatics Institute (EBI) proteins application

programming interface (API) [111] was queried to obtain data for each protein, which

was then used to annotate each protein node with a sequence and protein name.

Data on enzyme reaction activity was then parsed, and used to assign catalyzed_by

relationships between reaction nodes and protein / complex nodes. In the case of

MetaCyc and IntEnz, these are explicitly declared in the data files. For the result

of the KofamScan analyses, catalyzed_by relationships were added between proteins

that are annotated with a given KO term and reactions that KEGG records as being

associated with that KO term.

Due to licencing restrictions on the use of KEGG data, the EnSeP dataset is not

publicly available. However, the code required for a user to build their own version of

EnSeP KB is available in the GitHub repository: https://github.com/intbio-ncl/ensep.

There may be slight variations in builds across time due to the use of the UniProt API

to annotate protein information.

3.2.5 Associating pairs of compounds to protein sequences
using the EnSeP knowledgebase

For downstream analyses, it is convenient to represent the dataset as a hash map (also

referred to as a associative array or dictionary) of the form {(L1, R1): S1, (L2,

R2): S2,..., (LN, RN): SN} where:

• LN is the SMILES string of the super parent of a compound that appears in a

reaction’s left attribute.

• RN is the SMILES string of the super parent of a compound that appears in a

reaction’s right attribute.
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MATCH (rxn:Reaction)-[:CATALYZED_BY]->(p:Protein)

MATCH (rxn)-[:LEFT]->(l:Compound)

MATCH (l)-[:HAS_SUPER_PARENT]->(sl:Compound)

MATCH (rxn)-[:RIGHT]->(r:Compound)

MATCH (r)-[:HAS_SUPER_PARENT]->(sr:Compound)

RETURN DISTINCT p.sequence, sl.smiles, sr.smiles

Figure 3.2: Cypher query that generates the subset of the hash map in which reac-
tions are catalysed by a protein. Each line beginning with MATCH describes an edge to
be matched in the EnSeP knowledgebase. Node details are indicated with parentheses
() and edges details are indicated with square brackets [].

MATCH (rxn:Reaction)-[:CATALYZED_BY]->(cplx:Complex)

MATCH (cplx)-[:HAS_COMPONENT]->(p:Protein)

MATCH (rxn)-[:LEFT]->(l:Compound)

MATCH (l)-[:HAS_SUPER_PARENT]->(sl:Compound)

MATCH (rxn)-[:RIGHT]->(r:Compound)

MATCH (r)-[:HAS_SUPER_PARENT]->(sr:Compound)

RETURN DISTINCT p.sequence, sl.smiles, sr.smiles

Figure 3.3: Cypher query that generates the subset of the hash map in which reac-
tions are catalysed by a complex.

• SN is an array of sequences associated with reactions where LN is the super

parent of a compound in the reaction’s left attribute and RN is the super parent

of a compound in the reaction’s right attribute. Associated in this context

means that either the reaction is catalysed by the protein, or the reaction is

catalysed by a complex which contains the protein as a subunit.

Representation of the data as a hash map was achieved by querying the EnSeP KB

using cypher (the query language of Neo4j), as shown in Figures 3.2 and 3.3. It is

possible that, for two compounds C1 and C2, one reaction may lead to LN = C1 and

RN = C2 and another reaction may lead to the pair LN = C2 and RN = C1. To

further reduce the size of the hash map, these instances are merged by appending the

sequence arrays.

- 41 -



Chapter 3: EnSeP - An integrated informatics platform for enzyme discovery

[C:2]([C:1])([C:3])([H:4])-O>>[C:2]([*:1])([*:3])=0

Figure 3.4: Example of a reaction SMARTS string representing the oxidation of a
secondary alcohol. The arrows, >>, separate the reactant pattern from the product
pattern. Some atoms in the pattern are represented in the form [A:B], where A is
the symbol of the atom and B is a numerical label that maps the atom between the
reactants and products. In this pattern, [C:2] represents the central atom. Asterisks,
*, match any atom; when used for products (e.g., [*:1]), asterisks refer back to the
atom’s match in the reactants).

3.2.6 Obtaining compound pairs and associated proteins match-
ing a transformation of interest

A transformation, serialised as a reaction SMARTS string, is a representation of (1) a

pattern to be matched in a reactant, and (2) the way in which that pattern is modified

to generate a product. An example of a reaction SMARTS pattern is shown in Figure

3.4. Using RDKit, a reaction SMARTS string can be parsed and applied to a parsed

compound to generate hypothetical products.

Given a reaction SMARTS pattern, each key (C1, C2) in the hash map is evaluated to

see whether the reaction SMARTS pattern can map either C1 → C2 or C2 → C1; if so,

the substrate, Csub, (C1 or C2 as appropriate) and protein sequence(s) that catalyse

the reaction, S, are stored in a new hash map (with Csub as the key and S as the

associated value). At this point, the protein-catalyses-compound relationships are

also represented as a network containing:

• compound nodes

• protein nodes

• edges connecting a compound node and a protein node if the represented protein

is known to catalyse the input transformation on represented compound.

3.2.7 Identifying and ranking candidate enzymes that catal-
yse a transformation on a target substrate from a cus-
tom set of proteins

The the number of enzyme candidates that may catalyse a given transform on a target

substrate, ctarget, could potentially be large. Thus, a novel metric was developed
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to rank enzyme candidates by jointly considering the space of protein identity and

compound similarity.

First, a subset of substrates and protein catalysts were identified as described in section

3.2.6, based on the given transformation. For clarity, these will be referred to as the

EnSeP compounds and EnSeP proteins. Next, the target substrate was pooled together

with the EnSeP compounds, and all versus all similarity was calculated. Similarity

was calculated using Tanimoto similarity between extended connectivity fingerprint

representations of compounds (radius 2 / diameter 4) as a 16,384 length bit vector.

This fingerprint measure was used as it has been found to work well in other studies

in the biomedical domains [112].

Similarly, EnSeP proteins were pooled with a set of proteins to search, Psearch, and all

versus all identity was calculated. In order to keep the calculations tractable, an all

versus all blastp [64] was carried out first with an E-value threshold of 0.001. This

E-value threshold was chosen to filter out comparisons with a low-likelihood of having

a high global identity match. All versus all identity was calculated using needleall

with a gap open penalty of 10, a gap extend penalty of 0.5, and no penalties for end

gaps [113].

Next, a range of bipartite graphs were generated based on compound similarity, protein

similarity, and known protein-catalyses-compound relationships. A bipartite graph

is a graph in which the nodes are divided into two sets, referred to as “parts”, and

edges only connect a node in one set to a node in the other set. A bipartite graph is

often denoted as (U, V,E), where U is the set of nodes in one partite, V is the set of

nodes in the other partite, and E is the set of edges in the graph. A bipartite graph

was generated as follows:

1. Compounds were clustered using weighted pair group method with arithmetic

mean (WPGMA) on a distance matrix generated from compound similarities.

The resulting compound clusters become the nodes of one partite (u ∈ U) of a

bipartite network.

2. Similarly, proteins were clustered using WPGMA on a distance matrix generated

from protein identities, and the resulting protein clusters become the nodes of
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the other partite (v ∈ V ) of a bipartite network.

3. An edge was added between a protein cluster, v, and a compound cluster, u, if

a protein in v is known to catalyse a compound in u.

Note that WPGMA requires distance thresholds to be specified to determine the gran-

ularity of the clustering. For compounds, the threshold values, tcompound, used were

in [0, 1] in 0.1 increments, resulting in up to 11 different compound clusterings. For

proteins, the threshold values, tprotein, used were in [0, 0.7] in 0.1 increments, resulting

in up to eight different protein clusterings. Thus, by combining different values of

tprotein and tcompound, up to 88 different bipartite networks could be produced.

The density of each bipartite network was calculated as follows:

density =
|E|

|U | × |V |
(3.1)

For each bipartite graph generated, instances were identified where the target sub-

strate, ctarget, is in a compound cluster that is connected to a protein cluster containing

proteins from the search set; i.e., any p such that:

• ctarget ∈ u ∈ U

• p ∈ Psearch

• p ∈ v ∈ V

• u→ v ∈ E

If such instances were identified, then ctarget, p, and the density of the bipartite graph

were recorded. After all bipartite graphs have been evaluated, instances of (ctarget, p)

were then ranked according to the lowest density of a bipartite graph in which ctarget

and p were in clusters that were connected by an edge. This is henceforth referred

to as the “recovery density” of the edge. An example of the way in which a series of

compound-protein relationships can be clustered to result in bipartite networks with

different densities is shown in Figure 3.5. An example of the way in which the bipartite
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clustering approach was used to generate the recovery density for an edge is shown in

Figure 3.6.

This recovery density approach relies on the assumption that the bipartite network

density will tend to increase as the clusters become more coarse. With this assump-

tion, it would be expected that a hypothetical protein-catalyses-compound edge

with a low recovery density indicates that the hypothetical edge has a more sim-

ilar example in the EnSeP database than hypothetical edges with higher recovery

densities. Conversely, a recovery density closer to 1.0 indicates that a hypothetical

protein-catalyses-compound edge is no more similar to an example in the EnSeP

database than any other hypothetical relationship. Thus, it was hypothesised that

missing protein-catalyses-compound relationships, as inferred from the Cartesian

product of compounds and proteins in connected clusters, would tend to be recov-

ered at a lower recovery densities than false relationships. Accepting this hypothe-

sis would mean that recovery density scores could be used to prioritise hypothetical

protein-catalyses-compound relationships for investigation.

3.2.8 Leave-one-out validation

The recovery density score, described in Section (3.2.7), was evaluated using leave-one-

out (LOO) validation. For each of four transformations, all of the protein-catalyses-

compound relationships related to the transformation were extracted from the EnSeP

database as described in Sections 3.2.5 and 3.2.6. The four transformations chosen

for LOO validation were: hydroxylation of a phenol moiety at a carbon adjacent to

the hydroxyl group to form a catechol moiety; intradiol cleavage of a catechol moiety;

extradiol cleavage of a catechol moiety; and oxidation of a secondary alcohol. These

four transformations were chosen to demonstrate the different types of results that

could be obtained, and because they have relevance to estrogen degradation, which is

further explored in Chapter 4.

From the extracted proteins, compounds, and protein-catalyses-compound relation-

ships associated with a transformation, two types of relationships were then defined:

• Known relationships: also referred to as known edges, are relationships between
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Figure 3.5: An example of the bipartite clustering approach and its correspondence
to network density. In these figures, light red nodes with labels starting with C are
compounds and light blue nodes with labels starting with P are proteins. Dark red
nodes with labels starting with CC are compound clusters and dark blue nodes with
labels starting with PC are protein clusters. (A) An example of an initial network of
compound-protein associations prior to any clustering. The bipartite network density
at this point is 3/9. (B) An example clustering, which results in two compound clusters
and two protein clusters. Dashed lines indicate the associations shown in A. (C) A
bipartite graph is generated, with edges determined from the associations shown in
B. The bipartite network density for this example clustering is 3/4, indicting that
the bipartite graph has 3/4 of the maximum possible edges, and is higher than the
density prior to any clustering in A. (D) Another example clustering; compared to B,
a different threshold was used for compound similarity, resulting in the compounds
belonging to a single cluster. (E) The resultant bipartite graph generated from the
clustering in D. The resultant density is 1 (the maximum), as this bipartite graph has
all possible edges.
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Density = 1

Density = 0.5

Density = 0.22

(A) (B) (C)

Density = 0.33

Figure 3.6: An example of how a hypothetical edge between a compound and a
protein can be assigned a score, referred to as the “recovery density”, by combining
clustering with bipartite network density (described in Section 3.2.7). (A) Light
red nodes represent compounds and light blue nodes represent proteins. The dashed
black lines between a compound and a protein indicate protein-catalyses-compound
relationships, the red lines between compounds indicate compound similarity relation-
ships, and the blue lines between proteins indicate protein similarity relationships. At
the top, the nodes with dashed outlines indicate a query protein and query compound
for which we want to calculate the“recovery density”. (B) The query protein and query
compound were integrated with the EnSeP knowledgebase, with dashed lines indicat-
ing similarity relationships between the query compound / protein and the compounds
/ proteins in the knowledgebase. (C) The compounds and proteins are clustered, re-
sulting in compound clusters, indicated by dark red, and protein clusters, indicated
by dark blue nodes. Connections are added between a compound cluster and a pro-
tein cluster if a protein in the protein cluster catalyses a compound in the compound
cluster (according to the EnSeP knowledgebase). Four examples of possible bipartite
network structures are shown, with the clusters containing the query compound and
query protein indicated by the light red circles and the light blue circles, respectively.
The recovery density of a hypothetical edge between the query compound and query
protein is the lowest density of a bipartite network in which the query compound is
a member of a compound cluster that is connected to a protein cluster that contains
the query protein. In this instance, the recovery density is 0.5.
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a protein and a compound where the protein is known to catalyse the compound

(i.e., the protein-catalyses-compound relationships).

• Unknown relationships : also referred to as unknown edges, are relationships be-

tween a protein and a compound where the protein is not known to catalyse the

compound.

The terms “known” and “unknown” are used because the absence of a protein being

associated with the transformation of a substrate does not necessarily mean that the

protein is not capable of the catalysis; it only means that the protein has not been

observed to carry out the catalysis. For each known relationship, the relationship was

removed (“left out”) from the remaining known edges, and the recovery density of

the edge was then calculated as described in Section 3.2.7. For unknown edges, the

recovery density was calculated based on all of the known edges.

In order to make comparisons between recovery density distributions for known re-

lationships and unknown relationships, a closed-world assumption is made. Under a

closed world assumption, the absence of a protein-catalyses-compound relationship

is assumed to mean that the protein does not catalyse the compound. To gain insights

into the factors affecting recovery density, the relationships between recovery density

and other node characteristics were investigated. Specifically, distributions of recovery

densities were compared, using a Mann-Whitney rank test, between unknown edges

and known edges, with known edges stratified according to (1) the number of known

protein catalysts of a compound, and (2) the number of known compounds catalysed

by a protein.

3.3 Results

3.3.1 The EnSeP knowledge graph

The EnSeP knowledge graph consists of 409,254 nodes and 1,309,983 edges. The counts

per node and edge type are shown in tables 3.2 and 3.3 respectively.
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Node type Number of nodes
Complex 3,363

Compound 142,052
Protein 229,868

Reaction 33,971

Table 3.2: Counts of node types in the EnSeP database.

Edge type Number of edges
(Complex) - [Has component] - (Protein) 4,901
(Reaction) - [Catalysed by] - (Protein) 660,472

(Reaction) - [Catalysed by] - (Complex) 4,496
(Reaction) - [Left] - (Compound) 58,065

(Reaction) - [Right] - (Compound) 67,309
(Compound) - [Has super parent] - (Compound) 105,120

Table 3.3: Counts of edge types in the EnSeP database.

3.3.2 EnSeP network characteristics and the outcome of
leave-one-out validation

In this section, four subsets of the EnSeP database are generated via a search us-

ing transformation patterns, and a LOO analysis of the ranking system presented in

section 3.2.7 was evaluated on each. The four transformations investigated were: hy-

droxylation of a phenol moiety at a carbon adjacent to the hydroxyl group to form a

catechol group; intradiol cleavage of a catechol moiety; extradiol cleavage of a catechol

moiety; and oxidation of a secondary alcohol.

Hydroxylation of a phenol moiety

In the phenol moiety hydroxylation network containing only “involved in the catalysis

of” edges (Figure 3.7), there were 547 edges between 276 protein nodes and 74 com-

pound nodes. Compounds had a minimum of one associated proteins and a maximum

of 71 (Q1 = 1, Q2 = 2, Q3 = 7).

The distribution of recovery density with the similarity to the most similar, non-self

compound and the identity of the most identical, non-self protein is shown in Figure

3.8. This figure demonstrates that there is a tendency for recovery density to improve

with increasing similarity and identity. However, this is not always the case, indicating
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Figure 3.7: Network showing “involved in the catalysis of” relationships between
compounds and proteins for the phenol hydroxylation transformation. Green nodes
represent proteins and blue nodes represent compounds. It can be seen that the number
of recorded proteins associated with a compound varies, with some compounds having
many known catalysts whereas others have only one.
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Figure 3.8: Variation in the recovery density of known compound-protein (Cn−Pn)
edges during leave-one-out cross-validation for the phenol hydroxylation transform.
Variation is shown according to the global identity of the most similar protein to Pn,
and the similarity of the most similar compound to Cn. The presence of Cn−Pn edges
with more favourable (lower) recovery densities at lower compound similarity or lower
protein identity indicates that the recovery density score of some edges benefits from
other edges involving Cn or Pn.

that, in some cases, the recovery density of an edge is dependent on either knowledge

of other compounds catalysed by Pn or knowledge of other proteins that catalyse Cn.

Figure 3.9 shows the distribution of recovery densities for known Cn−Pn edges accord-

ing to the number of protein neighbours of Cn and the number of compound neighbours

of Pn. There were 123 proteins (22.5%) that had only one known compound that they

catalysed, and 29 compounds (39.2%) that had only one known protein that catalysed

them. The recovery density of edges where Cn had multiple protein neighbours was

statistically significantly lower than the recovery density of edges where Cn had only

one protein neighbour (Mann-Whitney U p < 0.001). A significant but negligible neg-

ative correlation was identified between the number of protein neighbours of Cn and
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Figure 3.9: Violin plots showing the distribution of recovery density with the degree
of the compound, Cn (A), and the degree of the protein, Pn (B), for the phenol hy-
droxylation transformation. (A) A Mann-Whitney U test indicated that the recovery
densities of edges where Cn has >1 protein neighbours were statistically significantly
lower than the recovery densities of edges where Cn has only one protein neighbour
(p < 0.001). This result indicates that edges in which the compound is catalysed by
multiple proteins tend to be recovered earlier during LOO analysis. (B) A Mann-
Whitney U test indicated that recovery densities of edges where Pn has >1 compound
neighbours were statistically significantly lower than the recovery densities of edges
where Pn has only one protein neighbour (p < 0.001). This result indicates that edges
in which the protein catalyses multiple compounds tend to be recovered earlier during
LOO analysis.

the log10 recovery density of an edge (Spearman’s ρ = −0.18, p < 0.01). This correla-

tion indicates that there was a very slight tendency for protein-catalyses-compound

edges to be recovered at lower recovery densities as the number of known catalysts of

the compound increases.

Figure 3.10 shows the distribution of recovery densities by edge type as a histogram,

including the distribution of recovery densities for unknown edges. Unknown edges

had a median log10 recovery density of 0, and the recovery densities of all known edge

stratifications, irrespective of the degree of the compound or protein in the edge, had a

statistically significantly lower recovery densities than the unknown edges. This result

indicates that the recovery density score could be used to prioritise missing edges for

investigation, as missing “true” edges tend to have lower recovery densities.
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Figure 3.10: Histograms showing the distribution of recovery densities by edge type
for the phenol hydroxylation transformation. In (A), there are very few compound-
protein edges with a compound degree of one. The scale of the histograms also clearly
demonstrate that there are many more unknown edges (C) than edges of the other
types. Proportionally, however, unknown edges are more likely to have a recovery
density of 1.0 (i.e., a log10 recovery density of 0.0). Known edges, regardless of type,
had a statistically significantly lower recovery density than unknown edges (p < 0.001)
– suggesting that recovery density thresholds could be used to prioritise missing edges
that represent real catalytic relationships.
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Figure 3.11: Network showing “involved in the catalysis of” relationships between
proteins (green nodes) and compounds (blue nodes) for the intradiol cleavage of a
catechol moiety. There are no clear regions of over-represented knowledge (in contrast
to the phenol hydroxylation example shown in Figure 3.7).

Intradiol cleavage of a catechol moiety

In the intradiol cleavage of a catechol moiety network (Figure 3.11), there were 80

known edges, with 17 compounds and 27 proteins. This configuration corresponds

to a bipartite network density of 0.174. Compounds had a minimum of one known

catalyst and a maximum of 12 (Q1 = 1, Q2 = 3, Q3 = 8). Proteins had a minimum

of one known catalysed compound and a maximum of 6 (Q1 = 1, Q2 = 2, Q3 = 5.5).

The distribution of recovery density with the similarity to the most similar, non-self

compound and the identity with the most identical, non-self protein is shown in Figure

3.12. Unlike the previous section, the range of identities and compound similarity is

narrower, suggesting that any benefit to recovery density conferred from highly-similar

non-self-instances of proteins or compounds was not available. The recovery density

appears to vary mainly with protein identity rather than compound similarity, perhaps
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Figure 3.12: Variation in the recovery density of known compound-protein (Cn−Pn)
edges during LOO cross-validation for the intradiol cleavage of catechol transform.
Variation is shown according to the global identity of the most similar protein to Pn,
and the similarity of the most similar compound to Cn. Compared to hydroxylation of a
phenol moiety distribution in Figure 3.8, the range of protein identities and compound
similarities is narrower. Further, recovery density appears to vary more with the
identity of the most identical protein to Pn than it does with the similarity of the most
similar compound to Cn.

suggesting that information from protein similarity contributed more to recovery for

this network.

Figure 3.13 shows the distribution of recovery densities according to the number of

protein neighbours of Cn and the number of compound neighbours of Pn. Thirteen

proteins (48.1%) had only one known compound that they catalysed, and five (29.4%)

compounds had only one known protein that catalysed them. Additionally, a non-

significant, negligible, negative correlation was identified between the number of pro-

tein neighbours that Cn has and the log10 recovery density of an edge (Spearman’s

ρ = −0.10, p ≈ 0.40).
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Figure 3.13: Violin plot showing the distribution of recovery density with the de-
gree of the compound, Cn (left), and the degree of the protein, Pn (right), for the
intradiol cleavage of catechol transform. (A) A Mann-Whitney U test indicated that
the recovery densities of edges where Cn has >1 protein neighbours were statistically
significantly lower than the recovery densities of edges where Cn has only one pro-
tein neighbour (p < 0.001). This result indicates that edges in which the compound
is catalysed by multiple proteins tend to be recovered earlier during LOO analysis.
(B) A Mann-Whitney U test indicated that recovery densities of edges where Pn has
>1 compound neighbours were not statistically significantly lower than the recovery
densities of edges where Pn has only one protein neighbour (p = 0.514). This result
indicates that edges in which the protein catalyses multiple compounds do not tend
to be recovered earlier during LOO analysis.
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Figure 3.14 shows these distributions as histograms, including the distribution of re-

covery density for unknown edges. Unknown edges had a log10 median recovery den-

sity of -0.25. While the recovery density of known compound-protein relationships

in which the compound had only one protein neighbour tended to be lower than the

recovery density of unknown edges, this difference did not reach statistical significance

(p > 0.05).
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Figure 3.14: Histograms showing the distribution of recovery densities by edge type
for the intradiol cleavage of catechol transform. As in Figure 3.10, there are very
few compound-protein edges in which the compound only has a degree of one (upper
left). The modal log10 recovery density is 0.0 for unknown edges, suggesting that the
majority of the unknown edges have no similar known edges. With the exception of
protein-compound edges where the compound had a degree of one, indicating edges
where the compound had only one known protein catalyst in the EnSeP database, all
other types of known edges had statistically significantly lower recovery densities than
unknown edges. This result suggests that the recovery density score could be used to
rank hypothetical compound-protein edges that are more likely to reflect true catalytic
relationships. However, it also suggests that, for the phenol hydroxylation transform,
the recovery density score should be used with caution if trying to rank hypothetical
edges involving a compound that is not in the EnSeP database.
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Extradiol cleavage of a catechol moiety

In the extradiol carbon ring cleavage network, there were 80 proteins and 28 com-

pounds, with 155 known edges between proteins and compounds, giving a bipartite

network density of 0.069. Compounds had a minimum of one associated proteins and

a maximum of 30 (Q1 = 1, Q2 = 2, Q3 = 7.5). Proteins had a minimum of one known

catalysed compound, and a maximum of five (Q1 = 1, Q2 = 2, 3 = 2).

The distribution of recovery densities with compound similarity and protein identity

are shown in Figure 3.16. This figure demonstrates that there is a tendency for recovery

density to improve with both compound similarity and protein identity, similar to the

equivalent for hydroxylation of a phenol moiety (Figure 3.8). Two vertical bands can

be seen, between compound similarities of 0.4 and 0.6, corresponding to the upper left

connected component in Figure 3.16; two compounds with a large number of shared

known protein catalysts.

Figure 3.17 shows the distribution of recovery density according to the number of

protein neighbours of Cn and the number of compound neighbours of Pn. Twenty-

seven proteins (33.8%) had only one known compound that they catalysed, and 11

(39.3%) compounds had only one known protein that catalysed them. Additionally, a

significant, moderate, negative correlation was observed between the number of protein

neighbours of a compound (Cn) and the log10 recovery density of an edge (Cn − Pn)

(ρ = −0.58, p < 0.01). This negative correlation indicates that if recovery density is

used for ranking, compound-protein edges in which the compound has more associated

proteins would be recovered sooner.

Figure 3.18 shows the distribution of recovery density by edge type as a histogram,

including the distribution of recovery density for unknown edges. Unknown edges had

a median log10 recovery density of -0.30. A Mann-Whitney rank test demonstrated

that unknown edges had statistically significantly higher recovery densities than all

other edge types, regardless of whether Cn or Pn had only one neighbour or more than

one neighbour (p < 0.005 in all cases). This result suggests that the recovery density

score could be used to rank hypothetical edges for the extradiol cleavage of a catechol

moiety transformation.
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Figure 3.15: Network showing“involved in catalysis of”relationships between protein
nodes (green) and compound nodes (blue) for transformations matching the extra-
diol cleavage of a catechol moiety. In the upper left, there is a connected component
comprising two compounds with many shared enzymes. The connected component
may indicate that there are many recorded enzymes catalysing the transformation on
those substrates in the source databases. Alternatively, the connected component may
suggest that there is a HMM in KofamScan associated with a KO group that catalyses
the transformation on those substrates, and the HMM has many hits in UniProt.
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Figure 3.16: Variation in the recovery density of known compound-protein (Cn−Pn)
edges during LOO cross-validation for the extradiol cleavage of catechol transform.
Variation is shown according to the global identity of the most similar protein to
Pn, and the similarity of the most similar compound to Cn. It can be seen that, as
with Figure 3.12, recovery density appears to vary more with the identity of the most
identical protein to Pn than it does with the similarity of the most similar compound
to Cn.
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Figure 3.17: Violin plot showing the distribution of recovery density with the de-
gree of the compound, Cn (left), and the degree of the Protein, Pn (right), for the
extradiol cleavage of catechol transform. (A) A Mann-Whitney U test indicated that
the recovery densities of edges where Cn has >1 protein neighbours were statistically
significantly lower than the recovery densities of edges where Cn has only one protein
neighbour (p < 0.001). This result indicates that edges in which the compound is
catalysed by multiple proteins tend to be recovered earlier during LOO analysis. (B)
A Mann-Whitney U test indicated that recovery densities of edges where Pn has >1
compound neighbours were statistically significantly lower than the recovery densities
of edges where Pn has only one protein neighbour (p < 0.001). This result indicates
that edges in which the protein catalyses multiple compounds tend to be recovered
earlier during LOO analysis.
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Figure 3.18: Histograms showing the distribution of recovery densities by edge type
for the extradiol cleavage of catechol transform. All known edge types had a statis-
tically significantly lower recovery density than unknown edges (Mann-Whitney rank
test p < 0.005 in all cases). This result suggests that the recovery density score could
be used to prioritise hypothetical edges that represent true catalytic relationships.
However, in (B), it can be seen that a large proportion of edges in the LOO analysis
that had a protein degree of one, indicating that the protein is only known to catalyse
one compound, have a recovery density of 0.0. This result indicates that, despite the
tendency of edges in the LOO analysis with a protein degree of one to be recovered
at lower recovery densities than unknown edges, some will not be prioritised if the
recovery density score is used as a ranking.
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Oxidation of secondary alcohols

In the oxidation of secondary alcohols transform network (Figure 3.19), there were

7,420 known edges, with 3,915 proteins and 267 compounds. Compounds had a min-

imum of one protein neighbour and a maximum of 684 protein neighbours (Q1 = 1,

Q2 = 3, Q3 = 11.5), and proteins had a minimum of one compound neighbour and a

maximum of 17 compound neighbours (Q1 = 1, Q2 = 1, Q3 = 2). These larger counts

reflects the fact that oxidation of secondary alcohols are a commonly occurring and

well-studied transformation.

The distribution of recovery densities with compound similarity and protein identity

are shown in Figure 3.20. As in the previous use-cases, there is a tendency for recovery

density to improve with both compound similarity and protein identity. A Spearman’s

rank correlation coefficient between (1) the number of protein neighbours that a com-

pound, Cn, has and (2) the log10 recovery density, yielded a ρ = −0.16 (p < 0.01),

indicating a significant, weakly negative correlation. This result indicates that, during

the LOO analysis, the recovery density of compound-protein edges was only weakly

related to the number of known catalysts of a compound.

Figure 3.21 shows the distribution of recovery densities for compound-protein (Cn−Pn)

edges according to the number of protein neighbours of Cn and the number of com-

pound neighbours of Pn. Of the proteins, 2,571 (65.7%) had only one known compound

that they catalysed, and 89 (33.3%) compounds had only one known protein that catal-

ysed them. During the LOO analysis, compound-protein (Cn − Pn) edges in which

Cn has multiple known catalysts in the EnSeP database had statistically significantly

lower recovery densities than Cn − Pn edges where Cn had only one neighbour.

Figure 3.22 shows the distributions of recovery densities as histograms, including the

distribution of recovery density for unknown edges. A Mann-Whitney rank test demon-

strated that unknown edges had statistically significantly higher recovery densities

than all other edge types, regardless of whether Cn or Pn had only one neighbour or

more than one neighbour (p < 0.001 in all cases). This result suggests that, for the

oxidation of secondary alcohols transformation, the recovery density score could be

used to rank the likelihood that a hypothetical edge is a “true” catalytic relationships.
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Figure 3.19: Network showing“involved in catalysis of”relationships between protein
nodes (green) and compound nodes (blue) for transformations matching the pattern
of oxidation of a secondary alcohol. A similar pattern to the largest connected com-
ponent in Figure 3.15 is seen, with many proteins connected to comparatively few
compounds. This connectivity may indicate that there are many recorded enzymes
catalysing the transformation on those substrates in the source databases. Alterna-
tively, this connectivity may suggest that there is a HMM in KofamScan associated
with a KO group that catalyses the transformation on those substrates, and the HMM
has many hits in UniProt.
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Figure 3.20: Variation in the recovery density of known compound-protein (Cn−Pn)
edges during LOO cross-validation for the oxidation of secondary alcohol transform.
Variation is shown according to the global identity of the most similar protein to Pn,
and the similarity of the most similar compound to Cn. A large proportion of edges
have the lowest recovery density, suggesting that these edges were recovered due to
other edges involving Cn or Pn. This figure shows that Cn−Pn edges with the highest
recovery densities tend to be those where there are no similar proteins to Pn in the
EnSeP database.
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Figure 3.21: Violin plot showing the distribution of recovery density with the de-
gree of the compound, Cn (left), and the degree of the Protein, Pn (right), for the
oxidation of secondary alcohol transform.
(A) A Mann-Whitney U test indicated that the recovery densities of edges where
Cn has >1 protein neighbours were statistically significantly lower than the recovery
densities of edges where Cn has only one protein neighbour (p < 0.001). This result
indicates that if recovery density is used to prioritise edges for investigation, then edges
in which the compound is catalysed by multiple proteins tend to be recovered earlier.
(B) A Mann-Whitney U test indicated that recovery densities of edges where Pn has >1
compound neighbours were statistically significantly lower than the recovery densities
of edges where Pn has only one protein neighbour (p =< 0.001). This result indicates
that if recovery density is used to prioritise edges for investigation, then edges in which
the protein catalyses multiple compounds tend to be recovered sooner.

- 67 -



Chapter 3: EnSeP - An integrated informatics platform for enzyme discovery

Figure 3.22: Histograms showing the distribution of recovery densities by edge type
for the oxidation of secondary alcohols transform. All known edge types had a statis-
tically significantly lower recovery density than unknown edges (Mann-Whitney rank
test p < 0.001 in all cases). This result suggests that the recovery density score could
be used to prioritise hypothetical edges that represent true catalytic relationships. The
proportion of edges in the LOO analysis that had a compound with only one known
catalyst were so rare (1.20%) that they cannot be seen in (A).
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3.4 Discussion

This work was aimed at evaluating the merits of a novel approach to discovering new

catalytic relationships between proteins and compounds. Unlike previous work, the

workflow presented here takes a molecular transformation as an input, which allows

systematic isolation of compounds that undergo the input transform and proteins that

catalyse the transformation simultaneously. Using four separate transformations as

examples, four networks of compound-protein relationships were generated, each with

a distinct topology. The utility of a novel metric, recovery density, was then evaluated

using these four networks to determine whether recovery density could be used to rank

and prioritise hypothetical edges for investigation. Recovery density, demonstrated

in Figure 3.6, uses joint-clustering of compounds and proteins to score hypothetical

edges based on similar examples in the EnSeP knowledgebase. The evaluation of

recovery density was carried out by comparing the distribution of recovery densities

for compound-protein edges that are not in the network, referred to as “unknown”

edges, to the recovery densities of compound-protein edges that are in the network,

referred to as “known” edges, using a LOO evaluation. This evaluation showed that, in

general, recovery density could be used as a ranking system to prioritise hypothetical

protein-catalyses-compound relationships for investigation.

In this section, the strengths and limitations of the EnSeP approach will be discussed,

and future directions for research based on challenges encountered in this work will be

considered.

3.4.1 Design choices for the EnSeP database

The main design choice in developing the EnSeP database was the decision to use a

labelled property graph database (Neo4j) instead of a triplestore. One reason for this

is that labelled property graphs are node-centric, making a distinction between (1) the

relationships between nodes and (2) the properties of nodes [114]. A node-centric view

results in a more intuitive representation of biochemical concepts when compared to an

edge-centric triplestore. Additionally, Neo4j has a well-supported ecosystem of tools

that includes a graphical browser, the Cypher query language, and libraries for a wide
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range of languages. Consequently, public access to the EnSeP database can be achieved

without the need to develop purpose-built tools and query languages, and users wishing

to develop their own applications that leverage the EnSeP database are able to do so.

Finally, labelled property graphs allow edges to have properties, whereas triplestores

do not. This is advantageous as future developments to the EnSeP database may

include edges representing protein similarity. In these instances, it would be valuable

to store properties on edges that include the degree of similarity (e.g., a global identity

value) and the provenance of the analysis (e.g., tool versions and parameters used).

3.4.2 Strengths and limitations of the EnSeP approach

One of the advantages of the EnSeP approach is that the recovery density distribu-

tions are calculated at a transformation-specific level, based on a network of known

compound-protein relationships that match a query molecular transform. These re-

covery density distributions give a user of EnSeP insight into how to interpret results.

For example, one potential question a user of EnSeP may have is: which candidate

protein(s) in a network could catalyse a transform on a user-supplied compound? As-

suming the EnSeP database truly does have a potential catalyst for the compound,

then this application is analogous to recovering an edge, Cn − Pn, where Pn has a

degree > 1. Provided the recovery densities for Cn − Pn edges where Pn has a degree

> 1 are significantly higher than the recovery densities for unknown edges, then the

recovery density could be used to prioritise potential catalysts.

Another potential question is “what enzymes in my dataset may be responsible for

catalysing a given type transformation?”. This question could be asked, for example,

as part of an environmental investigation into the fates of compounds that share a

common feature (e.g., phenolic compounds). Such a study would benefit from an

understanding of the diversity of possible enzymes in the dataset, and could be achieved

by looking for homologues of enzymes that catalyse the desired transform in the EnSeP

database. An advantage of EnSeP is that it takes a reaction SMARTS string as

input, which means that the granularity of the desired transform, and thus of the

corresponding enzymes, is very flexible. This approach is different from KEGG and

RetroPath, which both use automatically generated transformations at a defined radii
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around the reaction centre(s).

Ideally, this work would have involved further subdividing the distributions presented

to jointly consider recovery statistics for cases in which both the compound degree

and protein degree equal one. However, in all of the networks presented here, these

cases occurred very infrequently and, therefore, could not be evaluated. Consequently,

this raises the issue of how to approach use cases where a user of EnSeP wants to find

enzymes in a custom dataset which are not in the EnSeP database, and which catalyse

a transformation on a compound that is also not in the EnSeP database. One approach

could be to consider both the distributions of recovery density for Cn degrees = 1 and

Pn degree = 1 individually, but this assumes that there is no penalty to recovery when

both Cn and Pn have degree = 1. The foundation of our approach in established

bio- and chemo- informatics principles, specifically that similar compounds interact

with similar biological molecules [112] and similar proteins have similar functions [65],

means that there is still a rationale for considering recovery density as part of a search

strategy. However, to improve confidence in predictions, the recovery density should

supplemented with additional information, such as annotation, to support enzyme

choices.

A further advantage is that the network produced could be used to find arrays of

enzymes in another dataset that may catalyse the desired transformation. This is

because a given network contains all proteins in the EnSeP KB that catalyse a trans-

formation query, potentially spanning many protein families; and, consequently, the

proteins can be used to build a database and find homologues in another dataset, using

an approach such as BLAST. Such an application would be useful, both industrially

and academically, for creating diverse, comprehensive panels of enzymes which can be

used to screen for activity on compounds.

Another advantage of this approach is that a user gains a comprehensive insight into

a transformation of interest, and can use the topology of the generated network and

recovery density metrics to identify potential gaps in the knowledgebase. It may be

the case that the unknown edges with lower recovery densities represent actual cat-

alytic relationships that have not yet been investigated, or have not been reported

in existing databases. Further, known compound-protein edges being recovered at a
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recovery density of 1.0 indicates a lack of sufficiently similar compounds, proteins,

or edges in the network to facilitate clustering at a lower recovery densities. From

both of these examples, experiments can be designed to identify and investigate possi-

ble protein-catalyses-compound relationships that would complete the knowledge

graph.

Another limitation is that our approach is evaluated under a closed-world assumption,

because the unknown edges may, in some cases, be true. This situation makes the

calculation of certain metrics, such as such as sensitivity, specificity, and F1 scores,

a challenge, because the truth of true positives, false positives, true negatives, and

false negatives is almost certainly not complete. This problem has been identified in

other domains, such as drug repurposing [115]. Future work would benefit greatly

from incorporating negative edges, such as instances of protein - does not catalyse

– compound. relationships While this may be challenging for enzyme experiments,

as enzyme activity is often dependent on conditions such as temperature, pH, and

the presence or absence of cofactors, a database recording such experiments would be

beneficial to the community.

A final limitation with the EnSeP approach is that it is site-agnostic; that is, if a

compound has multiple distinct sites at which a desired transformation could occur,

the EnSeP approach has no way of identifying which of those sites the EnSeP user is

interested in. This limitation has practical implications for an EnSeP user because it

means that, although EnSeP can suggest proteins that may catalyse a desired trans-

formation on a substrate, the likely product(s) of the catalysis cannot be determined

if there are multiple sites in the substrate that the transformation could occur at.

3.4.3 Implications of using a closed-world assumption and
bias in underlying datasets

One of the main challenges of this research was deciding how to address the biases

in the knowledge stored in the datasets that were parsed to build EnSeP, and biases

in the knowledge discoverable from running analyses on datasets, again used to build

EnSeP.

An example of possible bias is in the distribution of known enzymes per compound
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for the oxidation of secondary alcohols transformation (Figure 3.19). For that trans-

formation, it is clear that, in the knowledgebase, a large number of the proteins are

associated with a relatively small number of compounds, which could represent a sam-

pling bias. This network structure is potentially problematic because these edges make

up a high proportion of the total number of known edges. Consequently, if these edges

have atypical recovery densities, for example, because these edges helped recover one

another during the LOO analysis, then this could cause a noticeable deviation in the

overall distribution of recovery densities for known edges. For example, knowing about

ten proteins that catalyse a single compound could misleadingly lower (improve) the

recovery density distribution if the ten edges help recover each other during the LOO

analysis. Conversely, using the same example, those ten edges could also lower the

recovery densities for unknown edges as they may also create additional opportunities

for unknown edges to be detected at a lower recovery density. Thus, qualitatively and

quantitatively, the precise effects that redundancy has on the evaluation of the ranking

procedure is uncertain.

To address the potential bias in this work, the recovery density was analysed separately

for degree = 1 and a degree > 1, and showed that differences could be detected in some

transformations as a result of the degree difference (for example, Figure 3.9). Thus, it

may be prudent to consider only the degree = 1 results when considering whether to

use recovery density for rankings, as this value may be less prone to bias. Future work

should investigate alternative ways to assess recovery between known and unknown

edges, such as removing redundancy, to minimise the possible effects of any sampling

bias. Removing redundancy was considered for this study, but the best way to do so

(in conjunction with the EnSeP clustering approach) is unclear.

It should be stressed, however, that the biases raised in this section do not affect

the ability of EnSeP to systematically explore the enzyme-substrate space associ-

ated with a transformation. As mentioned previously, the ranking approach is based

on the well-established principles that similar compounds interact with similar bio-

logical molecules and similar proteins have similar functions. Thus, under the as-

sumption that bipartite network density is a proxy for the how similar a hypothetical

protein-catalyses-compound relationship is to an example in the EnSeP database
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(relative to other hypothetical relationships), it is reasonable to conclude that the

ranking could be used as part of a study. However, conclusions about hypothetical

relationships should, currently, only be made with additional supporting evidence.

3.5 Conclusion

In this work, EnSeP, a novel approach to identify and rank candidate enzymes catalysing

a desired transform on a target substrate, was developed. This approach used joint

clustering of compound and protein similarity and bipartite network density, and was

shown to be effective using LOO validation. Compared to existing approaches to

identifying candidate enzymes catalysing a given transform, EnSeP contributes to the

existing enzyme prediction and discovery landscape by providing recovery statistics

on a per-transform basis, as opposed to globally, and thus is able to identify situa-

tions where using the ranking from EnSeP may (and may not) be a useful approach.

Additionally, the results of this work show that the transformation-specific approach

has advantages beyond enzyme discovery, including identifying regions of the knowl-

edgebase that are less well explored. While biases from the underlying datasets and

analyses supporting this kind of work are often not addressed, and are challenging

to account for, EnSeP also makes a contribution by transparently considering these

issues.
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Figure 4.1: Pathways and transport of micropollutants in urban water cycles, repro-
duced with permission under CC-BY-NC 3.0 from Kim and Zoh (2016) [2]. Water
treatment plants and wastewater treatment plants are important steps in preventing
micropollutants from entering drinking water.

4.1 Introduction

The presence of micropollutants in wastewater is an increasingly important issue. Mi-

cropollutants are a diverse group of substances, typically present at microgram-per-

litre concentrations or lower, that can have undesirable environmental and toxicolog-

ical effects [116]. Micropollutants include substances of anthropogenic origin (e.g.,

compounds in pesticides, pharmaceuticals, and personal care products), as well as

natural substances, (e.g., heavy metals). Many studies suggest that some microp-

ollutants can disrupt ecosystems; for example, paracetamol and some non-steroidal

anti-inflammatory drugs (NSAIDs), are potentially responsible for DNA damage, ox-

idative stress, and even behavioural changes in algae and molluscs [117]. Additionally,

some pollutants, such as acesulfame, can degrade into more toxic products, meaning

that bioremediation strategies need to also account for these degradation products

[118].

To address these issues, the European Union (EU) implemented the Water Framework

Directive (WFD), 2000/60/EC, adopted in 2000. Annex X of the WFD outlined a
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priority substance list, which are a selection of substances that “present a significant

risk to or via the aquatic environment”[119]. Initially this list comprised 33 substances,

including alachor, benzene, and quinoxyfen, but was amended to 45 items as part of

directive 2013/39/EU. The 2013 directive also mandated the formation of a watch

list of substances to be monitored, supporting future prioritisation, and stipulating

that diclofenac (a non-steroidal anti-inflammatory drug), estradiol (E2), and ethinyl-

estradiol (EE2) should be on the first watch list. In addition to identifying priority

substances, the EU also established environmental quality standards (EQSs) for levels

of the priority substances in surface waters. For the initial list of 33 substances, these

standards were published in directive 2008/105/EC.

While the removal of micropollutants from wastewater is desirable, many wastewater

treatment plants (WWTPs) are not specifically designed to remove micropollutants;

instead, their removal is typically carried out by the metabolism of microorganisms

in a WWTP. The biological pathways that mediate micropollutant metabolism are

generally poorly understood – this is problematic because, in cases where EQSs are

not being met, solutions are non-trivial. While non-biological technologies such as

ozonation, tight membrane filtration, and use of activated carbon can decrease the

concentration of micropollutants in WWTPs, these treatments come with an increase

in operation costs and energy requirements. This is compounded, in the UK, by the fact

that water treatment and wastewater treatment together already account for around

3% of the national energy supply [120] and, thus, is a key target for achieving energy

neutrality [121]. Consequently, there is an urgent need to develop cost-effective, energy-

efficient means to implement the EQSs. Synthetic biology has been put forward as a

promising solution, for example, through engineering bacteria to enhance favourable

activities [122] or by engineering organisms to produce enzymes that can be purified

and used as a treatment [123].

One class of compounds of particular concern are the endocrine disrupting com-

pounds (EDCs), including the female sex hormone, estrogen, which is involved in the

development of secondary sexual characteristics and regulation of the menstrual cycle,

both regulated as part of the hypothalamic-pituitary-gonadal (HPG) axis. Naturally,

four major endogenous estrogens exist. Of these, estriol (E3) and estetrol (E4) are
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only detectable during pregnancy, whereas estrone (E1) and E2 are present in variable

amounts throughout life. Therapeutically, estrogens can be used to maintain the HPG

axis (e.g., in hormone replacement therapy (HRT) for menopausal symptom relief) or

actively disrupt the HPG axis (e.g., in the combined oral contraceptive pill (COCP)

for birth control). Drug research and development has led to synthetic derivatives of

E2, such as EE2 in which a hydrogen on C-17 is substituted with an ethinyl group. As

a consequence of this substitution, EE2 has been reported to be as much as 500 times

more potent than E2 when given orally [124] and is more resistant to metabolism [125].

Estrogens have been the subject of recent research, due to their ability to cause fem-

inisation of aquatic wildlife. For example, Tyler and colleagues demonstrated that

exposure of the male Rutilis rutilis to WWTP effluent results in varying degrees of

feminisation, including oocyte development [93]. In 2012, Caldwell and colleagues

derived predicted-no-effect concentrations (PNECs) – the predicted concentration at

which a substance will no longer affect the organisms that are most sensitive to it – for

E1, E2, E3, and EE2 (Table 4.1) [5]. These PNECs demonstrates that estrogens are

particularly potent, with EE2 capable of affecting organisms at sub ng.L−1 concen-

trations. E2 and EE2 enter the urban water cycle through human excretion, and are

often detected in WWTP effluent and surface waters at levels exceeding the PNECs

[126].

Estrogen PNEC (ng.L-1)
E1 6.0
E2 2.0
E3 60.0

EE2 0.1

Table 4.1: PNECs for long-term exposure to four of the major steroidal estrogens in
surface waters, as published by Caldwell and colleagues (2012) [5]. It can be seen that
EE2 is the most potent, requiring the lowest concentration to have no effects on the
organisms most sensitive to it. These PNEC values were derived from fish reproduction
studies, vitellogenin induction data from in vivo fish studies, and previously published
aquatic toxicity data.
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Figure 4.2: E2 degradation pathways as compiled by Yu and co-workers – reproduced
with permission [3]. E2 has the four rings and all carbon positions labelled. Many of
the pathways presented are uncertain, as illustrated by dashed lines. Two of starting
reactions, (i) and (vi), have confirmed pathways that terminate in meta cleavage of
the A ring.

- 79 -



Chapter 4: Derivation of Candidate Enzymes and Genes Involved in Estrogen
Degradation

4.1.1 Estrogen degradation by microorganisms

Estrogen degradation by microorganisms has been an active research area, due to the

negative effects described in the previous section. Despite this, the information avail-

able on estrogen degrading organisms has historically been somewhat sporadic, with

a range of potential pathways identified; for example, aerobic degradation pathways

of E2, compiled by Yu and co-workers, are shown in figure 4.2 [3]. The phyla of mi-

croorganisms purported to have estrogen degradation activity are diverse, and include

proteobacteria, actinobacteria, and bacteroidetes [3]. It is recognised that the phenol

moiety of estrogens and selective estrogen receptor modulators is required for high

levels of binding and, thus, activity [127]. Consequently, removal of estrogenic activity

cannot be guaranteed until the phenolic A ring of estrogen (labelled on E2 in Figure

4.2) is disrupted. Consequently, pathways that result in A ring cleavage are desirable

because it increases the likelihood that estrogenic activity is completely removed.

Recently, some of the enzymes involved in estrogen degradation have begun to be iden-

tified. In a 2017 paper, Chen and colleagues proposed three enzymes responsible for

the initial steps of E2 metabolism in Sphingomonas sp. KC8; OecA, converting E2 to

E1; OecB, converting E1 to 4-hydroxy-E1; and OecC, carrying out meta-cleavage of

4-hydroxy-E1 [128]. It should be noted that the only the roles of OecA and OecC were

confirmed (by thin layer chromatography and high-performance liquid chromatogra-

phy respectively) – OecB was only hypothesised to be involved based on expression

data. Finding additional, diverse candidate enzymes in Sphingomonas KC8 and other

organisms would be advantageous as different enzymes have different activity profiles,

opening the range of synthetic biology applications.

A potential challenge for investigating estrogen degradation is that it is thought to oc-

cur as a co-metabolic process (defined as “the transformation of non-growth-substrate

in the obligate presence of a growth-substrate of another transformable compound”

[129]). This is because estrogen occurs in such low concentrations environmentally

that possessing a dedicated regulatory network is unlikely to be advantageous to a mi-

croorganism. Consequently, because of the likelihood of estrogen being co-metabolised,

investigating the estrogen degradation potential of organisms is non-trivial, as identi-
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fication of the required co-metabolite is first needed.

However, using bioinformatics tools, an estrogen degrading organism’s genome can

be searched for hypothetical protein encoding genes. Translated protein encoding

genes can then be searched using a tool such as EnSeP, introduced in Chapter 3, to

systematically identify which of an organism’s proteins are similar to other proteins

that are known to catalyse a desired transformation on similar substrates. Before

EnSeP, it was not possible to search for enzymes catalysing a customisable, user-

specified transformation occurring on a target substrate in a user’s dataset. Existing

tools limited at least one aspect of the search, and this was discussed in Section 3.4.2.

Once identified, candidate proteins can then be investigated for activity on estrogens in

vivo using established synthetic biology techniques, potentially avoiding the challenges

of identifying co-metabolites.

4.1.2 Aims of this work

The work presented in this chapter aims to identify candidate enzymes involved in

estrogen degradation in microbial species reported to be involved in estrogen degrada-

tion. The approach combines the results of an EnSeP search for key transformations

in E2 degradation with comparative genomics and existing literature. In doing so, we

sought to (1) identify novel candidate enzymes with estrogen degradation potential in

estrogen degrading species, and (2) characterise the evolutionary relationships between

enzymes. Further, as the first use-case of EnSeP, we hope to gain insights into the

strengths and weaknesses of the EnSeP platform and expand on the possible future

directions identified in chapter three.

4.2 Methods

A literature search was carried out to identify organisms that were reported to degrade

estrogens (E1, E2, E3, or EE2). In this study, six organisms were included:

• Sphingomonas sp. KC8 - implicated in the bioconversion of E2 and E1 [128, 130,

131].
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• Pseudomonas putida strain MnB1 - implicated in the degradation of EE2, thought

to occur due through Mn mediated oxidation [132].

• Rhodococcus equi ATCC 13557 - implicated in the degradation of EE2 when

in the presence of a co-substrate. Further, other Rhodococcus equi strains are

implicated in the bioconversion of E2 to E1 [133].

• Rhodococcus zopfii ATCC 51349 - implicated in the degradation of EE2 when

in the presence of a co-substrate. Further, other Rhodococcus zopfii strains are

implicated in the bioconversion of E2 to E1 [133].

• Rhodococcus erythopoplis DSM43066 - implicated in the degradation of EE2 when

in the presence of a co-substrate [133].

• Buttiauxella sp. S19 - reportedly able to use E2 as a carbon source [134].

The genome sequence and coding sequences (CDSs) for Sphingomonas sp. KC8 were

obtained from GenBank (accession number: NZ CP016306.1). All of the remaining

organisms were acquired, grown, and sequenced by Dr Lucy Eland at the University

of Newcastle upon Tyne. Organisms were grown in culture collection-recommended

media and their DNA was extracted using Qiagen’s blood and tissue kit, following an

initial incubation with Triton lysis buffer containing lysozyme (20 mM Tris-Cl, 2 mM

Sodium EDTA, 1.2% Triton, and 20 mg/ml lysozyme). DNA was eluted into milliQ

water.

Chromosomal DNA was checked for quality on a Thermo Fisher Scientific NanoDrop

1000 and 1% agarose gel (in 1× Tris-acetate-EDTA (TAE) buffer). DNA was then

quantified using the Qubit broad range dsDNA kit and the Qubit V2 instrument (Life

Technologies), and dilutions were confirmed with the Qubit high-sensitivity dsDNA

kit. Sequencing preparation was carried out using Illumina’s Nextera XT DNA library

preparation and indexing kits. Sequencing was then carried out on an Illumina MiSeq,

using the MiSeq V3 reagent kit, for 2 × 300 bp paired-end reads.

Additionally, a WWTP community sample was taken and the metagenome sequenced,

also by Dr Lucy Eland. The WWTP metagenome was sequenced using a similar
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protocol to the single organisms, except a FastDNA SPIN kit for soil (MP Biomedicals)

with an additional ribolyser step was used in place of the Qiagen blood and tissue kit.

The metagenome was also included in this study as microbes in WWTP environments

are exposed to xenobiotic compounds and, thus, are also likely to have a diverse range

of enzymes that could be involved in these processes. Furthermore, when building

a sequence similarity network (SSN), incorporation of metagenomic data can provide

protein nodes and similarity edges that link otherwise unlinked connected components,

changing the network structure and giving more insights into protein relationships.

This metagenome is referred to as the “Newcastle University Frontiers in Engineering

Biology (NUFEB) metagenome”, named for the Engineering and Physical Sciences

Research Council (EPSRC)-funded project in which it was sequenced.

4.2.1 Sequence assembly workflow

Sequence assembly was carried out through the development of a custom Nextflow [135]

workflow. Nextflow was chosen as a workflow platform because it allows decoupling of

the task being run from the compute it is being run on, allowing the workflow to be run

on the Newcastle University High Performance Compute cluster for larger assemblies.

The first stage of the workflow was quality control and sequence trimming, carried

out using Trimmomatic v0.39 [76]. Four settings were used for trimming: a sliding

window trim, ensuring that the average Q-score of 4-bp consecutive segments was

≥ 30; a leading trim and trailing trim, removing bases at the start and end of the

sequence with a Q-score of ≤ 30; and a minimum length trim, removing sequences

≤ 50 bp in length. Note that a Q-score of 30 indicates that the likelihood of a base

being called incorrectly is 1
1,000

and was chosen as a trade-off between ensuring an

accurate assembly and having enough data for the downstream workflow. A post-

trimming quality control report was generated using FastQC v0.11.8 [75] to quantify

the remaining number of base pairs for assembly and raise any issues with the DNA

preparation / sequencing.

Next, sequence assembly was carried out using the SPAdes de novo assembler v3.13.1.

SPAdes was selected as it compares favourably to other assemblers with regard to the

number of complete genes assembled and genome fraction [84], both relevant character-
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istics to enzyme discovery. SPAdes carries out an assembly using iterative assemblies

using different k-mer lengths and combining these into a final assembly. For this study,

the default k-mer values of 21, 33, and 55 were found to be sufficient. An assembly

report was generated from the assembled contigs using Quast v5.0.2 [84], and used to

obtain summary statistics (N50, contig lengths).

Finally, Prodigal v2.6.3 [85], a prokaryotic gene calling tool was used to identify hypo-

thetical protein encoding genes and their translations. Prodigal was used in “closed”

mode, ensuring that genes called were likely to be complete (i.e., not partial genes at

the edges of assembled contigs).

The workflow requires explicit declaration of whether the input sample is genomic or

metagenomic – this allows the workflow to use the metagenomic protocols for SPAdes

and Prodigal where appropriate. The workflow can be accessed at https://github.

com/Ravenlocke/nf-assembly

Taxonomic analysis of the NUFEB metagenome was carried out using Kraken2 to

assign the paired-end reads to their lowest common taxonomic ancestor [136]. The

database used for Kraken2 analysis was the Kraken2 PlusPFP database (version

27/01/2021). A pie chart detailing the taxonomic assignments of the reads was then

produced using Krona [137].

4.2.2 Generation of protein sequence similarity networks
containing candidate enzymes that catalyse reactions
in estrogen degradation

To identify enzymes potentially able to carry out steps of estrogen degradation, so-

called “candidate graphs” were generated using a five-stage workflow. This workflow

uses the recovery density score, introduced in Chapter 3 (Section 3.2.7). The re-

covery density is a score that is assigned to a hypothetical (compound)-[catalysed

by]-(protein) relationship based on how similar the hypothetical relationship is to

another relationship in the EnSeP database. Briefly, the recovery density score is gen-

erated based on the network density of a bipartite network, generated by clustering

compounds (based on compound similarity) and proteins (based on global identity),

and then adding edges between a compound cluster and a protein cluster if a protein
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Figure 4.3: Colour key used to decorate estrogen degradation candidate networks.
Hue reflects the source and the saturation represents the recovery density. Lower
recovery densities (and, hence, higher-scoring candidates) are more saturated.

in the protein cluster catalyses a query transformation on a compound in the com-

pound cluster. Multiple bipartite networks are generated by clustering at different

compound similarity and protein identity thresholds. The recovery density of a hypo-

thetical compound-protein relationship, Cn − Pn, is the lowest density of a bipartite

network in which a protein cluster that contains Pn is connected to a compound cluster

that contains Cn.

A candidate graph comprises protein nodes from one or more sources (e.g., organisms)

that are similar to enzymes known to catalyse a query transformation. The nodes are

coloured, with the hue reflecting the source and the saturation reflecting the recov-

ery density of a hypothetical edge between each enzyme and a query substrate, given

the knowledge graph obtained from EnSeP. The colour key used to decorate candi-

date enzymes in the SSNs is shown in figure 4.3. Two nodes in a candidate graph

are connected if the protein they represent share global identity ≥ 40% according

to needleall. needleall was run with a gapopen penalty of 10 and a gapextend

penalty of 0.5. A threshold of 40% was selected because previous studies have shown

that ≥ 40% global identity can be used to make inferences about functional similarity

and homology [65, 66].

In the first stage, the EnSeP dataset was searched using a reaction SMARTS string

to identify (1) reactants that undergo that transformation and (2) the enzymes that

catalyse the reactions. In this case, the four transformations used were the same as

used in the previous chapter:
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1. Oxidation of secondary alcohols

[C:2]([C:1])([C:3])([H:4])-O>>[C:2]([*:1])([*:3])=O

2. Hydroxylation of a phenol moiety to form a catechol moiety

[c:1][c:2][c:3]([O:7])[c:4]([H:8])[c:5][c:6]>>

[c:1][c:2][c:3]([O:7])[c:4]([O:8])[c:5][c:6]

3. Metacleavage (extradiol cleavage) of a catechol moiety

[c:1]1([O:7])[c:2]([O:8])[c:3][c:4][c:5][c:6]1>>

[C:1](-[*:7])(=[O])[C:2]([*:8])=[C:3]-[C:4]=[C:5]-[C:6](=[O])

4. Orthocleavage (intradiol cleavage) of a catechol moiety

[c:1]1([O:7][H])[c:2][c:3][c:4][c:5][c:6]([O:8][H])1>>

[C:1](=[O:7])(-[O])[C:2]=[C:3]-[C:4]=[C:5]-[C:6](=[O:8])(-[O])

For each transform, the data returned from the EnSeP dataset is represented as a

graph comprising compound nodes (the reactants) and protein nodes (the enzymes),

with edges between a protein, p, and a compound, c, if p is known to catalyse a reaction

in which c is transformed by the query transform.

In the second stage, translated coding sequences from the estrogen degrading organisms

were pooled together. Candidate enzymes in this pool were then shortlisted via a

blastp search (using the organism’s coding sequences as a query and the enzymes

extracted from the EnSeP dataset in stage one as the BLAST DB). Protein queries

that had a hit in EnSeP with an E-value of 1e−3 or lower were added to the graph

returned from stage one as protein nodes.

In stage three, the protein nodes added in stage two are integrated into the remainder of

the network by carrying out all-versus-all global identity comparisons using needleall.

Edges were added between two protein nodes if needleall reported a hit, with each

edge having an “identity” attribute holding the reported identity.

In stage four, a query compound is added to the network and integrated with the com-

pounds in the network using all-versus-all compound similarity (Tanimoto similarity

between extended connectivity fingerprints of radius four, represented as 16,384-bit

vector). For each of the transformations above, the following compounds were used as

a query (based on identified pathways in the literature):
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1. Oxidation of secondary alcohols: E2

2. Hydroxylation of a phenol moiety to form a catechol moiety: E1

3. Metacleavage (extradiol cleavage) of a catechol moiety: 4-hydroxyestrone

4. Orthocleavage (intradiol cleavage) of a catechol moiety: 4-hydroxyestrone

Finally, in stage five, the recovery density of each of the candidate enzymes was calcu-

lated. This was carried out similarly to the methods described in the previous chapter.

Briefly, the compounds and proteins were independently and iteratively clustered. By

combining all possible combinations of protein and compound clustering, bipartite

graphs, G = (U, V,E) could be generated in which:

• partite U comprises compound clusters

• partite V comprises protein clusters

• E comprises edges between clusters where a compound in cluster u ∈ U catalyses

a protein in cluster v ∈ V .

The recovery density of a hypothetical edge between a compound, c, and a protein, p,

is the lowest density of a bipartite graph in which c is a member of cluster u ∈ U , p is

a member of cluster v ∈ V , and (u, v) ∈ E.

Clustering was done using weighted pair group method with arithmetic mean (WPGMA)

on global identity for proteins and Tanimoto distance between circular fingerprints at

radius 2 (represented as a 16,384-bit vector). Protein clustering thresholds, Tp, and

compound clustering thresholds, Tc were as follows:

Tc ∈ [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0] (4.1)

Tp ∈ [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7] (4.2)

Protein clustering was restricted to distances ≤ 0.7 because needleall did not report

identities below 0.2. For the purpose of clustering, therefore, the global identity of
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these edges is considered 0, leading to more distinct clusters at higher Tp thresholds

than would otherwise be expected and, consequently, misleading recovery densities.

For network visualisation purposes, compounds were removed from the network and

edges were only displayed between proteins if they shared ≥ 40% global identity. Com-

bined with the colouring according to recovery density and source described earlier,

regions of protein space shared between all sources can be identified. To supplement

this exploration, each node was further annotated with the description of the lowest

E-value blastp hit in SwissProt. These networks were visualised using Cytoscape

v3.8.0 [138].

4.2.3 A study of estrogen degradation mechanisms

As part of their 2017 study, Chen and co-workers used RNA-seq to compare expres-

sion of genes during (1) growth on estradiol and (2) growth on testosterone. These

comparisons make drawing conclusions challenging because it is possible that the ex-

pression of genes involved in estradiol metabolism does not differ between the two

conditions. However, some genes do have greater expression under growth on estra-

diol; using EnSeP to identify and rank candidate proteins – and by extension, protein

encoding genes – can be combined with the RNA-seq results to give additional evi-

dence to support candidate proteins. This was carried out using EnSeP candidates

with a recovery degree ≤ 0.1, meaning that the candidate edges were recovered in a

bipartite graph with ≤ 10% of possible edges. This cut-off was arbitrarily chosen on

the basis that oxidation of secondary alcohols is a common transformation, and higher

thresholds would likely result in a substantial number of candidates to evaluate.

4.2.4 Protein-specific analyses

As part of this study, discrepancies in the annotations and activities of proteins be-

tween sources was understood to be a possibility. Investigating these instances is

advantageous for gaining insights into (1) the biology of the cases being analysed and

(2) the scope and possible use-cases of EnSeP.

Where discrepancies were identified, two types of analyses were done. The first was
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an InterProScan search [73], which uses a library of protein signatures to annotate

domains, family membership, and other sites to a protein. This allows intrinsic fea-

tures of the proteins to be used to help resolve discrepancies. The second approach

was domain-specific literature searches and analyses, which are outlined in the results

section as appropriate.

4.3 Results

As part of this study, a possible mis-annotation of a key protein in Chen and co-

worker’s work was identified. The protein OecA is reported to be the protein with

the accession number KC8_09390; however, the results of our study did not support

this assertion. Further investigation of Chen and co-worker’s methods identified that

the published primers, used to amplify oecA via polymerase chain reaction, should,

instead, amplify the gene encoding the protein with the accession number KC8_14445.

This hypothesis will be further expanded on in the this section and the discussion –

for clarity, however, these proteins will be referred to as “original OecA” for KC8_09390

and “alternative OecA” for KC8_14445.

4.3.1 Quantification of genome and metagenome assembly
characteristics

The assembly statistics for the five genomes and one metagenome sequenced at Newcas-

tle University are shown in table 4.2. The assemblies for Rhodococcus zopfii and Butti-

auxella S19 were less complete, both having > 100 contigs and N50 scores < 50, 000.

Both organisms also had fewer reads available after the trimming stage of the assembly

workflow, which may explain the N50 and the number of contigs. However, all organ-

isms had at least 4,699 hypothetical CDSs called by prodigal that could be used for

comparison with EnSeP. Despite having the smallest N50, the Rhodococcus zopfii as-

sembly had the second largest number of hypothetical CDS identified, suggesting that

sufficient data was available in spite of the lower N50.
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Figure 4.4A shows the distribution of taxonomic assignments for the reads in the

NUFEB metagenome. 62.93% of the reads had “no hits”, indicating that the K-mer

composition of the reads was not similar to any of the taxa represented in the Kraken2

PlusPFP database. 34.58% of the reads were predicted to originate from bacteria,

with the remaining reads predicted to be from organisms in other domains (eukaryotes,

viruses, and archaea).

Of the reads predicted to be coming from bacterial, shown in in Figure 4.4B, the top

five phyla represented are proteobacteria (18.56% of the overall sample), actinobacteria

(8.77% of the overall sample), bacteroidetes (3.31% of the overall sample), nitrospirae

(1.17% of the overall sample) and firmicutes (0.67% of the overall sample).
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Figure 4.4: Taxonomic distribution of reads in the NUFEB metagenome, according
to Kraken2 (A) The distribution of read taxonomic assignments, shown at approxi-
mately the phyla level. The majority of reads were not assigned a taxonomy, suggesting
the presence of genetic material from potentially novel organisms that are not repre-
sented in the Kraken2 PlusPFP database. (B) The distribution of read taxonomic
assignments for the reads predicted to be from the bacteria. The majority of bacte-
rial reads were predicted to come from organisms in the proteobacteria phylum, with
actinobacteria being the next most abundant phylum.
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4.3.2 Identification of novel candidates and a study of es-
trogen degradation mechanisms

Oxidation of estradiol to estrone

Figure 4.5: Candidate graph, generated by EnSeP, showing candidate enzymes from
estrogen degrading organisms that may catalyse the oxidation of estradiol to es-
trone. This graph comprises 1,404 nodes and 2,316 edges spread across 638 connected
components. Each node is a protein from a candidate estrogen degrading organism
that has a BLAST hit with a protein in EnSeP that catalyses the desired transforma-
tion (E-value lower than 1e−3). Edges are added between proteins if they share ≥ 40%
global identity. Colours of nodes indicates (1) the organism that the protein comes
from and (2) the recovery density of a hypothetical edge between the protein and E2
in EnSeP (colour key shown in Figure 4.3). Regions of low recovery density proteins
from many putative estrogen degrading organisms suggests a possible shared mech-
anism for estrogen degradation. Due to the high (liberal) E-value threshold, many
of these proteins (1) may not be involved in oxidation of secondary alcohols, and so
should be filtered (e.g., using recovery density).

Due to oxidation of secondary alcohols being a common transformation pattern, the

number of seed proteins from the EnSeP database and, thus, candidates predicted by

EnSeP was large, with 1,404 potential candidates in the putative estrogen degraders.
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Figure 4.6: Candidate SSN, generated by EnSeP, showing candidate enzymes from
estrogen degrading organisms that may catalyse the oxidation of E2 to E1, limited
to candidates with a recovery density ≤ 0.1. Each node represents a protein, with
the colour reflecting the source organism and recovery density (as shown in Figure
4.3). There are several connected components that contain proteins from multiple
putative estrogen degrading organisms, which could be indicative of shared molecular
mechanisms of estrogen degradation. P. putida (pink) and Buttiauxella S19 (light
blue) both have very few candidate proteins in this network which, if they share an
estrogen degrading pathway with the other organisms, could indicate the connected
components that should be investigated further.

Figure 4.5 shows the SSN generated from needleall comparisons of all 1,404 proteins,

with edges representing a global identity of ≥ 40%. Crucially, the original OecA

identified by Chen and colleagues is not a protein in this network.

Of these, 626 had a recovery density < 1 and 176 had a recovery density ≤ 0.1. The

subnetwork restricted to proteins with a recovery density ≤ 0.1 is shown in Figure 4.6,

and contains seven proteins from P. putida, eight from S19, 38 from R. equi, 40 each

from R. zopfii and KC8, and 43 from R. erythropolis.
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3-alpha-(or 20-beta) 
hydroxysteroid 
dehydrogenase

3-beta-hydroxysteroid 
dehydrogenase

Alternative 
OecA

Figure 4.7: Largest connected component from the EnSeP candidate SSN of en-
zymes from estrogen degrading organisms that may catalyse the oxidation of E2 to
E1, limited to candidates with a recovery density ≤ 0.1. Each node represents a
protein, with the colour reflecting the source organism and recovery density (as shown
in Figure 4.3). Six proteins with best SwissProt BLAST hits indicating a role in
steroid metabolism are labelled. The alternative OecA is present in this group. All
of the putative estrogen degrading organisms investigated in this study had enzymes
in this connected component, suggesting a possible shared mechanism of E2 oxidation
amongst all estrogen degrading organisms. Additionally, many of the nodes had a low
recovery density – meaning that the EnSeP database contains at least one example of
a similar protein catalysing the transformation on a substrate that is similar to E2.
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(-)-trans-
carveol

dehydrogenas
e

3-hydroxyacyl-CoA 
dehydrogenase type 2

Cholesterol 
oxidase

Figure 4.8: Selected components in the oxidation of secondary alcohols network
with recovery density ≤ 0.1. Key nearest SwissProt BLAST hits of note are 3-
hydroxyacyl-CoA dehydrogenase type 2, which is responsible for E2 ↔ E1 catalysis
in organisms such as Homo sapiens and Bos taurus, and cholesterol oxidase, which
catalyses the desired transform on cholesterol. As a steroid, estrogen is structurally
similar to cholesterol.

Figure 4.7 shows that the largest connected component contains six proteins, indicated

by labelled arrows (and including the alternative OecA), with closest BLAST hits in

SwissProt that suggest involvement in steroid metabolism. Interestingly, neither of

these closest BLAST hits in SwissProt – 3-alpha-(or 20-beta) hydroxysteroid dehydro-

genase and 3-beta-hydroxysteroid dehydrogenase – are recorded as having estrogens

as possible substrates. However, the BLAST E-values of these hits range from 1e−58

to 1e−121 for the 3-alpha-(or 20-beta) hydroxysteroid dehydrogenase and 1e−40 for the

3-beta-hydroxysteroid dehydrogenase – indicating that there is high confidence of ho-

mology. Thus, it is plausible that these proteins could be involved in oxidation of

E2.

The incorporation of proteins from the assembled NUFEB metagenome into the pool

of proteins searched by EnSeP changed both the recovery statistics and structure of the

networks generated by EnSeP. Figure 4.9 shows the EnSeP candidate network after in-

corporating proteins from the NUFEB metagenome and restricting only to candidates
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Figure 4.9: SSN of enzyme candidates, predicted by EnSeP, for conversion of estra-
diol to estrone after incorporation of proteins identified from the analysis of the
NUFEB metagenomic data, limited to candidates with a recovery density of 0.1.
The purple nodes represent hypothetical proteins found during the analysis of the
NUFEB metagenome. Incorporation of metagenomic data leads to some of the con-
nected components in Figure 4.6 merging, suggesting evolutionary relationships that
were not observed beforehand.
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with a recovery density ≤ 0.1. This network has 358 nodes, 2,299 edges, and 48 con-

nected components. 209 of these candidates came from the NUFEB metagenome and

149 came from non-metagenomic sources (compared to the 176 from non-metagenomic

sources shown in figure 4.6). This difference in the number of candidates with a re-

covery density ≤ 0.1 indicates that including the NUFEB metagenomic data changes

which proteins are clustered together during EnSeP’s ranking algorithm, with the con-

sequence that the recovery density of some candidates rises above the 0.1 threshold.

Thus, if a user of EnSeP uses recovery density thresholds to exclude low-scoring candi-

dates, then which candidates are returned depends partly on the other proteins in the

search pool input to EnSeP . Without the NUFEB metagenomic data, the largest con-

nected component had 40 proteins in it; this rises to 57 (non-metagenomic) proteins

after incorporation of the metagenomic data, revealing previously hidden relationships.

The annotation of each protein in the EnSeP candidate networks with their best

BLAST hit from SwissProt resulted in a wide range of annotations. Figure 4.8 shows a

selection of components from the candidate SSN without metagenomic data included

and restricted to candidates with a recovery density ≤ 0.1, and includes proteins

with similarity to 3-hydroxyacyl-CoA dehydrogenase type 2, (-)-transcarveol dehydro-

genase, and cholesterol oxidase. In the EnSeP candidate SSN presented in Figure

4.9, which includes proteins from the NUFEB metagenome and is restricted to candi-

dates with a recovery density ≤ 0.1, annotations include 48 proteins with similarity to

3-oxoacyl-[acyl-carrier-protein] reductase FabG, 21 with similarity to 3-hydroxyacyl-

CoA dehydrogenase type 2, 19 with similarity to 2,5-dichloro-2,5-cyclohexadiene-1,4-

diol (2,5-DDOL) dehydrogenases and 16 with similarity to cholesterol oxidases. In

terms of estrogen metabolism, the presence of candidates with homology to a eukary-

otic 3-hydroxyacyl-CoA dehydrogenase type 2 is encouraging; a UniProt search indi-

cated that these proteins have a diverse range of functions (e.g., Q99714 and O02691),

including the desired transform on E2. One of these proteins is from Sphingomonas

sp. KC8, KC8_04610, but was not discussed by Chen and co-workers, providing an-

other rational candidate [128]. Further, as a result of this study, a candidate protein

from R. equi ATCC 13557 with similarity to 3-hydroxyacyl-CoA dehydrogenase type

2, henceforth referred to as fadB2x, was selected for further investigation in vivo as
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part of a continuation study. The coding sequence and translated coding sequence of

fadB2x can be found in Appendix B.1.

Many of the annotated best BLAST hits from SwissProt give little indication as to

possible functions, with 72 having best BLAST hits with uncharacterized oxidoreduc-

tases, 21 having hits with putative short-chain type dehydrogenase/reductases, and

eight uncharacterised short-chain type dehydrogenase. Proteins with these three an-

notations account for 101 of the 358 candidates in the metagenomic network with

recovery density ≤ 0.1 (28.2%).

By combining the EnSeP results with gene expression data from RNA-Seq experiments

conducted by Chen and colleagues, it is possible to identify high-ranking candidates

from EnSeP that have additional supporting information. Figure 4.10 shows that there

are ten candidates from EnSeP with greater expression during growth on estradiol, de-

fined as an expression profile above the 95% confidence interval for a regression model

fit to the expression of housekeeping genes in both conditions. The location of these

candidates in two connected components from the EnSeP network that includes pro-

teins from the NUFEB metagenome is shown in Figure 4.11. Six of these candidates

have best BLAST hits in SwissProt that are generically annotated (“uncharacterized”

or “probable” members of the short-chain dehydrogenase/reductase (SDR) or oxidore-

ductase families). The remaining four proteins had best BLAST hits in SwissProt that

were annotated as:

1. a dihydroanticapsin 7-dehydrogenase

2. a 2,5-DDOL dehydrogenase

3. a 3-beta-hydroxysteroid dehydrogenase

4. a 3-oxoacyl-[acyl-carrier-protein] reductase FabG

Each of these ten proteins could be additional candidates for the conversion of E2 to

E1 because: the EnSeP recovery density indicates that there are instances of similar

proteins catalysing the oxidation of secondary alcohol transformation on similar sub-

strates to E2; and the encoding genes are comparatively upregulated during growth
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Figure 4.10: Comparison of gene expression of protein-encoding genes in Sphin-
gomonas sp. KC8 that were identified by EnSeP as candidates for oxidation of
secondary alcohol on E2. Grey points represent the log2 reads per kilobase per mil-
lion (RPKM) of housekeeping genes, and red points represent the log2 RPKM of genes
identified by EnSeP as having a recovery density of ≤ 0.1. The grey line is fit to the
housekeeping gene expression data using a linear regression model, with the grey region
representing 95% confidence intervals for the regression model. Points above the 95%
confidence interval region indicate genes that are comparatively upregulated during
growth on estradiol. There were ten candidate genes identified by EnSeP that were
comparatively upregulated during growth on estradiol relative to growth on testos-
terone, a full list of which are in Appendix Table B.1. None of these genes were the
oecA identified by Chen and colleagues, thus suggesting that EnSeP disagrees with
Chen and colleagues’ oecA candidate .
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Figure 4.11: Position, in two connected components from the EnSeP SSN that in-
cludes proteins from the NUFEB metagenome (Figure 4.9), of the ten candidates
proteins identified by EnSeP (highlighted in blue) that have a recovery density ≤
0.1 and are encoded by genes that have greater expression during growth on estra-
diol. Details of these ten candidates can be found in Appendix Table B.1. The close
proximity of candidates within the connected components suggests possible evolution-
ary relationships and membership of the same protein family. In terms of estrogen
degradation, each of these candidates may be of interest, and proteins from other
studied organisms that share an edge with these ten candidates may also be worth
investigating.
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on E2. Alternatively, these proteins could instead catalyse either later steps in an

estrogen degradation pathway or steps in an an alternative estrogen degradation path-

way. Notably, none of the genes encoding the 3-hydroxyacyl-CoA dehydrogenase type

2 homologues, identified earlier in this section, are comparatively upregulated during

growth on estradiol relative to growth on testosterone.

Additionally, none of the EnSeP candidate networks presented in this section contain

the OecA protein that Chen and colleagues implicated as catalysing the conversion of

E2 to E1. To explore the reasons for this further, InterProScan was used to identify the

domains and features of Chen and colleagues’ OecA that could help explain this dis-

crepancy. The results of InterProScan are shown in figure 4.12, and indicate that Chen

and colleagues’ OecA has domains consistent with acyl-CoA dehydrogenase activity,

and is likely to effect oxidoreductase activity acting on a CH-CH group of donors.

This activity is different from the expected activity of an enzyme converting E2 to E1,

which would be oxidoreductase activity acting on a CH-OH group of donors. Based on

this inconsistency, the primers reported to amplify oecA were compared against CDSs

from Sphingomonas sp. KC8 and it was found that these primers would likely am-

plify KC8_14445 instead of KC8_09390. Notably, KC8_14445 is a protein in the EnSeP

candidate networks presented in this section. Thus, we hypothesise that KC8_09390,

the “original OecA”, is a mis-reporting, and KC8_14445, the “alternative OecA” is the

actually the protein being discussed by Chen and colleagues.

Additionally, 2,5-DDOL dehydrogenases were further investigated, as the reaction

recorded for these enzymes does not fit the initial pattern queried for. 2,5-DDOL

dehydrogenases convert 2,5-DDOL into 2,5-dichlorohydroquinone, which includes the

formation of an aromatic ring from a cyclohexadiene ring. 2,5-DDOL dehydroge-

nases have domains consistent with SDRs, and so hypothetical activities of subfam-

ilies can be ascribed by identifying cofactor binding sites and active sites [139]. A

selected 2,5-DDOL dehydrogenase from UniProt (accession number A0A1L5BU05)

was searched for these motifs, and was found to have cofactor binding sites and active

sites consistent with classical and intermediate SDRs. Classical /intermediate SDRs

are associated with “mostly NAD(P)(H)-dependent oxidoreduction of hydroxy/keto

groups” [139].
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Protein

Sequence

Length 394 amino acids

Protein family membership None predicted.

Homologous superfamilies
Homologous superfamily

1 50 100 150 200 250 300 350 394

Homologous superfamily

Domains and repeats

1 50 100 150 200 250 300 350 394

Domain

Detailed signature matches

H IPR037069 Acyl-CoA dehydrogenase/oxidase, N-terminal domain superfamily
G3DSA:1.10.54...

H IPR009100 Acyl-CoA dehydrogenase/oxidase, N-terminal and middle domain superfamily
SSF56645 (Acyl-CoA ...)

H IPR036250 Acyl-CoA dehydrogenase-like, C-terminal
SSF47203 (Acyl-CoA ...)

D IPR013786 Acyl-CoA dehydrogenase/oxidase, N-terminal
PF02771 (Acyl-CoA_dh_N)

D IPR006091 Acyl-CoA oxidase/dehydrogenase, central domain
PF02770 (Acyl-CoA_dh_M)

D IPR009075 Acyl-CoA dehydrogenase/oxidase C-terminal
PF00441 (Acyl-CoA_dh_1)

S IPR006089 Acyl-CoA dehydrogenase, conserved site
PS00073 (ACYL_COA_DH_2)

PS00072 (ACYL_COA_DH_1)

? no IPR Unintegrated signatures
G3DSA:1.20.14...
G3DSA:2.40.11...
PTHR42807 (FAMILY N...)

PTHR42807:SF2
cd01151 (GCD)

GO Term prediction

Biological process 

GO:0055114 oxidation-reduction process

Molecular function 

GO:0003995 acyl-CoA dehydrogenase activity 

GO:0016627 oxidoreductase activity, acting on the CH-CH group of donors 

GO:0050660 flavin adenine dinucleotide binding

Cellular component 

None predicted.

Generated with InterProScan 5.45-80.0

Figure 4.12: Results of domain and feature annotations of Chen and colleagues’ OecA
as reported by InterProScan. The results suggest that the OecA reported by Chen and
colleagues is an acyl-CoA dehydrogenase. Acyl-CoA dehydrogenases are associated
with oxidoreductase activity on a CH-CH groups of donors, which is different from the
CH-OH oxidoreductase activity that would be expected for oxidation of a secondary
alcohol. These results indicate that there is no evidence from protein domain analysis
that the original OecA has activity consistent with E2 to E1 transformation.
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Aromatic hydroxylation of estrone to form either 2-hydroxyestrone or 4-hydroxyestrone

Without proteins from the NUFEB metagenome included, the network of candidate

enzymes for the aromatic hydroxylation of estrone comprises 258 nodes and 273 edges

(Figure 4.13), of which 49 nodes had a recovery density < 1.0 and 16 had a recovery

density ≤ 0.1. With metagenomic data included, the number of candidates increased

to 938 nodes and 1,855 edges, of which 159 had a degree < 1.0 and 17 had a recovery

density ≤ 0.1.

The candidates with a recovery density of ≤ 0.1, without and with proteins from the

NUFEB metagenome included in the EnSeP query, can be seen in Figure 4.14 A and

B respectively. Similar to the oxidation of secondary alcohol use case, incorporation

of proteins from the NUFEB metagenome causes the number of candidate proteins

from the six estrogen degrading organisms to decrease, indicating that the metage-

nomic proteins change the clustering and, hence, the recovery densities. The change

in recovery densities demonstrates (1) that clear versioning of the database is required

to allow reproducible searches, and (2) the remaining candidates are stronger (more

likely) to be able to catalyse the transformation on E1.

In Figure 4.14A, the candidate proteins indicated by the dashed circle had a best Swis-

sProt BLAST hit of pigment production hydroxylases. All of the remaining candidate

proteins in Figure 4.14, which includes OecB identified by Chen and co-workers, had

best SwissProt BLAST hits with flavin-dependent monooxygenases. By contrast, in

Figure 4.14B, all candidates had a best BLAST hit in SwissProt of flavin-dependent

monooxygenases. Only Sphingomonas sp. KC8 and the Rhodococcus species had can-

didate proteins with a recovery density ≤ 0.1, suggesting that Buttiauxella sp. S19

and Pseudomonas putida sp. MnB1 may degrade estrogens via a different pathway

or mechanism. Alternatively, the recovery density-based ranking may be excluding

proteins from Buttiauxella sp. S19 and P. putida sp. MnB1.

Figure 4.15 shows the expression of Sphingomonas sp. KC8 genes encoding aromatic

hydroxylation candidates under growth on E2 versus growth on testosterone. All three

genes had non-zero expression during growth on E2, but only one, oecB, had greater

expression during growth E2. As noted during the introduction, Chen and colleagues
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Figure 4.13: SSN of candidate enzymes for aromatic hydroxylation of estrone, form-
ing either 4-hydroxyestrone or 2-hydroxyestrone, from pooled proteins from estro-
gen degraders. This graph comprises 258 nodes and 273 edges, spread across 133
connected components. Each node represents a protein, with the colour reflecting the
source organism and recovery density (as shown in Figure 4.3). The majority of nodes
are white, indicating a recovery density of one, which means that there are no exam-
ples in the EnSeP database of similar proteins catalysing the aromatic hydroxylation
transform on a substrate similar to estrone. Conversely, two components, the upper
left component and a lone node in the lower left, have a highly-saturated colour, which
indicates lower recovery densities from EnSeP. The proteins in these components are
stronger candidates for investigation.
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A B

OecB

Figure 4.14: SSNs of enzyme candidates, predicted by EnSeP, for conversion of
estrone to 4-hydroxyestrone, limited to candidates with a recovery density ≤ 0.1.
(A) and (B) show the EnSeP candidate networks without and with proteins extracted
from the NUFEB metagenome, respectively. Note that the candidates indicated by
the dashed circle in (A) are not present in (B). This difference indicates that the
incorporation of metagenomic data changes the clustering results in EnSeP workflow,
resulting in the circled candidates having a recovery density > 0.1. This change
indicates that the results from an EnSeP search may vary over time as either (1) the
proteins in the query change, or (2) the proteins, compounds, and protein-catalyses-
compound relationships in the EnSeP are updated over time. Thus, versioning of the
database is essential for reproducibility.
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Figure 4.15: Comparison of gene expression of protein-encoding genes in Sphin-
gomonas sp. KC8. that were identified by EnSeP as candidates for aromatic
hydroxylation of estrone. Grey points represent the expression of housekeeping genes
under both conditions, and red points represent the expression of genes identified by
EnSeP as having a recovery density of ≤ 0.1. The grey line is fit to the housekeeping
gene expression data using a linear regression model, with the grey region representing
95% confidence intervals for the regression model. Points above the 95% confidence
interval region indicate genes that are comparatively upregulated during growth on
estradiol. Only one of the genes identified by EnSeP was upregulated during growth
on estradiol, which was KC8_16650. KC8_16650 encodes a flavin-dependent monooxy-
genase subunit (HsaA), and was suggested by Chen and colleagues to be oecB. This
plot demonstrates that EnSeP was successfully able to prioritise a set of candidate
genes that included oecB. More details of KC8_16650 are presented in Appendix Table
B.2.
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primarily assigned OecB as the protein that converts E1 to 4-hydroxy-E1 on the basis

of expression data.
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Figure 4.16: SSN of candidate enzymes for extradiol cleavage of a catechol moiety
prior to incorporation of proteins from the NUFEB metagenome. This graph com-
prises 37 nodes and 40 edges, spread across 21 connected components. Each node
represents a protein, with the colour reflecting the source organism and recovery den-
sity (as shown in Figure 4.3). The six connected components containing more saturated
nodes indicate proteins that are more similar to other proteins in the EnSeP database
that catalyse the extradiol cleavage of a catechol moiety on substrates more similar to
4-hydroxyestrone.

Extradiol catechol ring cleavage

Without proteins from the NUFEB metagenome included, the candidate SSN produced

by EnSeP contained 37 protein nodes and 40 edges (shown in Figure 4.16). Of the 37

proteins, 26 have a recovery density < 1.0 and 15 have a recovery density ≤ 0.1. After

including proteins from the NUFEB metagenome, the candidate SSN then contains

233 protein nodes and 581 edges – 121 proteins with a recovery density < 0.1 and

24 proteins with a recovery density ≤ 0.1. Both of these results demonstrate that

EnSeP is able to prioritise candidates with possible involvement in 4-hydroxyestrone

metacleavage using the recovery density score.
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BA

OecC OecC

Figure 4.17: SSN of candidates for extradiol catechol ring moiety cleavage at a
recovery density ≤ 0.1. (A) Candidates without metagenomic data included. (B)
Candidates with metagenomic data included. OecC, identified by Chen and colleagues
is labelled. The protein indicated by the dashed circle is a protein from Sphingomonas
sp. KC8 that has comparatively higher expression during growth on E2 when compared
to growth on testosterone.

Figure 4.17 shows the proteins from the candidate SSN, produced by EnSeP, that

have a recovery density ≤ 0.1, both without and with proteins from the NUFEB

metagenome included. OecC, the protein proposed by Chen and colleagues to catalyse

the extradiol cleavage of 4-hydroxyestrone, is present in both Figures 4.17A and 4.17B.

Interestingly, OecC never shares more than 40% identity with another candidate, even

with metagenomic data included, and, thus, is always in a connected component on its

own. Consequently, making inferences about candidate enzymes in other organisms

based on sequence similarity with OecC is not possible. As with the hydroxylation

step, there are no candidates (with a recovery density ≤ 0.1) from Buttiauxella sp.

S19 and Pseudomonas putida sp. MnB1. This could suggest that Buttiauxella sp. S19

and P. putida sp. MnB1 may have an alternative pathway for estrogen degradation.

Alternatively, it could suggest that EnSeP is not able to prioritise proteins from these

two organisms that catalyse 4-hydroxyestrone metacleavage.

Figure 4.18 shows that all of the candidate enzymes for 4-hydroxyestrone metacleavage

in Sphingomonas sp. KC8 have a best SwissProt BLAST hit of iron-dependent extra-

diol dioxygenase HsaC. HsaC is a protein involved in a common pathway for the degra-

dation of cholesterol and some steroids (including testosterone and androstanedione),

and shares high sequence identity with TesB, which carries out the same reactions in
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Iron-dependent
extradiol dioxygenase

Biphenyl-2,3-diol
dioxygenase

Figure 4.18: SSN, produced by EnSeP, of candidate enzymes for extradiol catechol
ring moiety cleavage, limited to those with a recovery density ≤ 0.1 and highlighted
according the annotation of the best BLAST hit in SwissProt. Candidates in the
blue dashed box have best SwissProt BLAST hits of “iron-dependent extradiol dioxy-
genase HsaC” and those in the orange dashed box have best SwissProt BLAST hits
of “biphenyl-2,3-diol 1,2-dioxygenase”. HsaC, an iron-dependent extradiol dioxyge-
nase from Rhodococcus jostii RHA1, is known to be involved in cholesterol and steroid
degradation pathways, and may consequently be of interest for estrogen degradation as
estrogen is also a steroid [140]. Additionally, HsaC has been noted to have biphenyl-2,3-
diol 1,2-dioxygenase activity, suggesting a possible functional relationship and giving
a compelling reason to further investigate the proteins with a best SwissProt BLAST
hit of biphenyl-2,3-diol dioxygenase [140].
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Comamonas testosteroni [140]. As estrogen is also a steroid, these proteins are strong

candidates for further investigation. Additionally, Van der Geize and colleagues have

noted that HsaC used to be named BphC5 due to its “ability to catalyse the extradiol

cleavage of [biphenyl-2,3-diol]” which is the annotated activity of the nearest BLAST

hits in SwissProt for the four proteins highlighted in orange in figure 4.18 [140]. Given

there is a link between the activity of HsaC and biphenyl-2,3-diol 1,2-dioxygenases,

it would also reasonable to also consider the four proteins highlighted in orange for

further investigation.

Of further note is that there are three protein encoding genes in Sphingomonas sp. KC8

that are both comparatively up-regulated under growth on estradiol and have a low

recovery density in EnSeP. These three proteins are listed in Table 4.3. KC8_05325,

which had 0 RPKM expression during growth on testosterone and 29.98 RPKM ex-

pression during growth on estradiol, is OecC. Interestingly, KC8_16655 was also only

expressed during growth on estradiol, and is mentioned briefly in Chen and colleagues’

2017 paper as being related to the TesB and HsaC proteins.
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Figure 4.19: Comparison of gene expression of protein-encoding genes in Sphin-
gomonas sp. KC8. that were identified by EnSeP as candidates for extradiol
catechol moiety ring cleavage. Grey points represent the expression of housekeeping
genes under both conditions, and red points represent the expression of genes identified
by EnSeP as having a recovery density of ≤ 0.1. The grey line is fit to the housekeeping
gene expression data using a linear regression model, with the grey region representing
95% confidence intervals for the regression model. Three of the candidate genes iden-
tified by EnSeP were upregulated during growth on estradiol: KC8_16655, KC8_05325,
and KC8_01090, all three of which encode iron-dependent extradiol dioxygenases. One
of these genes, KC8_05325, was identified by Chen and colleagues as being oecC, the
gene encoding the enzyme that metacleaves 4-hydroxyestrone. This plot demonstrates
that EnSeP was successfully able to prioritise a set of candidate genes that included
oecC. More details of these three genes are presented in Table 4.3.
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Intradiol catechol ring cleavage

Without proteins from the NUFEB metagenome included in the EnSeP input to search,

the candidate SSN produced by EnSeP comprised 35 nodes and 40 edges (shown in

Figure 4.20). Of these 35 candidates, 20 have a recovery density < 1.0, and none have

a recovery density ≤ 0.1, indicating that EnSeP was not able to strongly prioritise any

protein candidates on the basis of similar proteins in the EnSeP dataset catalysing the

intradiol cleavage of a catechol moiety on substrates similar to 4-hydroxyestrone.

After the including proteins from the NUFEB metagenome in the EnSeP search space,

the network comprised 128 nodes and 221 edges. Of these, 41 have a recovery density

< 1.0. Of note, there were still 20 non-metagenomic candidates with a recovery density

< 1.0, and these were the same as those identified without metagenomic data included.

However, there are still no candidate enzymes with a recovery density ≤ 0.1, indicating

that EnSeP was still not able to strongly prioritise any of the protein candidates for

investigation.

Given that no proteins were strongly prioritised by EnSeP, the proteins with a re-

covery density of < 1.0 were investigated further. Sphingomonas sp. KC8 only has

two proteins in the network with metagenomic data – both with nearest SwissProt

hits indicating homology to copper resistance proteins. However, both of these pro-

teins have a recovery density of 1.0, suggesting that EnSeP didn’t find any reason

to prioritise the two proteins over any others. Additionally, Buttiauxella sp. S19,

P. putida sp. MnB1, and the Rhodococcus species each have homologues with both

alpha and beta chains of protocatechuate-3,4-dioxygenases, which emerge at recovery

densities in the range 0.1587 - 0.1952, suggesting a weak prioritisation (Figure 4.21 A

and B). For the alpha chains, the Rhodococcus species had comparatively low E-value

BLAST hits (1e−30 − 1e−20) with Pseudomonas putida and Acinetobacter baylyi pro-

teins. However, it should be noted that the SwissProt database only contains instances

of protocatechuate-3,4-dioxygenase proteins from Gram-negative organisms and, con-

sequently, any differences in Gram positive and Gram negative protocatechuate-3,4-

dioxygenase alpha chains explain these E-values.
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Figure 4.20: SSN of candidate enzymes for carrying out intradiol cleavage of the
catechol moiety on 4-hydroxyestrone, without metagenomic data included. None
of the candidates have a recovery density of 0.1 or below, as indicated by the low
saturation of colours in the network.
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A B

Figure 4.21: SSN, produced by EnSeP, of candidate enzymes for carrying out in-
tradiol cleavage of the catechol moiety on 4-hydroxyestrone with proteins from the
NUFEB metagenome included. None of the candidates have a recovery density of 0.1
or below, however the recovery density of many candidates is lower after the inclusion
of metagenomic data (as indicated by increased colour saturation compared to Figure
4.20). (A) A group of proteins with nearest SwissProt BLAST hits of“Protocatechuate
3,4-dioxygenase alpha chain”. (B) A group of proteins with nearest SwissProt BLAST
hits of “Protocatechuate 3,4-dioxygenase beta chain”. Despite not being strongly pri-
oritised by EnSeP, A and B both indicate a shared enzyme complex that five of the
estrogen degrading organisms possess (every organism except Sphingomonas KC8).
This could indicate a shared mechanism for 4-hydroxyestrone orthocleavage that En-
SeP did not prioritise, or it could indicate a shared mechanism for metabolism of a
downstream metabolite. It is also possible that A and B indicate a shared metabolic
mechanism that is not related to estrogen degradation.
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4.4 Discussion

EnSeP was used to identify genes that encode enzymes catalysing four hypotheti-

cal steps of estrogen degradation (shown in Figure 4.22). Genes from Sphingomonas

KC8 that were identified by EnSeP had their expression compared between growth

on testosterone and growth on estrogen, using RNA-Seq data published by Chen and

colleagues [128]. In this section, the implication of results presented in the previous

section, specifically with regard to novel enzymes from Sphingomonas sp. KC8 and

other putative estrogen degraders that may be involved in estrogen degradation, are

discussed. Additionally, aspects of the results that have implications for the EnSeP

approach as a whole will also be discussed.
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4.4.1 Mechanisms for estrogen degradation in putative es-
trogen degrading organisms

One of the key results from from this study is the identification of a hitherto unreported

gene (and enzyme), fadB2x from Rhodococcus equi ATCC 13557, that may convert E2

to E1. This was evidenced by a clique of low-recovery density proteins in the SSN

produced by EnSeP, some of which had a nearest SwissProt BLAST hit of O02691 –

a 3-hydroxyacyl-CoA dehydrogenase type 2 from Bos taurus. O02691 is described on

UniProt as

“ [A] mitochondrial dehydrogenase that catalyzes the beta-oxidation at

position 17 of androgens and estrogens and has a 3-alpha-hydroxysteroid

dehydrogenase activity with androsterone [141]. ”
Given 17-beta oxidation is the specific transformation that converts E2 to E1, it follows

that members of this component are strong candidates for being able to carry out the

transformation. As a consequence of this research, fadB2x was investigated by Dr

Pollyanna Moreland and Dr Lucy Eland, and shown to catalyse conversion of E2 to

E1. Thus, other members of the connected component may also have the same activity,

including an additional protein from Sphingomonas KC8 – KC8_04610.

However, Buttiauxella sp. S19 does not have any homologues of 3-hydroxyacyl-CoA

dehydrogenase type 2, nor does it have any proteins that are neighbours of the alter-

native OecA. This suggests that the mechanism Buttiauxella sp. S19 uses to degrade

estradiol is distinct from the mechanisms identified thus far in other organisms.

The proposed second and third steps presented by Chen and colleagues are hydroxyla-

tion of E1 to form 4-hydroxyestrone, followed by extradiol cleavage of 4-hydroxyestrone.

However, for both of these steps no high-scoring candidate enzymes were identified for

both Pseudomonas putida sp. MnB1 and Buttiauxella sp. S19. This suggests that

these organisms degrade E2 via a different pathway or through different enzymes.

In the case of P. putida, this makes sense as its estrogen degradation activity is on

EE2, not E2, and is thought to be mediated through biogenic manganese oxidation

[142]. Thus, it is possible that P. putida MnB1 does not possess the pathway for E2
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degradation that was investigated in this study.

In the EnSeP SSNs for the hydroxylation of E1 to form 4-hydroxyestrone, a clique of

proteins adjacent to OecB in the SSN contains proteins from all of the Rhodococcus

species (Figure 4.14). Thus, assuming these Rhodococcus species are able to carry

out E2 degradation via this pathway, then the enzymes in this cluster are plausible

candidates for catalysing the hydroxylation of E1 in the Rhodococcus species.

For the extradiol cleavage of 4-hydroxyestrone step, no protein candidates identified

by EnSeP had ≥ 40% global identity with OecC, indicating that a different enzyme

would likely be responsible for any 4-hydroxyestrone extradiol cleavage activity that

the remaining estrogen degrading organisms had. However, in the filtered EnSeP

SSN shown in Figure 4.17, a clique of proteins from the Rhodococcus species were

shown to be related to a different Sphingomonas sp. KC8 EnSeP enzyme candidate,

KC8_16655, that was comparatively upregulated during growth on estradiol (Figure

4.17). Potentially, KC8 16655 and the Rhodococcus proteins in the adjacent clique

are promising candidates for extradiol cleavage of 4-hydroxyestrone, and further in

vivo investigation would give insights into (1) possible estrogen degradation pathways

in the Rhodococcus species in this study, and (2) additional Sphingomonas sp. KC8

enzymes involved in estrogen degradation.

4.4.2 Recording of reactions in the databases supporting the
EnSeP knowledgebase

In section 4.3.2, enzyme candidates for the oxidation of E2 to E1 were identified, and

it was noted that many enzyme candidates had a closest BLAST hit in SwissProt

of 2,5-DDOL dehydrogenase. As noted in the results section, 2,5-DDOL dehydro-

genase enzymes are recorded as catalysing a transformation in which a cyclohexa-

1,4-diene ring becomes an aromatic ring, which is different from the oxidation of a

secondary alcohol transform that was used as an input to EnSeP. While the recorded

reaction of 2,5-DDOL dehydrogenase enzymes may occur directly, it would be atypical

– 2,5-DDOL dehydrogenases are classical / intermediate SDRs, as defined by cofactor

and active site sequence motifs, and thus would be expected to act on hydroxyl / keto

groups. To reconcile this information, we hypothesised an alternative two-step reaction
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ClHO

Cl
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ClO

Cl

HO Cl

OHCl

Reaction	 recorded	 in	Rhea

Proposed	 activity	of	the	enzyme Keto-enol	 tautomerism

Figure 4.23: Alternative pathway for the activity of 2,5-DDOL dehydrogenase.
Rather than direct activity on the CH-CH donors (lower reaction), a first step is
dehydrogenation of a CH-OH group, resulting in an intermediate structure that then
undergoes tautomerism.

scheme which involves CH-OH dehydrogenation followed by keto-enol tautomerism

(figure 4.23). This hyothesis has implications for the approach used to develop EnSeP

– the reaction attributed to an enzyme may be different from the catalysis mechanism

of the enzyme as a consequence of factors such as tautomerization. Thus, one possible

direction for future work is the curation of the EnSeP database to identify instances

where a reaction attributed to an enzyme differs from the expected activity of the

enzyme.

A further consideration is the role of indirect reactions; for example, as discussed in

the previous section, biogenic manganese oxidation is thought to be responsible for

the degradation of EE2 in P. putida sp. MnB1. Biogenic manganese oxides have also

been shown to mediate reactions on other phenolic compounds, such as triclosan and

chlorophene [143]. Finding such cases, where the product of an enzyme-catalysed reac-

tion then proceeds to react (non-enzymatically) with other compounds, is beyond the

scope of EnSeP, because the downstream reactions are not attributed to the enzyme.

Along with tautomerization reactions, these indirect reactions complicate pathway
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identification.

4.4.3 Utility of the recovery density metric

In this study, a recovery density threshold of ≤ 0.1 was chosen to filter candidates

out for further investigation – meaning that EnSeP was able to prioritise proteins

that were more likely to carry out the a query transformation on a query substrate

(given the data in the EnSeP database). This threshold was chosen because, for many

of the transformations, there were too many candidates for the transformation as a

whole to investigate individually. Since this recovery density threshold was empirically

chosen, it is necessary to discuss the factors that affect recovery density and, hence, the

interpretation of results. As a brief reminder, the EnSeP searches used in this study

take three inputs: a query transformation (the molecular changes expected to occur),

a query substrate, and a user’s database of proteins to search for enzyme candidates.

Firstly, recovery density depends on the user’s database of proteins to search, because

the proteins in the protein database affects during the clustering stage of the EnSeP

algorithm described in Section 4.2.2. Specifically, differences in the protein database

input can affect which proteins cluster together, the number of protein clusters, and,

consequently, the connectivity of the clusters during the clustering component of the

EnSeP algorithm (all of which can affect recovery density). This effect was demon-

strated in the differences between SSNs produced by EnSeP with and without proteins

from the NUFEB metagenome included.
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Secondly, recovery density is dependent on the relationship between substrate speci-

ficity and protein similarity, because this relationship affects the connections between

protein clusters and compound clusters during the ranking step of EnSeP. This is illus-

trated in Figure 4.24, which compares the recovery densities of a hypothetical trans-

formation catalysed by (1) non-specific enzymes and (2)substrate-specific enzymes.

This example demonstrates that the non-specific relationships can potentially lead to

higher recovery densities, because information about protein-catalyses-compound

relationships are used to add edges in the bipartite graph of protein clusters and com-

pound clusters.

Finally, the clustering in EnSeP is dependent on the comprehensiveness of information

in the EnSeP KB, as the data in EnSeP affects both the compound and protein cluster-

ings, as well as the connections between them. Due to these three factors, particularly

the dependence on the input protein pool, arbitrary recovery densities may hold less

value than the relative rankings.

4.4.4 The role of intradiol cleavage of 4-hydroxyestrone in
estrogen degradation pathways

In the 2013 review by Yu and colleagues, the proposed estrogen degradation pathways

did not appear to have an ortho cleavage (intradiol cleavage) step, which is observed

in the metabolism of other structures with aromatic rings (e.g., the reactions catalysed

by catechol-1,2-dioxygenase and protocatechuate-3,4-dioxygenase). While EnSeP was

able to identify candidate enzymes for carrying out intradiol dioxygenase reactions

within the estrogen degrading organisms and the metagenome, none of the candidates

had a low recovery density (defined as ≤ 0.1).

However, because arbitrary recovery densities may hold less value than relative rank-

ings – as discussed in Section 4.4.3 – there may still be merit in investigating whether

protocatechuate-3,4-dioxygenases could carry out intradiol cleavage of 4-hydroxyestrone

(despite not having a recovery density≤ 0.1). This enzyme is a member of the degrada-

tion pathway of luteolin, a phytoestrogen, in which its substrate is protocatechuic acid

[144]. As noted, protocatechuate-3,4-dioxygenases are shared by many of the estrogen

degrading organisms studied in this work and, thus, could represent a common step in
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an alternative degradation pathway for estrogens and estrogen-like molecules. Alter-

natively, protocatechuate-3,4-dioxygenase could catalyse the degradation of a common

downstream metabolite later in estrogen degradation pathways.

4.4.5 A study of estrogen degradation pathways in Sphin-

gomonas sp. KC8

One of the key findings of this work was a disagreement about the role of OecA,

reported by Chen and colleagues to catalyse the oxidation of estradiol to form estrone.

This disagreement was discovered because the original OecA was not present in the

candidate list for enzymes carrying out the oxidation of secondary alcohols, even before

applying a recovery density threshold. Further, a comparison of the primers reported

to amplify oecA and the CDSs from Sphingomonas sp. KC8 found that the primers

would likely amplify KC8_14445 (which we refer to as an “alternative oecA”), instead

of the oecA identified by Chen and colleagues.

Another question investigated in this study was determining if we could make addi-

tional inferences from the RNA-Seq experiment results published by Chen and col-

leagues. Chen and co-workers discuss OecA as a candidate, stating:

“ oecA was expressed similarly in the testosterone- and E2-grown strain

KC8 cells [...] suggesting that its product is responsible for the 17-dehydrogenation

of both testosterone and E2 [128]. ”
In Chen and colleagues’ RNA-Seq study, the two comparison conditions were growth

on estradiol and growth on testosterone. However, there was no control condition

for growth on a non-steroid and, consequently, it could be the case that expression

of oecA is not regulated by the steroids. The possibility that oecA expression is not

regulated by steroids does not mean that oecA is not involved in the metabolism of E2

or testosterone, however, as degradation could be a co-metabolic process. However,

it does means that similar gene expression under both growth on testosterone and

growth on estradiol conditions should not necessarily be used to rule out enzymes as

being involved in estrogen degradation.
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Conversely, genes that have increased expression under growth on E2 suggests that

the presence of E2 has resulted in a change in expression – either as a consequence of

E2 directly, or as a consequence of its degradation products. By combining the results

of EnSeP with the Chen and colleagues’ RNA-Seq results, we identified ten genes that

were comparatively up-regulated during growth on E2, including eight that were not

expressed during growth on testosterone – one of which had a nearest SwissProt hit

of 3-beta-hydroxysteroid dehydrogenase (E-value 1e−39.9). Additionally, figure 4.11

shows that eight of the ten candidates are located in the largest connected component

of the SSN, which also contains many of the proteins with nearest SwissProt hits to

proteins involved in steroid degradation, shown in figure 4.7. Consequently, there is

good evidence to suggest that the ten candidate proteins identified by EnSeP warrant

investigation (listed in Appendix Table B.1).

For the second step of estrogen degradation, hydroxylation of estrone to form 4-

hydroxyestrone, Chen and colleagues found “three tesA2 -like genes in the strain KC8

genome” (including oecB), which EnSeP was also able to find. The EnSeP SSNs pre-

sented in Figure 4.14 show that the three proteins encoded by the three tesA2 -like

genes share ≥ 40% sequence identity to one another, indicating that the three proteins

are likely to have a similar function to one another. Given one of these three proteins

is OecB, a similar function could also include 4-hydroxylation of estrone.

EnSeP found four candidate enzymes for the extradiol catechol ring cleavage step

from Sphingomonas KC8 with a recovery density ≤ 0.1. One was OecC, and is only

expressed during growth on E2. However, there is a second candidate, KC8_16655,

that is only expressed during growth on E2 – indicated in Figure 4.17. This fact was

not noted by Chen and colleagues, and KC8_16655 is only mentioned briefly as part of

a phylogenetic tree as a putative extradiol dioxygenase in the same clade as TesB from

C. testosteroni. It is noteworthy that oecB (KC8_16650) and KC8_16655 are part of

the same gene cluster, and so the increase in expression of both of these genes during

growth on estradiol may be related – for example, be members of the same operon, and

thus share a promoter. However, it may also be the case that KC8_16655 is capable of

transforming 4-hydroxyestrone, and further in vivo experiments could be carried out

to verify this.
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4.4.6 Future work

Synthetic biology has recently seen a shift towards using automation workflows, which

enables high-throughput experimental data to be gathered. An example of such an

automation workflow is the University of Manchester’s SYNBIOCHEM pipeline, which

automates many steps of a “design-build-test-learn pipeline for enhanced microbial

production of fine chemicals” [145]. Further developing EnSeP in a way that facilitates

seamless integration with automation workflows would, therefore, be advantageous –

for example, returning candidate enzymes in synthetic biology open language (SBOL)

format would allow candidate enzymes to be used in designs and synthesis workflows

[146]. Automation would be particularly advantageous where there are a high number

of candidates returned, as demonstrated in the transformations investigated in this

study. Such automated workflows would also support the generation of “negative”

data (an enzyme does not appear to catalyse the transform on a compound), which

was discussed as a future direction for EnSeP in Chapter 3.

The elucidation of candidate genes and enzymes for different steps of estrogen degrada-

tion present a number of possible future work directions. Firstly, a number of enzymes

were identified that may catalyse reactions in an estrogen degradation pathway – how-

ever, these have not been studied in vivo, and gathering data on activities with their

respective substrates could yield additional catalysts. Even for reactions that already

have known enzyme catalysts, identifying diverse alternatives may still be valuable as

different enzymes can be active under different conditions (e.g., pH and temperature),

which can be useful in different applications. Similarly, in vivo investigation of can-

didates identified in EnSeP that are neighbours of the alternative OecA and OecB in

the SSNs could contribute diverse alternatives.

Additionally, the suggestion that 2,5-DDOL dehydrogenases are classical/intermediate

SDRs, and the resulting possible discordance between the reaction recorded and the

reaction predicted by EnSeP (shown in Figure 4.23), has implications for the database

integration whilst building the EnSeP knowledgebase. Ensuring a correct database

is important for enabling accurate predictions by EnSeP. However, identifying these

discordant cases is not trivial, and future work exploring how to flag, curate, and

- 128 -



Chapter 4: Derivation of Candidate Enzymes and Genes Involved in Estrogen
Degradation

correct these database entries would be beneficial.

A final possible direction for future work may be to include additional metagenomic

data into the graphs for analysis. The taxonomic analysis of the NUFEB metagenome

demonstrated that only a comparatively small subset of bacterial phyla were well

represented. Consequently, incorporation of additional metagenomic data may provide

further insights into the evolutionary relationships between proteins associated with a

given transformation, as well as result in additional diverse, novel enzyme candidates

for desired reactions.

4.5 Conclusion

The results presented here demonstrate the ability of EnSeP to find candidates for

estrogen degradation, with results broadly corroborating Chen and co-workers’ but

with notable exceptions. Additionally, EnSeP was able to draw attention to enzyme

candidates in Sphingomonas sp. KC8 that were not discussed by Chen and colleagues,

but were worthy of investigation – for example, the protein-encoding genes KC8_16655

and KC8_04610. Additionally, EnSeP results disagreed with those in Chen and co-

workers’ research, with the original OecA not being detected, leading to the hypothesis

of an alternative OecA. EnSeP also identified promising enzyme candidates for the

metabolism of E2 to E1 in a number of other putative estrogen degrading organisms,

including one candidate from R. equi that was subsequently tested and proven to

have the predicted activity. Thus, the use-case presented here demonstrates the value

of EnSeP, and future work could seek to improve the integrations of EnSeP with

other in silico tools and automation workflows to facilitate high-throughput in vivo

investigations into whether the proteins highlighted during this study have a role in

estrogen degradation.
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5.1 Introduction

As discussed in the Background chapter (section 2.3.3), coding sequence (CDS) opti-

misation is a common design consideration as part of optimising heterologous protein

expression in synthetic biology. However, for CDSs that are intended to be expressed

in multiple species, there are currently no published optimisation approaches for such

use-cases. Given that deploying a synthetic construct non-selectively in multiple or-

ganisms is now a realistic prospect, due to technologies such as XPORT, there is a

need to explore how current CDS optimization strategies could be extended to multiple

organism applications [61]. XPORT, discussed in Section 2.2.2, is an Integrative and

Conjugative Element (ICE)-based synthetic system that can be used to non-selectively

transmit synthetic DNA from a donor strain to microorganisms in a community. In

the context of treating micropollutants in wastewater treatment plants (WWTPs),

systems such as XPORT could be used to deliver a synthetic device containing enzyme-

encoding genes into organisms in a microbial community, with the goal of introducing

novel biodegradation pathways.

The relationship between a CDS and the resulting protein expression is complex and

not fully understood, despite being a subject of research for decades [4, 86]. A number

of metrics have been formulated and tools developed to (1) evaluate how well a CDS

is optimised for a given host and (2) optimise a CDS for a given host. Each of these

metrics have their own advantages and disadvantages, which limits the scenarios in

which they can be applied.

5.1.1 Evaluation of current codon usage metrics

One of the earliest methods of evaluating codon usage is using the frequency of optimal

codons (FOP) [86], in which codons encoding a given amino acid are assigned as being

exclusively optimal (O), jointly optimal (o), or non-optimal (X), and the score for a

given coding sequence is:

∑
O + o∑

(O + o+X)
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Codon optimality is determined by their frequency of codon use in highly expressed

protein-encoding genes for a given host organism. However, this approach has lim-

itations. For example, determining the optimal codon encoding an amino acid is

non-trivial and the classification system is binary. Consequently, later metrics (such

as the Codon Adaptation Index (CAI) [147]) weighted codons according to their rela-

tive frequency. In the CAI, for example, each codon is given a score between 0 and 1,

calculated as

Scorec =
fc
fs

where fc is the frequency of a given codon, and fs is the frequency of the most-used

synonymous codon. Similar to the FOP approach, frequencies are determined by a set

reference genes that are, ideally, highly expressed. The CAI is then calculated as the

geometric mean of the score for each codon in a given coding sequence

(
L∏
1

Scorecodon(i))
1
L

where L is the length of a CDS in codons, and i is the position of a codon in the CDS.

While an improvement over the FOP method, the CAI does not take into account the

background likelihood of observing a given codon given the background frequencies

of bases observed in coding sequences. The Relative Codon Adaptation (RCA) [148]

approach to evaluating a CDS thus improves on the CAI by scoring each codon as the

frequency of the observed codon divided by expected frequency of the observed codon

(derived as a product of its constituent bases):

Scorec =
fc

fc1 × fc2 × fc3

where fc is the frequency of a given codon, and fcn is the frequency of the base at

position n in the codon.

Despite their popularity, the above algorithms all assume that each amino acid has

one (or, rarely, a few) codons that are optimal for each amino acid. However, research

has demonstrated that selecting only the optimal codon for a given amino acid can
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result in disruption of an organism’s tRNA pool (so-called “one amino acid-one codon”

approaches) [149]. Further, there is also evidence of correlation between codon usage

and the topology protein’s tertiary structure [150]. For this reason, alternative methods

of CDS optimization that can exploit such known relationships have been developed,

such as “codon harmonization” [151].

Codon harmonization generates a CDS with codon frequencies that match the fre-

quencies of codon usage by the host organism. Consequently, if a host organism uses

multiple codons to encode a given amino acid, then the designed CDS may also use

multiple codons – depending on the proportions with which synonymous codons are

used and the harmonization algorithm. Harmonization has been shown to successfully

generate coding sequences with functional products in cases where one amino acid-one

codon approaches generated toxic products [152].

The exact definition of harmonization (and, thus, algorithmic implementations) vary;

for example, in CAD4BIO, each codon in a CDS is randomly selected from possible

synonymous codons based on the organism’s codon usage table [153]. While there is

no consideration for local features of the proteins (e.g., domain boundaries), CAD4BIO

identifies potentially problematic DNA secondary structures in the CDS using a predic-

tion algorithm and re-optimises these regions by locally reapplying the harmonization

algorithm. By contrast, a harmonization algorithm presented by Angov and co-workers

harmonizes each codon by

“ selecting synonymous codons from the heterologous expression host

having usage frequencies that best reflect the usage frequencies found for

the native gene in the native expression host [151]. ”
Additionally, two slightly different protocols exist for harmonizing codons encoding

(1) domain boundaries, also referred to as link / end segments, and (2) the rest of the

gene, with the goal of promoting slower translation in link regions, and encouraging

protein folding in structured region.

More recently, an alternative method for codon optimisation has been proposed by Zur

and colleagues, called chimera map [4]. Zur and colleagues suggest that composing a
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ATG TCT ACG TAA

ATG TCT ACG TAA

ATG TCT TCT ACG ACG TAA

ATG TCT ACG TCT ACG TAA

ATG TCT ACG TAA

ATG TCT ATG TCT ACG TAA

A

B

C

Figure 5.1: Illustration of the codon block concept used by Zur and colleagues [4].
(A) An example CDS from a host organism encoding the short protein M - S - T

- stop. Each coloured section represents a codon in the CDS. (B) All possible
codon blocks that could be obtained from the CDS in A. A codon block is a group of
consecutive codons that are found in a host CDS. Codon blocks can range in size from
[1, L] where L is the length of the CDS in codons (in this case, 4). The order of the
codons in codon blocks must be the same as in the source CDS. (C) Example of how
two of the codon blocks in example B could be used to encode a new CDS, M - S -

M - S - T - stop. The dashed line indicates the boundary between the first codon
block, of length two, and the second codon block, of length four.
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CDS from codon blocks that occur within a target host’s native CDSs optimises ex-

pression by “‘exploiting hidden’ (i.e. unexplored) gene expression information encoded

in the open reading frame (ORF), which may be related to yet unknown gene expres-

sion rules” [4]. In this context, a codon block is a group of one or more contiguous

codons that can be found in a reference set of CDSs. An example of how codon blocks

are shown in Figure 5.1.

Chimera map aims to compose a CDS from the fewest number of codon blocks (Figure

5.2A).

Additionally, Zur and colleagues proposed a metric, known as the chimera Average

Repetitive Substring (cARS), as a measure of how optimised an input CDS is for a

target organism, given a reference set of native CDSs from the target organism. For

each possible codon-wise position in the CDS, the longest codon block that appears in

the reference set that could encode the CDS starting from that position is identified.

The cARS score is then the arithmetic mean of lengths of the identified codon blocks.

A partial example of this is shown in Figure 5.2B.

5.1.2 Extending coding sequence optimisation for consortia
and communities

Traditionally, synthetic biology design strategies have focused on single organisms.

However, recent application of ICE technologies have shown that simultaneous engi-

neering of multiple species with one construct is possible [61]. Optimising CDSs for

applications such as these require a shift in how codon optimisation is approached,

and presents two main challenges.

The first challenge is optimising a CDS for expression in a range of individual or-

ganisms based on data obtained from metagenomic sequencing. In this scenario, it

is possible that the microbial community contains hitherto unstudied organisms that,

consequently, do not have experimentally derived codon- and tRNA- usage data avail-

able for use in CDS optimisation algorithms. Additionally, it is also possible that any

unstudied microorganisms are not closely related to other microorganisms that do have

codon and tRNA- usage data, which means that inferences cannot be made on the ba-

sis of taxonomy. Consequently, any method for CDS optimization will either have to
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Figure 5.2: Concepts of chimera map and the chimera average repetitive substring
score, adapted from Zur and co-workers [4]. In these figures, one block represents
one codon. (A) Chimera map attempts to compose a CDS from the fewest number
of codon blocks. A codon block is a group of one or more consecutive codons that
occurs in at least one CDS in a reference set of CDSs from the desired host organism.
The example shown in (A) shows a target CDS comprising three codon blocks, with
each block coming from a different CDS in the reference set (indicated by the blue
arrows). (B) The cARS calculation begins by identifying, for each codon position in
the input CDS (0, 1, 2,...), the longest codon block from a host CDS that matches
the input CDS from the specified position onwards. For example, in (B), the longest
codon block from a reference CDS that matches the target CDS starting at position
0 is a block of length 4, coming from the green CDS in the reference set. The cARS
score for an input CDS, given a reference set of CDSs, is the arithmetic mean of the
lengths of the longest codon blocks for each codon position in the input CDS.
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infer codon usage by identifying a set of highly-expressed CDSs from the metagenome,

or utilise other metrics (e.g., the cARS substring approach). The former approach may

not be reliable for use with metagenomic data, as it cannot be guaranteed that enough

highly-expressed CDSs can be assembled and detected to form a highly-expressed set.

Thus, the cARS provides an ideal framework for CDS optimisation, as the approach

was demonstrated to work without a highly-expressed subset of coding sequences [4].

Codon harmonization could be be a viable method in cases where organisms share

similar codon usage profiles – however, this may not be the case, depending on the

design specification. For example, if two organisms have different codon usage profiles,

it may be unclear how to select codons that are less frequently used. Thus, the cARS

metric may be generically applicable metric for multi-species CDS optimisation.

The second challenge is devising an algorithm to optimise a single CDS with the aim

of introducing the CDS into multiple organisms. At present, no research has investi-

gated how best to approach this problem. In contrast to single-organism optimisation,

designing a CDS for multiple organisms introduces a multi-objective optimisation prob-

lem. As the length of a target protein increases, exhaustively evaluating all possible

CDSs encoding the target protein becomes intractable due to combinatorial explosion.

Consequently, using a heuristic such as a genetic algorithm may present a trade-off

that finds a good (though likely non-optimal) solution in a reasonable runtime.

In this research an evolutionary algorithm (EA), named“chimera evolve”was developed

and parametrized for designing a single CDS against multiple host reference sets using

the cARS metric.

5.2 Materials and Methods

Chimera evolve was constructed as a heuristic approach to generating an optimal CDS.

Chimera evolve was implemented in Rust. As inputs, the EA takes a single target

protein sequence and CDSs from one or more target organisms that the algorithm

is optimising a CDS for. The target protein is a single, unambiguous amino acid

sequence, optionally with a stop codon, and a target organism is a specific organism

that the resulting CDS is intended to be expressed in. The target protein and target
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organism CDSs are required to be in separate FASTA formatted files, with the former

file containing a single target protein and one file each per target organism. Both

protein and DNA alphabets must be unambiguous.

Additionally, the EA requires five or six parameters (depending on the run mode) that

determine how the EA runs and how scoring is performed. These parameters are:

• C - The number of crossover events in each generation of the EA

• M - The number of mutation events in each generation of the EA

• G - The number of generations to perform in the EA

• S - The size of the population at which to end binary tournament selection

• Mode ∈ {weighted,minimum} - The scoring protocol for the candidate CDSs

• Weights - The weights used as part of scoring a candidate CDSs when the EA

is run in weighted mode

5.2.1 Preprocessing target organism inputs to chimera evolve

The CDS reference sets from target organisms are translated such that each codon is

replaced with a single corresponding ASCII character (alphanumeric characters plus

& and $), reducing the sizes of CDSs approximately 3-fold. Rather than simply con-

catenating all CDSs into a single, searchable string, each CDS from a target organism

is searched to find codon blocks of length one or greater that could be used to encode

part of the target protein. Next, a set of these codon blocks is identified such that no

codon block is contained within another codon block, removing redundancy. Finally,

the codon blocks are concatenated into a single string using a vertical line (|) delimiter

and used to generate a suffix array, facilitating rapid searching during the algorithm.

Thus, at the end of preprocessing, each target organism has a corresponding suffix

array.
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Figure 5.3: Procedure of the chimera evolve algorithm. The first generation gen-
erates random candidate CDSs, whereas subsequent generations use mutation and
crossover operators on CDSs in the population. C - the number of crossover events
per generation; M - the number of mutation events per generation; G - the number of
generations to run chimera evolve for; S - the size of the population at which to end
binary tournament selection.

5.2.2 Chimera evolve - overview of the algorithm

The workflow of the EA is shown in Figure 5.3. The first generation of the EA creates

M + C × 2 randomly generated candidate solutions. M + C × 2 was chosen as this is

the number of candidates that are generated during each subsequent generation of the

algorithm, and thus makes calculating the total number of candidates generated by a

run of the algorithm straightforward. These candidates are randomly generated by,

for each amino acid in the target protein, selecting a random codon (uniform random

selection) that could encode that amino acid. Once all of these candidates have been

generated, they are scored (described in section 5.2.4) and S candidates are selected

using binary tournament selection (described in section 5.2.5).

For the remaining (G − 1) generations of the EA, each generation begins with C

crossover events, each generating two new candidates, followed by M mutation events,

each generating one new candidate; both of these operators are described in detail

in section 5.2.3. As with the first generation, the new candidates are scored and S

candidates from the current population are selected using binary tournament selection.

After G generations, the highest-scoring candidate is then returned as the optimal CDS

found.
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5.2.3 Chimera evolve - operators in the algorithm

Two operators were used in the EA: mutation and crossover. The number of these

events that occur per generation are determined by M and C respectively.

In a crossover event, candidates in the candidate pool, A and B, are selected using

uniform random selection. For a CDS of length L codons, two random positions, i and

j in [0, L], are uniformly selected and two new candidates generated as follows:

A0:i +Bi:j + Aj:L

B0:i + Ai:j +Bj:L

In this notation, A0:i indicates the CDS sequence of candidate A from codon 0 to (but

not including) codon i. These two new members are then immediately added to the

candidate pool. Note that this means that candidates resulting from crossover events

can be selected for future crossover events in the same generation.

For mutation events, n ∈ [1, 5] random codons in the candidate CDS are selected

and an alternative codon generated for those positions. Since the purpose of mutation

events is to change codons, TGG (encoding tryptophan) and ATG (encoding methionine)

codons cannot be selected for mutation as no alternative codons are available for these

amino acids. Mutation events generate one new member, which is immediately added

to the candidate pool. Consequently, the new members from mutation events can be

selected for further mutations.

5.2.4 Chimera evolve - scoring candidate coding sequences

Chimera evolve has two different scoring procedures, reflecting two different potential

use cases.

The first procedure, weighted mode, reflects the expression of the designed synthetic

CDS in multiple target organisms in a microbial community. In this use-case, it was

anticipated that weights could be used to design constructs that are more optimised

for some organisms in the community. For example, weights could be based on features

such as organism abundance, where the most abundant organisms in a community are
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weighted higher during optimisation. Where a CDS was optimised for n organisms, the

score of the CDS is the weighted sum of the cARS scores obtained for each organism,

with the weights passed to the EA as a vector. For example, if a CDS was optimised

for organisms A, B, and C, with scores of 3.0, 3.5, and 2.9 and weights of 0.1, 0.1, and

0.8 respectively, then the score of that particular construct would be

3.0× 0.1 + 3.5× 0.1 + 2.9× 0.8 = 2.97

The second procedure, minimum mode, reflects the intended use of a CDS in multiple

organism where the individual behaviour is important (rather than the group behaviour

of the weighted example). Where a CDS was optimised for n organisms, the score the

CDS is the minimum of the cARS scores obtained for each organism. For example,

if a CDS was optimised for organisms A, B, and C, with scores 3.0, 3.5, and 2.9

respectively, then the score of the CDS would be 2.9. This prevents the algorithm

from over-optimising a CDS for one target organism at the expense of another.

5.2.5 Chimera evolve - selection of candidates to proceed to
the next generation

Selection was carried out using a binary tournament selection. While the size of the

candidate pool is greater than a given size, S, two members of the candidate pool are

selected randomly using a uniform random selection. The scores of the two solutions

are compared, and the lowest scoring of the two members is removed from the pool.

In the event that two members had an equivalent score, the first selected member is

removed.

5.2.6 Parameterisation and characterisation of chimera evolve

In order to parametrise the EA, a parameter scan was performed such that the total

number of solutions generated was fixed at 500,000. One hundred random SwissProt

records were selected, and CDSs optimised for both Escherichia coli MG1655 and

Bacillus subtilis 168 using each combination of (1) parameter set in table 5.1, (2)

generation start size in {100, 200}, and (3) algorithm mode (weighted, minimum).
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The accession numbers of these one hundred random records are listed in Appendix

C.2. Additionally, the results of the algorithm were compared to scores obtained from

500,000 randomly generated candidates. This was done by running the EA for one

generation with M = 500, 000 and C = 0. Thus, for a given mode and target protein,

there are 25 runs of chimera evolve in total, including the random run.

For each run mode, a Wilcoxon signed-rank test (scipy v1.4.1 library in Python 3.7.6)

was used to compare the scores of the 25 parameter settings to one another. Optimal

parameter sets were defined as those that never had a statistically significantly lower

population mean rank when compared with another parameter setting.
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No. of Mutations No. of Crossovers No. of Generations

0 250 1000

100 200 1000

200 150 1000

300 100 1000

400 50 1000

500 0 1000

0 500 500

200 400 500

400 300 500

600 200 500

800 100 500

1000 0 500

Table 5.1: Parameter values used to evaluate effects of changing parameters on
solutions generated. In addition, the number of members remaining after selection
was also varied across values of 100, and 200. This resulted in 24 sets of parameters
being tested in total

To evaluate the consistency and performance of the EA, the best performing parameter

sets identified were used to repeatedly optimise three proteins for both E. coli and B.

subtilis : green fluorescent protein (GFP) from Aequorea victoria (UniProt accession

P42212), luciferin 4-monooxygenase (luciferase) from Luciola mingrelica (UniProt ac-

cession Q26304), and CRISPR-associated endonuclease Cas9/Csn1 from Streptococcus

pyogenes serotype M1 (UniProt accession Q99ZW2). These proteins were selected

because they are commonly used proteins in synthetic biology designs. Each optimi-

sation was repeated 10 times, giving a distribution of construct scores that were then

compared to the optimal cARS scores obtained when optimising CDSs individually for

B. subtilis and E. coli using the chimera map algorithm. Optimised CDS designs for

individual organisms were obtained using Chimera UGEM, a software tool produced

by Diament and colleagues that implements the chimera map and cARS algorithms

[154].
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Mutations Crossovers Generations Generation start size
300 100 1,000 200
400 50 1,000 100

Table 5.2: The three optimal parameter sets for running chimera-evolve in weighted
mode, as determined using a Wilcoxon signed-rank test. These parameter sets are
similar to one another.

All experiments were carried out on a server running Ubuntu 18.04 (bionic) with an

Intel Xeon Processor E5-2670 (32 threads) and 126 GB RAM. Note that this is a larger

specification than required – a typical desktop is sufficient to run the EA. The EA

can leverage multiprocessing to speed up (1) the scoring of candidate CDSs and (2)

identification of codon blocks that could be used to encode part of a candidate during

the preprocessing step.

5.3 Results

5.3.1 Best-performing parameter sets and runtime in weighted
mode

In weighted mode, the optimal parameter set experiments took a total of 31h 22m

07s, with a median time per optimisation of 25s (IQR 13.7s - 42.6s). The optimal

parameter sets found from this experiment are shown in Table 5.2 and are comparable

to one another.

The runtime by protein for these parameter set are shown in Figure 5.4. In general,

it can be seen that the runtime increases linearly with the length of the target protein

sequence. Additionally, it can be seen that, generally, the parameter set with 400

mutations takes longer to optimise a CDS for a target protein than the parameter set

with 300 mutations. However, there are clear outliers where the runtime is longer than

would be expected for the target protein size. Outlying points are paired (i.e., one for

each parameter set at the same protein size), indicating that there are specific target

proteins that take longer to optimize. Furthermore, for these points, the parameter

set with 300 mutations takes longer to optimise than the parameter set with 400

mutations. Two examples of such target proteins are GltP from B. subtilis strain 168

(UniProt accession P39817) and PyrG from E. coli strain O7:K1 (UniProt accession
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Figure 5.4: Runtime of the EA in weighted mode with length of the protein sequence
in amino acids, stratified by parametrisation set. The numbers in the legend represent
# Mutations, # Crossovers, # Generations, and Generation start size respectively.
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B7NV70). Thus, in weighted mode, it may take longer to generate a CDS encoding a

target protein if it is highly similar to an existing protein in one of the target organisms.

The results for all of the investigated parameter sets is shown in Figure 5.5. In Figure

5.5A, it can be seen that randomly generating constructs almost always gave the poor-

est result. Additionally, parameter sets with either zero mutations or zero crossovers

performed worse than parameter sets with a combination of both. This validates the

use of an EA to approach this problem, as both of the key operators contribute to

getting superior scores. Finally, it can be seen that none of the results for a given pa-

rameter set are universally optimal, which suggests that either (1) multiple runs of the

EA on a given setting may be required to get the best result, or (2) different parameter

sets work better for different target proteins. The joint high-ranking results in the first

five columns may indicate simple proteins that are comparatively straight-forward to

find the best results for.

In Figure 5.5B, the raw scores demonstrate that the maximum possible score depends

on the target protein. Notably, only two proteins had scores ≥ 80 – P39817 and

B7NV70, which were both earlier identified as outliers with regard to time taken to

optimise.
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Label Mutations Crossovers Generations Generation start size
A 300 100 1,000 200
B 400 50 1,000 200
C 800 100 500 200

Table 5.3: The three optimal parameter sets for running chimera-evolve in minimum
mode, as determined using a Wilcoxon signed-rank test. Notably, the first row in
this table is the same as the first row in Table 5.2, indicating a possible default option
for the EA.

5.3.2 Best-performing parameter sets and runtime in min-
imum mode

In minimum mode, the optimal parameter set experiments took a total of 28h 41m

37s, with a median time per optimisation of 22.8s (IQR 13.1s - 39.2s). The optimal

parameter sets found in this experiment are shown in Table 5.3. Of note, the 300

mutation parameter set is identical to the 300 mutation parameter set identified in

the weighted mode experiments; thus, this parameter set may be an ideal default for

chimera evolve.

The runtime by protein for these parameter set are shown in Figure 5.6, which shows

a clear linear relationship between sequence length and optimisation time. Unlike the

equivalent figure for running in weighted mode, there are no obvious outliers. Two of

the parameter sets, labelled B and C in Table 5.3, have a similar runtime, with the

parameter set labelled as A running slightly quicker.

Figure 5.7 shows all results for all investigated parameter sets in minimum mode. As

with Figure 5.5A, Figure 5.7A shows that (1) randomly generating candidate CDSs

and (2) parameter sets with either zero mutation operators or zero crossover operators

both perform less well than parameter sets combining both mutation and crossover

operators. This, again, validates the use of an EA in this version of a CDS optimisation

problem.
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Figure 5.6: Change in runtime of the EA in minimum mode with length of the
protein sequence (in amino acids), stratified by parametrisation set. The numbers
in the legend represent # Mutations, # Crossovers, # Generations, and Generation
start size respectively.
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5.3.3 Consistency of the best-performing parameter sets

Figure 5.8 shows the results from repeatedly optimising GFP (P42212), Luciferin 4-

monooxygenase (Q26304), and Cas9 (Q99ZW2) for B. subtilis and E. coli using the

best-performing parameter sets in the previous two sections. Firstly, this figure demon-

strates that, in all cases, the possible scores vary from run-to-run – hence, indicating

that multiple runs of the EA could be required to get better scoring CDSs. Alterna-

tively, updating the EA to use multiple restarts may have a similar result. However,

for a given mode and target protein, all parameter sets investigated here perform sim-

ilarly in terms of absolute score, indicating the tendency of the EA to construct CDSs

from similarly sized substrings from run-to-run.

Another interesting observation is that, in weighted mode, the EA was able to generate

optimised CDSs for P42212 with scores greater than the average of the cARS scores

of CDSs designed for each organism individually using Chimera UGEM. Similarly,

in minimum mode, the lowest maximum cARS of a CDS designed for an individual

target organism forms a theoretical ceiling. However, in the case of optimising GFP,

this theoretical maximum is exceeded (the red dashed line, indicating the cARS of

a construct designed by Chimera UGEM for B. subtilis). This result indicates that

chimera map does not necessarily find the optimal CDS, in terms of cARS scores,

and raises the question of whether a novel single-species codon optimisation algorithm

could be developed to design CDSs with the optimal cARS score.
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5.4 Discussion

This study, as far as the author is aware, is the first study addressing strategies for de-

signing a single CDS for multiple organisms simultaneously. A review of different CDS

optimality metrics was presented, and the cARS metric was selected for investigation

with a heuristic. An EA, named chimera evolve, was developed that used the cARS

metric as part of fitness functions to evaluate candidate CDSs, with two different fit-

ness functions reflecting two different anticipated use-cases. This study demonstrated,

theoretically, that an EA is a viable approach to designing coding sequences with

optimised expression in multi-organism systems, statistically significantly outperform-

ing random CDS design. Additionally, when CDSs designed by chimera evolve were

compared to CDSs designed for target organisms individually using chimera map, the

EA-designed CDSs had comparable (and, in some cases, superior) scores.

In this section, the approach and results will be discussed to identify the strengths

and limitations of this study, put the work in the context of other studies, and identify

opportunities for future work.

5.4.1 Chimera evolve runtime

It can be seen in Figures 5.4 and 5.6 that the algorithm scales approximately linearly

with the size of the target protein. While there are no apparent outliers for minimum

mode, there are several examples in the weighted mode (e.g., P39817 and B7NV70,

which are a proton/glutamate-aspartate symporter from Bacillus subtilis strain 168

and a CTP synthase from Escherichia coli strain O7:K1, respectively). Additionally,

CDSs designed for both P39817 and B7NV70 had CDSs designed with much greater

fitness scores than other proteins (Figure 5.5B). Consequently, in these cases, it is

possible that one of the target organisms has a close homologue to the target pro-

tein, increasing the maximum potential cARS score of a design for that organism. In

weighted mode, if tending towards a solution that is more optimal for one organism

leads to an increase in cARS that offsets a decrease for other target organisms, then

the EA will tend towards this solution. Although not investigated in this study, it

may be that the cARS scoring calculation takes longer if the candidate CDS is highly
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similar to a CDS from a target organism. If this turns out to be correct, then an

additional screening step could be added before the algorithm to quickly identify and

flag these cases to a user.

5.4.2 Comparing results from chimera map and chimera
evolve

The minimum mode deliberately prevents a designed CDS from being overly optimised

for one organism at the expense of another. This feature can be seen in Figure 5.8,

where the maximum achieved results of chimera evolve is typically less than or equal

to the lowest cARS score of the CDSs designed for the target organism individually.

Logically, if chimera map designs the optimal CDS in terms of cARS, then the lowest

CDS score for one of the target organisms forms a ceiling for minimum mode in chimera

evolve. However, as noted previously in Section 5.3.3, this threshold was exceeded in

the case of P42212 (GFP). The cARS score of EA-designed CDSs was independently

and manually verified using Chimera UGEM; thus, it appears that there is room for

improvement in chimera map. The chimera map algorithm aims to optimise the cARS

score of a designed CDS by constructing it from the fewest number of large codon

blocks, as this minimises the number of “border” regions between codon blocks. Given

this study suggests there is room for improvement in chimera map, it is possible there

is scope for improving on the cARS score by specifically optimising the overlap between

blocks.

One of the key results from the comparison of chimera map and chimera evolve was

demonstrating that CDSs designed by chimera evolve and CDSs designed by chimera

map have similar cARS scores – indicating that the CDSs are composed from sub-

strings of a similar size, on average. This means that, not only was the EA capable

of addressing the multi-objective optimisation problem, but also that these particular

problems could be solved without incurring a large penalty to the average substring

size. This result is encouraging, but should not be overly generalised – this study only

considered Bacillus subtilis strain 168 and Escherichia coli strain K12 as target or-

ganisms, and pairing different target organisms may not be solvable by chimera evolve

without reducing the substring size.
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5.4.3 Improving on chimera evolve

While this research demonstrated that chimera evolve is a viable approach, there are

aspects of the EA that were not investigated. Firstly, all of the randomization in

the EA is random uniform selection. However, using other random distributions for

operators may yield superior results by changing the distribution of operations. For

example, in a mutation operation, fewer mutation points may allow fine-tuning of

a CDS design, whereas more mutations may allow more radical changes and, thus,

wider exploration of the fitness landscape. Consequently, it is reasonable to suggest

that different random distributions could change the exploration of a fitness landscape

– and, therefore, the resultant CDS.

Additionally, Figure 5.8 shows that, while results are relatively consistent, results

vary run-to-run. One explanation is that the EA has found local optima and cannot

escape. A common strategy for dealing with this is restarting the EA according to a

defined policy (e.g., no change in best fitness for a specified number of generations)

[155]. Employing a restart strategy in chimera evolve, for example restarting the EA

if no improvement in fitness is seen for a specified number of generations, could both

increase scores and narrow the distribution of scores obtained.

Finally, some of the algorithm design choices were arbitrarily chosen and not systemat-

ically explored during this chapter. In some cases, these design choices were parameter

values – for example, the number of mutation points during a mutation operation was

selected by uniform random sampling in [1, 5] (i.e., 1 and 5 were fixed constants). In

other cases, these design choices refer to a particular methods employed – for example,

selection of candidate solutions to proceed to the next generation was binary tourna-

ment selection wherein the candidate with the highest fitness was selected. In this

case, it is plausible that (1) using tournament selection with a different value of k, (2)

using fitness-proportionate selection to resolve the tournament, or (3) using a different

selection scheme entirely would affect algorithm performance. The reason these design

choices were not explored was practical, as the combinatorial explosion of exploring

all possibilities becomes quickly intractable. Given this research demonstrated that

an EA heuristic can be successfully applied to this problem, future research could
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use the parametrizations identified here as a baseline to expand on the unexplored

parametrization and EA architectures.

5.4.4 Future work

In addition to the future work identified in previous sections, there are three additional

potential direction for future work. First, this work investigated the design of one

CDS for two target organisms. Investigating how the scores of constructs change as

the number and variety of target organisms increases would enable models to be built,

allowing predictions of where a chimera evolve approach is appropriate. This would be

particularly important for the case of designing N CDSs for M > N target organisms,

because decisions then need to be made about which organisms should be grouped

together for CDS optimisation.

Secondly, in weighted mode, the anticipated use-case is designing a CDS to be ex-

pressed into a community of microorganisms. In this chapter, equal weights for two

organisms was used – however, in vivo experiments are required to investigate how to

translate the abundance of microorganisms in the community into weights for the EA

in order to optimise population-wide expression characteristics.

Thirdly, in the time this research was ongoing, Diament and colleagues published a

novel variant of chimera map, called position-specific chimera map, that considers

where a codon block comes from in the native host CDS [154]. Similarly, a position-

specific variant of the cARS metric, PScARS, was also developed, considering the

position of codon blocks in the native host CDS. The rationale of position-specific

chimera map is that there are position-specific signals in the bases of a CDS that

affect how the deoxyribonucleic acid (DNA) (and encoded messenger ribonucleic acid

(mRNA)) interact with host machinery. A position-specific approach increases the

likelihood that these signals are maintained in the designed CDS, and Diament and

co-workers demonstrated improved expression over chimera map for gene expression

when used with a highly-expressed reference gene set. A future version of chimera

evolve could incorporate PScARS; however, exploring whether PScARS is superior to

cARS without a highly-expressed reference set should be determined, as this was one

of the justifications for using chimera map in the first instance.
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Finally, all of the work presented in this chapter is theoretical. Thus, there is a need to

evaluate the expression of CDSs designed by chimera evolve in vivo. For example, one

experiment could be to design CDSs for expression in B. subtilis and E. coli using the

weighted mode, incrementally modifying the weights to generate a spectrum of CDSs

that theoretically cover different relative optimisations. Expressing these in synthetic

constructs and measuring expression could help indicate how the weightings correspond

to relative optimisation. A further experiment of value would be to generate a CDS

optimised for several organisms in minimum mode, and compare the in vivo expression

of the gene product relative to CDSs optimised for each organism individually. This

experiment would help evaluate how well chimera evolve is able design CDSs that

express well amongst all target organisms, and quantify any trade-off.

5.5 Conclusions

In this chapter, we presented an evolutionary algorithm, chimera evolve, that was

capable of designing a single CDSs for multiple organisms. Using E. coli and B.

subtilis, the EA was parametrized and demonstrated to be similarly performant to

chimera map, a single-cell CDS design algorithm based on the same underlying metric.

Thus, this study is proof-of-principle that combining an EA with the cARS metric is

a viable approach to addressing multi-organism CDS optimisation – and, crucially,

that the operators used in an EA contributed towards this success. These results are

encouraging, and show that chimera evolve is a valuable first contribution to addressing

this new problem in synthetic biology.

However, further investigation of the parametrisation and the algorithm protocol may

yield improvements to the performance, in terms of accuracy and consistency. Fur-

thermore, additional work is required to make generalizations about the EA, as the

use-cases presented here were limited in scope (regarding target organisms and target

proteins). Finally, an incidental finding was that there may be scope to improve on

chimera map, which would help place the results of this study into their true context.
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6.1 Introduction

In Chapter 5, an evolutionary algorithm (EA) that used the chimera Average Repet-

itive Substring (cARS) metric to design a single coding sequence (CDS) for multiple

species simultaneously was presented. Introduced in Section 5.1.1, the cARS is a mea-

sure of the tendency of a CDS to contain “codon blocks” that occur in a reference set.

A codon block, illustrated again in Figure 6.1, is a group of consecutive codons that

can be found in a host CDS.

Unexpectedly, the EA was able to design coding sequences with cARS scores superior

to the cARS scores of CDSs designed for target organisms individually. This result led

to two possible conclusions. The first conclusion is that the chimera map algorithm

presented by Zur and colleagues does not result in the optimal cARS score, meaning

that there may be opportunity to improve on Zur and colleagues’ algorithm. The

second, alternative conclusion is that there may be discrepancy between what the

cARS metric measures and what Zur and colleagues’ chimera map algorithm optimises

for. The rationale behind the work presented in this chapter was that investigating

these conclusions could lead to superior CDS optimisations, a more refined metric

for assessing CDS optimality, and improved interpretability of the cARS scores. In

this section, the chimera map algorithm will be reviewed in more detail and possible

alternative approaches for optimising CDSs using the cARS metric will be discussed.

6.1.1 Chimera map

The chimera map objective function aims to

“ [cover] the coding sequence of the target [protein] with a minimal

number of most frequent codon blocks that appear in the host genome [4].

”Zur and colleagues argue that the regions between the codon blocks used to construct

a CDS are the only regions not likely to contain large strings that can be found in a

host CDS. The concept of a boundary is illustrated in Figure 6.1. Consequently, by

minimising the number of codon blocks used to compose the target CDS, the number
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Figure 6.1: Concept of a boundary in designed CDSs. (A) An example CDS from a
host organism encoding the short peptide M - S - T - stop. Each coloured section
represents a codon in the CDS. (B) All possible codon blocks that could be obtained
from the CDS in A. A codon block is a group of consecutive codons that are found in
a host CDS. Codon blocks can range in size from [1, L] where L is the length of the
CDS in codons (in this case, 4). The order of the codons in codon blocks must be the
same as in the source CDS. (C) Example of how two of the codon blocks in example
B could be used to encode a new CDS, M - S - M - S - T - stop. The dashed line
indicates the boundary between the first codon block, of length two, and the second
codon block, of length four. The numbers above each codon indicates its position
in the CDS. (D) The longest codon blocks from B that can be used to encode the
CDS from each codon-wise position, indicated on the left. Note that, in this example,
there are no codon blocks that cross the boundary indicated in C. Zur and colleagues
argue that, because it is less likely that long strings will exist in the host CDS that
cross the boundary between CDS blocks, minimising the number of blocks (and, hence,
boundary regions) will increase cARS scores. Potentially, if the codon block TCTATG

was in a host CDS, then there would be a codon block that crosses the boundary
region.

of these boundary regions is minimised, leading to higher cARS scores (and protein

expression).

The chimera map algorithm is a dynamic programming algorithm that incrementally

builds a CDS solution. To start, the algorithm generates a CDS encoding the first

amino acid of the target protein, P . For each subsequent step, i, the algorithm assumes

that the solution for step i− 1 is optimal and attempts to either extend the previous

“codon block”. If extending the previous codon block is not possible then the algorithm

begins a new block. The authors demonstrate that chimera map leads to optimal

solutions with regard to the number of blocks used to compose a CDS.
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Therefore, it follows that the cARS metric is measuring more than the number of blocks

that are present in a CDS solution – otherwise Zur and colleagues’ CDS designs could

not be improved upon. Given the cARS measure was demonstrated to correlate well

with expression, increasing our understanding the cARS metric could lead to either (1)

superior constructs being designed for single-species organisms, or (2) a more refined

metric that better correlates with gene expression. In particular, although the authors

identified that the boundary regions between the blocks are the only regions that may

not appear in a reference set of host CDSs, it is possible that these regions can actually

contribute to the cARS score in a meaningful way. We hypothesise that consideration

of the overlap between blocks is necessary to maximise the cARS score.

Incorporating factors such as overlapping codon blocks in CDS design requires refram-

ing the problem. This is because following a single optimal construct is no longer

viable; in the context of the chimera map algorithm, early termination of codon block

extension changes the design possibilities for downstream codon blocks. However,

evaluating all possible codon block compositions of a CDS quickly results in a combi-

natorial explosion and is computationally intractable. An alternative, efficient model

of design possibilities is a network, with nodes representing codon blocks, and directed

edges representing adjacent (or overlapping) codon blocks.

6.1.2 Reframing codon optimisation as a directed acyclic
graph path optimisation problem

A directed acyclic graph is a directed graph, G = (V,E), that contains no cycles.

directed acyclic graphs (DAGs) are a commonly used structure in computer science

and, consequently, a range of well-described algorithms have been developed for solving

problems in DAGs. Thus, if the CDS optimisation problem could be reframed as a

DAG, the optimisation problem could be quickly and efficiently solved using these

algorithms.

Potentially, the CDS optimisation problem could be framed as a graph such that:

• Nodes v ∈ V represent both (1) a codon position in the target CDS and (2) a

codon block that could be used to encode part of the target CDS starting at the

- 162 -



Chapter 6: Development of a novel algorithm for single-species coding sequence
design

specified position.

• Directed edges e = (i, j) ∈ E exist if j is a block that follows i – that is, j is a

block that encodes part of the CDS immediately following i, or j is a block that

overlaps with i and continues beyond the end of i.

If the directed edges are additionally given weights representing the change in a score as

a consequence of incorporating the new node as part of a solution, then a longest path

problem could be solved on the graph in linear time (O(n)) [156], with the longest path

representing the optimal CDS. Thus, provided G contains all possible codon block /

position combinations and links between them, then finding the highest-scoring CDS

should be solvable in linear time.

6.1.3 Aims and objectives

This research had two aims. The first aim was to mathematically analyse the cARS

measure to better understand the factors that contribute to higher cARS scores. This

aim was carried out so the cARS scores obtained from optimisations can be better

understood and put in context. Additionally, addressing this aim enabled the effect of

overlaps to be better quantified.

The second aim was to develop a DAG-based approach to CDS optimisation and

quantify how the cARS scores vary compared to the scores achieved by chimera map.

The developed DAG-based approach is referred to as chimera path.

6.2 Methods

6.2.1 Mathematics of the chimera ARS score

Use-cases were considered in which a protein sequence of L codons was built from

blocks of size Bs and overlap O. An example of a use-case is shown in Figure 6.2, in

which a coding sequence of length six (codon-wise) is comprised from codon blocks of

length two, where each codon block overlaps with the following codon block by one

codon. This scenario, thus, has L = 6, Bs = 2, and O = 1. Using these use-cases,
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Bs = 2
L = 6
O = 1

Figure 6.2: Example of constructing a CDS of six codons from homogenous blocks
of Bs = 2 and O = 1.

the relations between these variables and the cARS score was determined, and used

to inform the approach for chimera path.

6.2.2 Chimera path

The chimera path algorithm was implemented in Python v3.7.2, with the cARS scoring

component written in C. The C extension was then exposed to python using Cython

v0.29.5. Graph representation and methods were implemented using the networkx

module v2.2, and parsing of input sequences was carried out using biopython v1.73.

The chimera path algorithm requires the following two inputs:

1. A FASTA file containing a single protein sequence that the resultant CDS should

encode.

2. A FASTA file containing either (1) CDSs from the target host organism or (2)

genomic deoxyribonucleic acid (DNA) from the target host organism.

If input two was a FASTA file of genomic DNA, then CDS calling was performed using

prodigal v2.6.3 in single-species, closed-end mode.

Preprocessing

First, the reference set of CDSs are processed. Each CDS is translated into a custom

alphabet in which each codon is given a single ASCII character (comprising ASCII

letters, ASCII digits, $, and &). A complete mapping is given in the appendix C.3.

This translation step was carried out to compress the CDSs approximately 3-fold,

facilitating faster searching. After translation, the strings were joined into a single

string using a whitespace (ASCII 32) as a separator.
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Figure 6.3: Simple example of constructing a network of codon blocks encoding
M - A - S - stop using chimera path. (A) All codon blocks$ from a hypothetical
organism that could be used to encode part of the M - A - S - stop protein. (B)
Edges added between nodes that are immediately adjacent or overlap with weights
showing changes in cARS numerator. The weights of edges are calculated using
equations 6.1 and 6.2. (C) Addition of the Start and End nodes. The Start node is
connected to nodes representing codon blocks that encode the very start of the CDS.
Similarly, the End node is connected to nodes representing codon blocks that encode
the very end of the CDS. After the addition of Start and End, the highest-possible
cARS score is analogous to finding longest (highest weighted) path from Start to
End. After the longest path, the optimal CDS can determined from the nodes on
that path.

$The translation of the codon blocks are as follows 0:ATG → M, 0:ATGGCT →
MA, 1:GCT → A, 1:GCGTCT → AS, 2:TCT → S, 2:TCTTGA → S - stop, 3:TAA → stop,
3:TGA → stop.
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Optimisation workflow

First, a networkx directed graph, G, is instantiated. For each possible starting index,

i, in the target protein sequence to be encoded, A, all unique substrings from the

reference CDSs that could encode a continuous block of amino acids starting at A[i] are

extracted. These are stored as nodes in G, with the codon block and i recorded. Figure

6.3A demonstrates a small example of possible coding blocks from a hypothetical

organism encoding the protein “M - A - S - stop”.

Next, edges are added between two nodes, X and Y if one of two conditions are met.

The first condition is if codon block Y immediately follows codon block X (with no

overlap). In figure 6.3B, the connection between nodes “0:ATG” and “1:GCT” is an

example of this, and represents the situation where a possible CDS is being composed

of adjacent, non-overlapping codon blocks. The weight of the edge represents the

increase in the cARS score numerator if we considered Y to be the block following X,

and can be calculated as

CY∑
i=0

i (6.1)

where CY is the number of codons in block Y .

The second condition is if codon block Y overlaps non-trivially with codon block X,

meaning that Y has both a greater start position and a greater end position than X

(i.e., Y starts after X and continues beyond the end of X). In figure 6.3B, the edge

between “1:TCTACG” and “2:ACGTGA” is an example of a non-trivial overlap, and

represents composition from two partly overlapping CDS blocks. The weight of the

edge is calculated as

CY∑
i=0

i−
CO∑
j=0

j (6.2)

Where CY represents the number of codons in block Y , and CO represents the number

of codons overlap between blocks X and Y . In the example given above, CY = 2 and

CO = 1; hence, the score of the edge = 3− 1 = 2.
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Once all edge weights have been determined, two addition nodes are added – Start and

End, to represent the start of the CDS and the end of the CDS respectively. Edges are

added from Start to all nodes that have a start index of zero, with weights calculated

using equation 6.1. Edges are added from all nodes that conclude possible CDSs to

End, and have a weight of zero.

The optimal CDS, by measure of highest cARS score, then corresponds to the longest

path from Start → End, which can be calculated on a DAG in linear time. This

was carried out using the networkx.algorithms.dag.dag_longest_path function.

Note that G, rather than representing different possible CDS solutions, represents the

different ways that we could conceptualise its construction. In 6.3B, the sequence

ATGTCTACGTGA can be achieved in two ways. The first is as comprising codon

blocks of size one (0:ATG), size two (1:TCTACG), and size two overlapping with the

previous block (2:ACGTGA). Alternatively, it could be conceptualised as a block of

size one (0:ATG), two (1:TCTACG) and one (3:TGA) with no overlaps. These two

paths, although the have the same CDS solution, have different scores as a result of

the different conceptualisation.

6.2.3 Runtime optimisations

It was anticipated that the DAGs generated using this workflow could become large.

Thus, two runtime optimisation steps are added to improve speed and prevent unnec-

essary calculations.

First, for any given node, N , the longest path that includes N is equal to the longest

path Start→ N and the longest path N → End. This feature arises because outgoing

edges from a given node depends only on that node. Further, given the rules for

connections outlines in the previous section, a node can only have incoming edges

from nodes with a lower start index. Thus, if nodes are evaluated for outgoing edges

in index order, incoming connections to a node N that do not form part of the longest

path Start→ N can be pruned.

Second, in order to prevent continuous longest-path calculations, the weight of the

longest path can be dynamically calculated. Each node is given an attribute rep-

resenting the weight of the longest path to that node, with Start having a weight
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Figure 6.4: Examples of a coding sequence of length six (codon-wise) with different
codon block compositions. From top-to-bottom: (1) A block representation of the
whole sequence. (2) Overlapping codon blocks of the same size and overlap that
encode the CDS in (1). (3) Contribution of each index to the cARS score numerator,
given the composition in (2). (4) A description of the composition in terms of the
length of the coding sequence, L, the size of the codon blocks used to construct the
CDS, Bs, and the overlap between blocks, O. The cARS score is at the end.

of 0. Rather than calculating the longest path from Start to each node, the length

of the longest path to a given node can be determined as the weight attribute of a

neighbouring incoming node, plus the weight of the incoming edge from that node.

6.2.4 Comparison of chimera path to chimera map

In order to benchmark the chimera path algorithm, cARS scores generated by chimera

path were compared to those generated by chimera map. Two hundred random, re-

viewed proteins were obtained from UniProt using the UniProt API. Each protein was

then optimised for Bacillus subtilis strain 168 using the chimera path algorithm and

the chimera map algorithm. The chimera map optimized results were obtained using

the ChimeraUGEM tool [154] in non-position-specific mode. For consistency, the non-

position-specific cARS scores for all results were also calculated using ChimeraUGEM.
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6.3 Results

6.3.1 Mathematics of the chimera ARS score

Figure 6.4 demonstrates four example cases. From these four use-cases, it was identified

that a numerator for the ARS score can be seen as comprising two parts: a repeating

part, highlighted in green, and a repeating part, highlighted in red. Note that the

length of the repeating part can vary – in 6.4A, 6.4B, and 6.4C, the repeating part is

a single value (2, 3, and 4 respectively). However, in example 6.4D, the repeating part

has two values (4, 3). The number of repeats was observed to be equal to the number

of blocks, BN . Thus, it is useful to consider how BN can be expressed in terms of the

other variables: block size (BS), overlap (O), and overall length (L).

First, length can be expressed as the product of block size and block number minus

the overlap sections.

L = BN ×BS − (BN − 1)×O (6.3)

Through expansion and rearrangement, the following can be derived:

L = BN ×BS −BN ×O +O (6.4)

L−O = BN ×BS −BN ×O (6.5)

Finally, by factoring and rearrangement, we can derive the following:

L−O = BN(BS −O) (6.6)

BN =
L−O
BS −O

(6.7)

Repeating part

The contribution of the repeating part to the cARS numerator is the product of the

number of repeats and the value of each repeat. From figure 6.4, it can be seen that

the number of repeats is equal to the number of blocks, BN . The value of the repeating

block depends on the block size and the overlap as follows:
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BS∑
i=O+1

i (6.8)

Thus, the contribution of the repeating part to the cARS numerator is:

Partrepeat =
L−O
BS −O

×
BS∑

i=O+1

i (6.9)

Final part

The final part simply depends on the overlap, and is calculated as follows:

Partfinal =
O∑
i=0

i (6.10)

Combined equation

Combining the repeating part and the final part, the cARS score can be determined

as:

cARS =
Partfinal + Partrepeat

L
(6.11)

Which can be substituted to give

cARS =

L−O
BS −O

×
BS∑

i=O+1

i+
O∑
i=0

i

L
(6.12)

6.3.2 Derivation of chimera ARS score properties

Having the mathematical formulae above allows consideration of several situations

that allow the cARS score to be put into context.

Construct composition from a single block of size L

First, we consider the scenario in which a sequence comprises a single block (L = BS,

O = 0). In this instance, Partfinal, and Partrepeating can be expressed as
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Partfinal =
0∑

i=0

= 0 (6.13)

Partrepeating =
L−O
L−O

×
L∑
i=1

=
L∑
i=1

=
L(L+ 1)

2
(6.14)

Thus, the cARS is

cARS =
L(L+ 1)

2
× 1

L
=
L+ 1

2
(6.15)

Therefore, it can be seen that by incrementing L by one increases the maximum

possible cARS score by 0.5. This suggests that the cARS should not be used to

comment on how optimal two sequences of different length are without factoring in

the length.

Composition from blocks of size 1

In this scenario, a sequence comprises L blocks of BS = 1 and O = 0. Given that

O = 0, Partfinal will also equal zero (equation 6.13). Substitution of these values into

the repeating part equation (equation 6.9) gives

Partrepeating =
L− 0

1− 0
×

1∑
i=0

i =
L

1
× 1 = L (6.16)

Thus, the cARS score in this instance is

cARS =
L

L
= 1.0 (6.17)

Thus, for any given sequence, the cARS score must be in the interval [1.0, 0.5(1 +L)].

Generic case of O = 0

As discussed in the previous sections, O = 0 leads to a Partfinal score of 0. Substituting

O = 0 results in the following Partrepeating score
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Figure 6.5: Example of progressive composition of constructs from BS = 3, O = 1.
It can be seen that the numerator of the cARS score increases by five each iteration,
and the denominator increases by two.

Partrepeating =
L

BS

×
BS∑
i=1

i =
L

BS

× BS(BS + 1)

2
=
L(BS + 1)

2
(6.18)

Thus, the cARS score is

cARS =
L(BS + 1)

2
× 1

L
=
BS + 1

2
(6.19)

This demonstrates that, for homogenous block composition and no overlap, the cARS

depends only on BS. Thus, for a given cARS score, we can comment on what the

average block size would be given that score as follow

BS = (2× cARS)− 1 (6.20)

For example, a cARS score of 3.0 would be the equivalent of constructing a sequence

of blocks of size five without overlap, and increasing the cARS by 0.5 increases the

non-overlapping block size by 1.0.

Scores for fixed BS and O as L tends towards infinity

As the length of a construct L, tends towards infinity, then additive components of

the cARS score become comparatively small. Consider the equation for the cARS

score (equation 6.12); as L → ∞ then (L − O) → ∞ (i.e., the contribution of O is
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Figure 6.6: Variation in the cARS score for constructs with homogeneous composi-
tion as L tends towards infinity. There is a clear pattern, whereby increasing BS by
one or increasing O by one increases the cARS score by 0.5.

negligible). Similarly, the Partfinal component also becomes comparatively negligible

as it does not scale with L. Thus, as L→∞, the cARS score formula can be rewritten

as:

cARS =
L

BS −O
×

BS∑
i=O+1

i× 1

L
(6.21)

This equation can be further simplified by cancelling L, resulting in:

cARS =
1

BS −O
×

BS∑
i=O+1

i (6.22)

In this equation, it can be seen that, as L→∞, the cARS tends towards the sum of

the repeating part divided by BS − O, which is the length of the repeating part. An

example of this can be illustrated in figure 6.5, in which the numerator increases by

five each iteration (3 + 2, the repeating part) and the denominator increases by two

each iteration (the length of the repeating part). Continuing the example shown in

figure 6.5, the cARS score would be expected to approach 5
2

= 2.5. Figure 6.6 shows

how the cARS scores vary with BS and O for BS ∈ [1, 9] and O ∈ [0, 8].
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Figure 6.7: Variation in the cARS score with overlap and block size for a block
of L = 10 constructed from blocks of homogenous size and overlap. Whitespace
indicates combinations of BS and O that do not give an integer BN for L = 10. Note
that increasing the average block size at the expense of improving overlap does not
necessarily yield a better cARS score.
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Enumerating possible compositions for L = 10

In this instance, L was fixed, and then O and BS varied in the range [1, 10] to determine

the cARS. The results are shown in figure 6.7. This empirically demonstrates that

increasing the average block size at the expense of overlap does not always yield a

better cARS score. For example, L = 10, BS = 4, O = 2 yields a cARS score of 3.1,

whereas L = 10, BS = 5, O = 0 yields a cARS score of 3.0. Using equation 6.22, longer

constructs with composition BS = 4, O = 2 would be expected to approach a cARS

score of 3.5, whereas composition BS = 5, O = 0 approaches 3.0. However, compared

to the values expected as L→∞, as shown in figure 6.6, there are discrepancies in the

cARS scores associated with O > 0 (including the relative relationship between cARS

scores). For example, for large L, it would be better to build a CDS from blocks of

BS = 9 and O = 8 than it would from blocks of BS = 10 and O = 1. However, the

reverse is true for L = 10. Thus, it is difficult to formulate generic rules about ideal

composition without taking into account L.

6.3.3 Chimera path

Comparison of chimera path and chimera map

A list of the 200 randomly selected UniProt records is given in Appendix C.1. The

distribution of cARS scores obtained are shown in figure 6.8. The median value of

cARS scores obtained by chimera path was 3.94 (Q3 = 4.04, Q1 = 3.87), and 3.62 for

chimera map (Q3 = 3.69, Q1 = 3.54). The difference between these distributions was

significant as measured with a Wilcoxon signed-rank test (test statistic = 0, p-value

< 0.001.

Figure 6.9 shows the corresponding cARS scores obtained by chimera path and chimera

map for each protein. It can be seen that all proteins selected had a greater cARS

score when optimised using chimera path as all points are above the line x = y. In like-

for-like comparisons, a median percentage change of +9.00% was seen with chimera

path (maximum +16.37%, minimum +4.35%). For absolute changes in cARS score,

the median change was +0.32 (Q3 = 0.36, Q1 = 0.29), with a maximum change of

+0.93 and a minimum change of +0.13.
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Figure 6.8: Histogram showing the distribution of cARS scores for chimera map (or-
ange) and chimera path (blue). It can be seen that the shape of the two distributions
is similar, but chimera path tends to result in higher scores.
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Figure 6.9: Scatter plot showing the per-protein cARS scores for CDSs optimised
with chimera map and chimera path. All points are above the x = y line, indicating
that chimera path was able to improve on CDS designs from chimera map.
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Figure 6.10: Scatter plot showing per-protein optimisation time against protein
length (in amino acids) for chimera path. As the protein length increases, the time
taken to optimise increases non-linearly.
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Figure 6.10 is shows the distribution in chimera path execution time with the length

of the AA sequence encoded by the CDS being designed. As the length of the AA

being optimised increases, so too does the execution time. From this figure, it appears

that the increase in execution time is is non-linearly related to the protein size. The

longest sequence also took the greatest time to optimise, at 2092s (34m 52s). The

median execution time was 127s (Q3 = 258s, Q1 = 52s). Benchmarking was carried

out on a 2015 MacBook Pro (8 GB 1867 MHz DDR3 RAM and a 2.7 GHz Dual-Core

Intel i5).

6.4 Discussion

In this section, the implications of mathematical analysis and the strengths and limi-

tations of the chimera path algorithm will be discussed.

6.4.1 Insights from the mathematical analysis of the chimera
ARS metric

By building a simple mathematical model considering CDS construction from blocks of

equal size and overlap, we have demonstrated how the cARS score relates to parameters

such as block size, overlap, and sequence length. From the mathematical models, it was

identified that any approach to designing a solution by optimising the current cARS

metric requires consideration of both the block size and the overlap between blocks

as part of the CDS design space. This is different from the chimera map approach,

in which the authors rationalise that construction of a CDS from the fewest number

blocks would yield solutions with high cARS scores by minimizing the number of

regions in the CDS where it would be unlikely to see substrings in the host genomes.

Due to the cARS being a complex measure, it would be interesting to explore whether

alternative measures that place different emphasis on overlaps and block sizes give

superior correlation to expression.

Another advantage of the simple mathematical model is that it provides some context

for interpreting a given cARS score. For example, for a large CDS, in terms of number

of codons, then a cARS score of 3.0 would be the same score expected if the CDS was

homogeneously composed of:
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• BS = 5 & O = 0,

• BS = 4 & O = 1,

• or BS = 3 & O = 2

Whether these three compositions patterns would actually lead to equivalent protein

expression is a relevant question for future research; if not, a refined cARS metric could

correlate better with gene expression. Additionally, one finding of this research is that

the cARS score suggests that the ideal compositions (and the relative weighting of

possible compositions) differs with the length of the CDS. While different scores and

rules for smaller CDSs and larger CDSs may be desirable in CDS design, it was not

explicitly stated as an intentional design feature of the cARS metric, and so should be

explored.

6.4.2 Strengths and limitations of the chimera path approach

In terms of the developed algorithm, chimera path generates a theoretically optimal

CDS encoding a given protein, given a reference set of CDSs. This is because the

search for the longest path in the DAG finds the optimal solution, and the DAG is

constructed such that all edges that could be part of an optimal solution are preserved.

The benefit of the chimera path was demonstrated in the like-for-like comparisons as,

for a given protein, the CDS designed with chimera path had a greater cARS than the

CDS designed by chimera map. Given the correlation between cARS and heterologous

gene expression in E. coli, it would be expected that the CDSs designed by chimera

path have higher gene expression. Note, however, that it is likely there are cases

where an improvement cannot be made because the chimera map approach does find

the optimal solution, but this was not the case for the randomly selected proteins.

However, it is noteworthy that the algorithm will only return a single longest path,

not all longest paths; thus, if there are multiple CDSs with the same cARS score, only

one optimal CDS will be returned. This may be problematic if the designed CDS

results in messenger ribonucleic acid (mRNA) with secondary structures that interfere

with translation, because the approach for getting alternative high-scoring CDSs is not
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apparent. This is also a problem for the chimera map algorithm, which only returns

one CDS. Therefore, future work should consider approaches that modify regions of

a designed CDS to optimise mRNA secondary structures whilst maintaining a high

cARS.

An additional limitation of the chimera path algorithm is the time taken to optimise a

protein. As demonstrated, longer proteins take longer to design an CDS for (up to 34

minutes and 52 seconds in the worst-case). While this may not be a problem if only a

small number of CDSs are being designed, chimera path would not be appropriate for

high-throughput design of large CDSs. The non-linear increase in the execution time is

a consequence of, for each node in the graph, iterating over all other nodes to calculate

if an edge could exist between those two nodes. This results in the algorithm having

an O(n2) run time, which is consistent with the pattern seen in Figure 6.10. Whilst

the run time could potentially be improved (for example, by parallelising the longest

path calculations), research into alternative algorithms would be needed to overcome

the O(n2) scaling.

As also mentioned in the Chapter 5, the chimera map algorithm was recently im-

proved upon by Diament and colleagues, who created a position-specific variant, called

position-specific chimera Average Repetitive Substring (PScARS) [154]. Diament and

colleagues showed that the position-specific variants can lead to improved gene ex-

pression when used with a highly-expressed reference set. The position-specific cARS

variant could be readily integrated with chimera path by adjusting the graph building

step, as the position-specific nature restricts which blocks can be used in given position

of the designed CDS. Thus, in the same way that a position-specific variant of chimera

map was created, a position-specific variant of chimera path should also be possible.

6.5 Conclusion

This study has provided insights into the chimera approaches to codon sequence opti-

misation, by carrying out a mathematical analysis that demonstrates the importance of

considering both block size and overlap in maximising the cARS score. These insights

inspired the development of the chimera path algorithm, which reframes CDS design

as a graph optimisation problem, and was demonstrated to create constructs with a
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higher cARS score than the chimera map algorithm presented by Zur and colleagues.

While newer implementations of the chimera map algorithm and cARS metric have

been created since this work was carried out, we anticipate that the concept of chimera

path is compatible with this newer approach, leading to future research opportunities.
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7.1 Introduction

The presence of micropollutants in wastewater treatment plants (WWTPs) is an in-

creasing issue, entering via sources such as municipal wastewater. Typical WWTP

treatment methods are not guaranteed to remove micropollutants sufficiently to pre-

vent them causing negative effects on water courses receiving WWTP effluent. In

the Background chapter, it was argued that biodegradation is an important effector

of micropollutant degradation in WWTP, and modifying microbial communities to

enhance biodegradation may be one of the most sustainable, cost-effective means of

improving micropollutant degradation. Thus, the work presented in this thesis sought

to research and develop novel computational approaches for analysing and engineering

micropollutant degradation in microbial communities towards this end. In this final

chapter, the key conclusions and contributions from the work presented in each re-

search chapter will be revisited to put them in the context of the motivation for this

work. Additionally, the implications of the conclusions for current research practices

are reiterated, and directions for future work are discussed.

7.2 Part one: EnSeP and application to estrogen biodegradation

In Chapter 3, EnSeP was introduced. EnSeP demonstrated that chemoinformatics

techniques can be used to systematically search a database of enzyme catalysed reac-

tions to find enzymes that are known to catalyse a particular transformation. In partic-

ular – by using concepts such as simplified molecular-input line-entry system (SMILES)

and reaction smiles arbitrary target specification (SMARTS) strings – the specification

of the transformation is entirely customisable. For micropollutant degradation, this

type of tool is important for obtaining coverage of enzyme sequence (and, by proxy,

structure) space when screening for activity on a micropollutant of interest. Addi-

tionally, an approach to predicting missing edges in a compound − enzyme network

was presented, demonstrating that jointly considering both compound similarity and

enzyme similarity can be used to rank new edges. Critically, characteristics of enzyme

recovery differ between query transformations – indicating that the global recovery

statistics from other approaches may not be applicable to recovery statistics on a
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subset of the data.

One consideration for future work is whether transformation patterns (represented by

reaction SMARTS strings) are the best representation to use to maximise recovery

statistics. Specifically, in the sequence similarity networks (SSNs), it can be seen that

the network is separated into separate components which may reflect different enzyme

families – for example, intradiol catechol ring cleavage is known to be catalysed by both

multicopper oxidases and dioxygenases. It is possible, due to different mechanisms of

action, that different families of enzymes will change substrate specificity at different

rates (with regard to global protein identity). In turn, this could lead to different

recovery profiles on a per-family basis and, thus, improve on the transformation-level

recovery.

One potential criticism of the EnSeP approach is that users are required to learn to

write reaction SMARTS strings and have an idea of potential transforms that may

occur on a substrate. Both of these reduce the accessibility of the platform, because

they create barriers to entry. One potential further development that addresses this

would be to integrate EnSeP with databases of pre-existing reaction SMARTS strings,

such as RetroRules [97]. By doing so, the workflow could then start by finding rules

that can be applied to a target substrate to generate a valid product, and these then

used to search EnSeP. This then improves the accessibility, but at the cost of user-

customisation in specifying the important aspects of the transform.

Another consideration for future work is developing robust approaches to addressing

biases in knowledge of enzyme-catalysed transformations. Awareness of these biases

is important during both the recovery algorithm and evaluation. However, addressing

biases is non-trivial because what data are missing – i.e., what the “truth” of the

enzyme - substrate relationships looks like – is unknown . For example, one approach

could involve filtering on properties such as protein identity and substrate similarity

to reduce the effects of over-represented regions of enzyme-substrate space. However,

similarity-based approaches need to be investigated appropriately to ensure they also

do not introduce bias themselves. Additionally, because of anticipated different rates

of substrate differentiation with protein identities between protein families (raised in

the previous paragraph), arbitrary identity and similarity thresholds for filtering may
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not be appropriate with regard to recovery.

A final direction for future work should be in increasing the utility of the integrated

space by: including negative (enzyme does not catalyse substrate) relationships, and

updating recovery algorithms to consider these; developing design of experiments

(DoE)-like algorithms to identify the most potentially informative missing enzyme-

substrate relationships in the network. Together with low-cost DNA synthesis and the

increased prevalence of automation technologies, this kind of high-throughput research

is viable. Alternatively, another high-throughput approach could be to use EnSeP to

identify enzymes within metagenomic data that may catalyse a desired transform, and

then constructing panels of enzymes that facilitate rapid assaying of activity with sub-

strates. One thing to note with this approach is that EnSeP will potentially identify

proteins across multiple enzyme families and, consequently, a variety of co-factors may

be required.

In terms of the issue of micropollutants, the research presented in this thesis demon-

strated an systematic approach that to predicting enzyme candidates, and these future

research directions aim to further improve the accuracy of predictions and increase

database coverage. This is valuable because more accurate predictions of enzymes

that could catalyse a desired reaction helps with the construction of novel synthetic

metabolic pathways to remove a micropollutant of interest. Furthermore, accurate

prediction can be combined with omics data, such as genomic, metagenomic, and

transcriptomic data, to (1) hypothesise about and find evidence for the fate of envi-

ronmental micropollutants in vivo and (2) evaluate risk of micropollutants entering an

environment from a WWTP, given the microbial communities present.

In Chapter 4, EnSeP was used to find candidate enzymes for four possible reactions

that could be part of an estrogen degradation pathway. In the context of micropol-

lutant metabolism, this work had a clear value because estrogens are a well-known,

problematic micropollutant. While insights into the molecular mechanisms of estro-

gen biodegradation were published by others during the course of this study, such as

Chen and colleagues’ work [128], finding other enzymes and pathways still has value

(due to different intermediates, co-factor requirements, and reaction kinetics and ef-

ficiencies). For these four reactions, it was demonstrated that EnSeP rankings could
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be used to draw attention to regions of sequence space that could be of interest in

a systematic way. This was highlighted especially in looking for enzymes that may

be responsible for converting estradiol (E2) to estrone (E1), where systematic analy-

sis of six putative estrogen degrading organisms revealed a highly-ranked component

containing 3-hydroxyacyl-CoA dehydrogenases. In collaboration with Dr Pollyanna

Moreland and Dr Lucy Eland, one of these enzymes was shown to catalyse the desired

transformation. Further, combining EnSeP analysis with the gene expression data

from Chen and colleague’s study into estrogen revealed a candidate enzyme that may

have been overlooked (or mis-reported) [128].

One clear direction for future work would be to isolate other high-ranking candidate

enzymes predicted for each step and analyse them for estrogen degrading activity.

This would be particularly valuable with enzymes across different connected compo-

nents, since this would potentially give insight into which enzyme families have activity

with estrogens. A further research direction would be to search for potential enzymes

that may transform ethinyl-estradiol (EE2), because this is the most recalcitrant and

problematic estrogen and the E2 to E1 transformation doesn’t apply due to the ethinyl

group substitution. The challenge in this case is that transformations acting on carbon

- carbon triple bonds are comparatively rare in databases and, as a result, EnSeP may

not be insightful. However, it is known that nitrogenase enzymes are capable of re-

ducing a variety of substrates in addition to N2, (N≡N), including acetylene (H-C≡C-H)

and cyanide (H-C≡N) [157]. Thus, one hypothesis could be that degradation of the

ethinyl group in EE2 occurs as a promiscuous activity of an enzyme that acts on triple

bonds, such as nitrogenases, cyanide hihydratases, cyanide hydratases, nitriliases, and

nitrile hydratases, and these could be investigated using EnSeP. Further, it is also

feasible that biodegradation of EE2 is initiated at a different site to the ethinyl group

– for example, by an oxidoreductase acting on a CH-CH bond – and this could also

be investigated using EnSeP. Predicting alternative degradation pathways is another

potential value of integrating EnSeP with libraries of reaction SMARTS.

- 187 -



Chapter 7: Conclusions and future work

7.3 Part two: chimera ARS-based approaches to codon optimisation

In Chapter 5, research investigating whether an evolutionary algorithm (EA) could be

applied to designing coding sequences (CDSs) using the chimera Average Repetitive

Substring (cARS) metric was presented. This research found that the developed EA,

named chimera-evolve, was capable of designing CDSs for multiple organisms that

had comparable – and sometimes, superior – cARS scores than CDSs designed for

individual organisms. Furthermore, investigating the parametrization demonstrated

that both common operations of an EA, mutations and crossovers, were important for

achieving the best results and out-performs randomly generated candidate CDSs. In

terms of the micropollutant biodegradation problem, this research is the first to imple-

ment an approach for optimising a single CDS to express well in multiple organisms.

Combined with in vivo tools in synthetic biology that can non-selectively introduce a

synthetic construct into a community of organisms, such as XPORT (discussed in the

background chapter), this work could lead to enhanced community function.

A number of directions for future work were identified in Chapter 5, based on the

limitations of this research. Firstly, to make progress towards an application, research

needs to identify (1) what characteristics of a microbial consortia are important to

consider, with regard to CDS optimisation (e.g., abundance), and then (2) how to

convert those characteristics into weights for the EA. For example, having a CDS that

is better optimised for the most abundant organisms in a community could lead to a

better function.

One of the next major directions for this research should then investigate how to design

N CDSs for M organisms (where N 6= 1 and M > N). As mentioned in Chapter 4,

this is because there is a necessity to group some of the M organisms together, and it

is not clear how this should be done. However, this is critical because – considering

a microbial community – it may be the case that designing two CDSs that are more

optimised to different subsets of the community leads to superior results (in terms of

community function) to one CDS optimised for the whole community. Similarly, more

research is required to investigate relationships between the scores of CDSs designed

by chimera-evolve and both (1) the number of target organisms (2) the phylogenetic
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distances between target organisms, because this would give insight into any trade-off

being made.

In Chapter 6, the observation that chimera-evolve could design CDSs that were

better than CDSs designed only for single organisms was further investigated. A

mathematical analysis of the cARS measure found an opportunity for improving on

the chimera map algorithm presented by Zur and colleagues and, based on this, a new,

graph-based algorithm – chimera path – was designed. Chimera path was shown to

out-perform chimera map, and in theory always finds the optimal solution with regard

to the cARS score.

As discussed in Chapter 6, the key difference between chimera map and chimera path

is that:

1. chimera map aims to compose a target CDS from the fewest possible number of

blocks of consecutive codons (“codon blocks”) that exist in host CDSs

2. chimera path considers both block size and the overlap between blocks by find-

ing the highest weighted path through a Directed Acyclic Graph (DAG).

Zur and colleagues state in their 2014 paper that “genes designed according to the

ChimeraMap algorithm should have higher ChimeraARS scores”, and a higher cARS

score is associated with higher expression [4]. Thus, it follows that a different algorithm

that designs CDSs with even higher cARS scores, such as chimera path, would likely

result in better expression – therein being the value of chimera path. An important

direction for future work would be to verify this in silico theory is borne out in vivo;

in particular, an experiment that compares the expressions of constructs using CDSs

designed using chimera path and chimera map would provide insight into a number

of important questions, including:

1. Does chimera path design CDSs that have a higher expression in constructs

than CDSs designed by chimera map?

2. What percentage of absolute increase in cARS score leads to statistically signif-

icant increases in gene expression?
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3. Based on points (1) and (2), could an alternative, cARS-based score correlate

better with gene expression?

Additionally, as mentioned in Chapter 5, the measure presented by Zur and colleagues

was updated during the course of this work, in a position-specific version called ps-

cARS, and it was noted that the chimera path algorithm could be adapted to im-

plement a position-specific variant by modifying the algorithm that adds nodes to

the network. Further, there are some design practicalities that neither chimera path

nor chimera map consider. For example, other CDS design algorithms detect and

remove undesirable secondary structures in the transcribed mRNA (and another un-

desirable DNA sequences with respect to technical implementations, such as restriction

enzyme sites). In terms of the chimera path algorithm, these could both potentially

be addressed by removing nodes in the graph that are part of paths which lead to the

undesirable structures being part of a solution. After this, the path optimisation could

be re-run to get a new optimal construct given the constraints. Exactly how to select

nodes for removal in this kind of approach still needs to be investigated, however.

7.4 Conclusion

The tools developed and presented as part of this work addressed some of the gaps

in existing tools for enzyme discovery and microbial community modification. For

enzyme discovery, the addressed gap was a need for an integrated end-to-end work-

flow for systematically finding and ranking enzymes (and enzyme-encoding genes) in

a user’s database that may catalyse a specifiable transform on a desired substrate.

By addressing this gap, EnSeP has value in (1) providing insights into the molecular

mechanisms that may be responsible for a particular metabolic phenotype in an or-

ganism / community and (2) exploring the diversity of proteins involved in a desired

enzyme transformation, which can help with building panels of enzymes. Both of these

values are relevant to micropollutant degradation, particularly in supporting research

into possible biodegradative routes.

In terms of microbial community modification through synthetic biology, the gap ad-

dressed was a need for tools that codon optimise a CDS for multiple organisms simulta-
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neously – as far as we are aware, the first work to do so. The results presented showed,

at least for two organisms, that designing a single CDS for both organisms was possible

whilst achieving comparable scores to CDS designed for each organism individually.

This has potentially exciting implications, because it opens the possibility of designing

CDSs that can express well in different organisms, meaning “generic” CDSs that could

express well regardless of host may become a possibility. Furthermore, this work is

important for modifying a community of organisms using non-specific techniques such

as XPORT.

In conclusion, there are still research questions that emerge from this research – as

discussed throughout this section – and addressing those will lead to more accurate,

more comprehensive, and more practical computational tools. However, the contri-

butions of this work alleviates some of the challenges in analysing and engineering

microbial communities. In doing so, this work helps make synthetic biology-mediated

modification of microbial communities to enhance biodegradation incrementally more

possible.
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Entity Properties Description

Compound
<id>

smiles

The ID of the identifier node in the EnSeP DB

The SMILES string of the compound

Protein

<id>

sequence

taxonomy

names

The ID of the protein node in the EnSeP DB

The amino acid sequence of the protein (from UniProt)

The NCBI taxonomy of the protein (from UniProt)

The names of the protein (from UniProt)
Reaction <id> The ID of the reaction node in the EnSeP DB
Complex <id> The ID of the complex node in the EnSeP DB

Identifier

<id>

database

accession

The ID of the identifier node in the EnSeP DB

The database the identifier refers to

An accession in the database

Table A.1: Properties of the entities in the EnSeP database.
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B.1 Sequence tested for activity converting E2 to E1

Coding sequence

>NODE_10_length_159397_cov_74.206731_74

ATGATCGTCAAGGACAGCGTTGCACTCGTGACGGGCGGCGCCTCCGGCCTCGGCCTGGCCACCGTCAAGG

CCCTGCACGACCAGGGGGCCAGCGTCGTCATCCTCGACCTGCCGTCGTCGAACGGCGAGGTCGTCGCGAA

GGAACTCGGCGACCGCGTTCGCTTCGCGGCGGGCGACGTCACCGACGAGGCCTCGGTGGTCGCGGCGCTG

GATCTCGCCGAATCCCTCGGCCCGCTGCGCGTCACGGTCAACTGCGCCGGCATCGGCAACGCCATCAAGA

CGGTCGGCAAGCAGGGCGCCTTCCCGCTCGCGGAGTTCCAGCGCGTCGTCAACATCAACCTGGTAGGCAC

GTTCAACGTGCTCCGCCTGGCGGCCGAGCGCATCGCGAAGACCGACCCGATCGAGGGCGAGCGCGGCGTC

ATCATCAACACCGCGTCCGTCGCGGCGTTCGACGGGCAGATCGGCCAGGCCGCGTACTCCGCGTCCAAGG

GCGGCGTCGTCGGCATGACGCTGCCGATCGCCCGCGACCTCGCGTCGATGCTGATCCGCGTCGTCACCAT

CGCGCCGGGCCTGTTCAAGACCCCGCTGCTCGCCGGACTCCCGGAACCCGCGCAGGAGTCCCTCGGCAAG

CAGGTTCCGCACCCGTCGCGCCTGGGTGATCCCGCCGAGTACGGCTCGCTCGCCGCGCACATCGTCTCCA

ACCCGATGCTCAACGGCGAGGTGATCCGCCTCGACGGCGCGATCCGTATGGCGCCGCGCTGA

Translated coding sequence

>NODE_10_length_159397_cov_74.206731_74

MIVKDSVALVTGGASGLGLATVKALHDQGASVVILDLPSSNGEVVAKELGDRVRFAAGDV

TDEASVVAALDLAESLGPLRVTVNCAGIGNAIKTVGKQGAFPLAEFQRVVNINLVGTFNV

LRLAAERIAKTDPIEGERGVIINTASVAAFDGQIGQAAYSASKGGVVGMTLPIARDLASM

LIRVVTIAPGLFKTPLLAGLPEPAQESLGKQVPHPSRLGDPAEYGSLAAHIVSNPMLNGE

VIRLDGAIRMAPR*
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B.2 Candidate proteins predicted by EnSeP that are comparatively upregulated
during growth on estradiol relative to growth on testosterone

The following tables list the genes from Sphingomonas sp. KC8 that were both:

1. comparatively upregulated during growth on estradiol relative to growth on

testosterone, determined by analysing RNA-Seq data presented by Chen and

colleagues [128]

2. identified by EnSeP as encoding proteins that, for three reactions relevant to es-

trogen degradation (listed below), are similar to enzymes in the EnSeP database

that known to catalyse a relevant transformation on a similar substrate.

The three reactions being studied were:

• the oxidation of estradiol to form estrone

• hydroxylation of estrone on C4, forming 4-hydroxyestrone

• meta-cleavage of 4-hydroxyestrone
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C.1 200 randomly selected records for comparison of chimera path and chimera
map

A0JM98, A0KZQ7, A1B041, A1B095, A1VTY5, A1W0N0, A1XJK0, A2C405, A2SCF8,

A3D5G9, A3N228, A4G0S4, A4JG46, A4QK02, A4RME3, A4Y398, A5IMM8, A5VV34,

A6V3E8, A6VG90, A6ZWN8, A7FD10, A7FIC5, A7MMX0, A7MNG1, A8F095, A8FKN8,

A8FLH9, A8YZM7, A9VHR7, B0SLE9, B1IZH4, B1JR27, B1LIV6, B1XGY6, B1XLC7,

B1Y580, B1Y8C4, B1YMY4, B2BRQ5, B2I8S4, B2JZ37, B2K0Q3, B3QV24, B4SWW3,

B5EF41, B5FMU6, B5Z2I4, B7L505, B7N212, B8DAR1, B9DLD5, B9IXH3, B9L6N0,

B9MH46, C0PXJ2, C4JQN4, C4ZTV3, C5BH44, C5BHE2, C5CWY2, C6BRG8, D1ZIW5,

F4IXE7, G3XMD0, O14863, O21240, O45924, O69466, O79547, O82244, P02683,

P04758, P0A0W5, P0A982, P0AEI2, P0AGD2, P0CP44, P10129, P16431, P16435,

P22962, P23389, P26542, P29181, P32032, P33033, P33818, P36821, P43691,

P44306, P48265, P51931, P53658, P61295, P65909, P67789, P67959, P68540,

P77161, P80079, P82950, P83722, P85132, P86809, P87309, P97839, P9WIG4,

P9WL11, P9WLV7, Q02Z38, Q03FW3, Q086I8, Q09476, Q0C0T0, Q0D135, Q0TD38,

Q0TPJ5, Q10322, Q1ACE6, Q1C7Z3, Q1LSV7, Q1XHY1, Q20Z39, Q21XP5, Q254Z3,

Q2GJ61, Q2LUE0, Q2N6B2, Q2YX08, Q31RK7, Q332S4, Q39FE7, Q3MDN9, Q3Z6W2,

Q46XB3, Q48PA1, Q4IQK7, Q4QMA6, Q4US85, Q4WJ81, Q54FD5, Q5HFF2, Q5KWV8,

Q5KZ00, Q5L9P6, Q5LSP9, Q5M1N6, Q5N133, Q5PIS0, Q5UQC9, Q5X5I9, Q60353,

Q68EF4, Q69140, Q6A6W1, Q6AYD4, Q6DCQ1, Q6GGZ0, Q6GLI9, Q74IC6, Q7NZS3,

Q7RVR8, Q7S4H6, Q7WK60, Q866G7, Q88UV8, Q8BMD6, Q8BZ32, Q8DEM2, Q8EI18,

Q8K915, Q8K9F1, Q8PD82, Q8RY73, Q8T638, Q8U2L4, Q8WW24, Q8YNF8, Q8ZZC0,

Q91771, Q96HR9, Q96SK3, Q97QW8, Q99218, Q9A7I5, Q9CKN9, Q9D1C8, Q9FMP0,

Q9HJ94, Q9HVN5, Q9JKP5, Q9KCT3, Q9KPL2, Q9LTV8, Q9P376, Q9PRB9, Q9SZC9,

Q9U645, Q9ZMD3

C.2 100 randomly selected accessions for parameter exploration

A0KTG8, A0R2Y2, A1BJA4, A2WKK5, A5FIR0, A6T6E2, A7GIK6, A8LJR7, B1ZQN2,

B3P311, B4SEP9, B7HM44, B7KSZ5, B7LHC0, B7LUL6, B7NV70, B8GQ85, C0H412,

C0Z787, C0ZIH4, C1AX07, C3L3F3, C5C0I7, D6RIA3, O08918, O50406, P03086,

P09892, P0A8D5, P0C8T8, P0DPH9, P15064, P15579, P17404, P30358, P31396,
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P33115, P39424, P39817, P42844, P43088, P50067, P58680, P64565, P68271,

P70793, P82974, Q030A3, Q084P1, Q0HDU5, Q0SGP6, Q0TNT3, Q1Q8I3, Q1WSW0,

Q211H3, Q2IZ52, Q2JIF9, Q2LQ96, Q2NRZ8, Q2P928, Q2SUI1, Q32M92, Q38VT4,

Q3BQB5, Q3JLJ5, Q3SIN3, Q49161, Q49XF1, Q4ADV8, Q4KHI7, Q4QQW8, Q4UNB8,

Q4XZN2, Q54KW6, Q57WH1, Q58067, Q5AD78, Q6EYS6, Q6F4N1, Q7CP67, Q7TNS8,

Q7Z6W1, Q833Z1, Q838C9, Q8BLD6, Q8CXH9, Q8IZL2, Q8NLF9, Q8WTQ7, Q8ZDL3,

Q91120, Q97BB3, Q9KVL6, Q9LTM4, Q9PHE7, Q9RUF5, Q9VEX9, Q9WTS4, Q9XHC6,

Q9XJS3

C.3 Mapping between codons and single characters

{

"AAA": "a", "AAC": "b", "AAT": "c", "AAG": "d",

"ACA": "e", "ACC": "f", "ACT": "g", "ACG": "h",

"ATA": "i", "ATC": "j", "ATT": "k", "ATG": "l",

"AGA": "m", "AGC": "n", "AGT": "o", "AGG": "p",

"CAA": "q", "CAC": "r", "CAT": "s", "CAG": "t",

"CCA": "u", "CCC": "v", "CCT": "w", "CCG": "x",

"CTA": "y", "CTC": "z", "CTT": "A", "CTG": "B",

"CGA": "C", "CGC": "D", "CGT": "E", "CGG": "F",

"TAA": "G", "TAC": "H", "TAT": "I", "TAG": "J",

"TCA": "K", "TCC": "L", "TCT": "M", "TCG": "N",

"TTA": "O", "TTC": "P", "TTT": "Q", "TTG": "R",

"TGA": "S", "TGC": "T", "TGT": "U", "TGG": "V",

"GAA": "W", "GAC": "X", "GAT": "Y", "GAG": "Z",

"GCA": "0", "GCC": "1", "GCT": "2", "GCG": "3",

"GTA": "4", "GTC": "5", "GTT": "6", "GTG": "7",

"GGA": "8", "GGC": "9", "GGT": "$", "GGG": "&",

}
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