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The chapter discusses recently developed computational techniques providing concrete help

in addressing various tasks in historical language comparison, focusing specifically on those

tasks which are typically subsumed under the framework of the comparative method. These

include  the  proof  of  relationship,  cognate  and  correspondence  detection,  phonological

reconstruction and sound law induction, and the reconstruction of evolutionary scenarios. 

1 Introduction

There are numerous techniques which scholars use to reconstruct those parts of the history of

languages which are not reflected in any kind of sources. Scholars usually label these techniques

as  comparative method (Meillet [1925] 1954; Weiss 2015), which is given the status of some

kind of an overarching framework to study language history (Fox 1995; Jarceva 1990; Klimov

1990; Ross and Durie 1996). While the term  comparative method implies a certain degree of

coherence, the linguistic literature largely differs both with respect to the concrete techniques

which should be subsumed under the term and with respect to the order in which they should be

applied.  For  almost  twenty  years,  scholars  have  tried  to  automatize  certain  aspects  of  the

traditional comparative method. These new techniques rarely propose a complete, full-fledged

computational counter-part of the traditional comparative method (Steiner, Stadler, and Cysouw

2011). Instead, they start from certain individual problems – such as the inference of cognate sets

(Hauer  and Kondrak 2011)  or  the  identification  or  regular  sound correspondences  (Kondrak

2002) – and then try to solve them in a computational setting. In the following, I will refer to

these techniques as computational historical language comparison, and I will try to provide an

overview  on  the  most  recent  developments  in  this  relatively  young  field  of  computational

historical linguistics.

As I have emphasized, the comparative method is not a coherent workflow which scholars apply

in a schematic fashion but rather a bunch of techniques whose scope and character varies from

scholar  to  scholar.  In  order  to  compare  classical  techniques  with  their  computational

counterparts,  however, it is nevertheless useful to follow some general workflow. I therefore

adapt the workflow presented by Ross and Durie (1996) with some modifications in order to

discuss  which  steps  of  the  comparative  method  have  so far  been  addressed  in  the  field  of

computational historical language comparison.

Figure 1 shows a visualization of the workflow by Ross and Durie (1996). The workflow starts

from the – at times rudimentary – proof that a certain number of languages are genetically related

and thus go back to the same ancestor language (1). It is followed by the identification of cognate

words and morphemes (2) and the recognition of regular sound correspondences (3). In order to

solve  these  two  problems,  scholars  often  operate  in  an  iterative  fashion  by  identifying  a
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preliminary set of cognates from which a preliminary set of sound correspondences is inferred,

which is later refined by updating the list of cognate sets and the list of correspondence patterns.

Once  cognate  sets  and  sound  correspondence  patterns  have  been  identified,  scholars  try  to

reconstruct  the  phonology  and  morphology  of  the  ancestral  language  by  projecting  sound

correspondence  patterns  to  individual  sounds  in  a  fictitious  proto-language  from which  the

languages in the sample are assumed to have descended (4). Patterns which point to an abrupt

divergence of some languages in the sample from the others are then collected in in order to

prove that they are indeed innovations which are indicative of subgrouping (5), from which in a

further stage the phylogeny of the language family could be reconstructed (6). The final stage of

the comparative method in this notion consists in the compilation of an etymological dictionary

in which both regular and irregular patterns are explained for the history of each word in the

data.
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Figure 1: Workflow of the Comparative Method by Ross and Durie (1996)

Since computational approaches rarely correspond directly to the steps marked by this workflow,

it is useful to streamline the workflow slightly for the purpose of reviewing recent computational

approaches.  As  a  result,  I  will  in  the  following first  discuss  statistical  techniques by  which

scholars have tried to provide a proof of relationship (§2, task of the original workflow). I will

then discuss cognate and correspondence pattern detection (§3, summarizing tasks 2 and three

of the workflow) and  phonological reconstruction and sound law induction (§4, task 4 of the

workflow) and finish the overview by looking at the  reconstruction of etymological scenarios
(§5, task 7 of the workflow) and discussing  open problems (§6). Tasks 5 and 6 of the original

workflow will be ignored in this overview, since they are typically dealt with in the field of

phylogenetic  reconstruction,  which  also  emerged  during  the  past  20  years  and  no  longer

corresponds to the traditional workflow depicted by Ross and Durie  [+++REF to INTERNAL

CHAPTER+++].

In this context, I will maintain a broad perspective on computational solutions which not only

regards full-fledged unsupervised or supervised workflows applied to data in a machine-learning

setting,  but  also  includes  computer-assisted approaches  which  deal  with  the  formal

representation and annotation of data, even if no complete computational solutions to solve the

annotation problems can be provided (List 2016b).

2 Proof of Relationship

In the workflow of the comparative method by Ross and Durie (1996), the first stage consists in

the identification of proof that the languages one wants to compare are indeed genetically
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related. This seems to contrasts with views that see the successful application of the comparative

method itself as the proof for language relationship (Dybo and Starostin 2008). However, since

Ross and Durie (1996) explicitly point to proof in the form of very convincing comparanda,

labeled “individual-identify evidence” by Nichols (1996) in the same volume, one does not need

to draw a sharp devide betweeen authors . Instead, one can emphasize that the initial stage serves

to identify a sample of languages which warrant a closer investigation.

The  reason  why  this  proof (or  “initial  justification”)  is  needed  when  comparing  languages

historically is because – in contrast to species in evolutionary biology – linguists cannot assume

that all languages have sprung from a common source. Despite numerous attempts to push the

boundaries of historical language comparison, the statement by the Society of Linguistics in

Paris from 1866, which denied research on the origin of language to be published in its journals

(Statuts 1871), is still supported by most historical linguists, and most scholars agree that even if

language only originated once, it is impossible to trace the development of the worlds’ languages

back to  such a time depth.  While biologists  can compare the genome of fruit  flies with the

genome of humans and try to identify commonalities, linguists interested in the history of

languages must justify why they chose their language sample.

Since  it  has  never been  made  clear,  what  determines  whether  a  set  of  shared  features  is

convincing evidence of language relationship or not, scholars have repeatedly tried to produce

statistical tests that would help them to prove language relationship in a more objective manner.

The basic idea of most of these tests is to show that it is highly unlikely that a certain similarity

pattern, as it can be observed between two or more languages, has evolved by chance. Starting

with the work by Ringe (1992), there have been quite a few attempts to design an ultimate test
for genetic relatedness (Baxter and Manaster Ramer 1996, 2000; Mortarino 2004, 2009; Kessler

2001; Turchin et al. 2010; Blevins and Sproat 2021), but so far, none of these tests has gained

acceptance among practitioners of historical language comparison.

There are different reasons for the reluctance of scholars to accept genetic relationship tests. On

the one hand, few of the tests have been published in the form of an implemented software

solution. As a result, replicating the studies or applying the studies to new language families is

considered a tedious enterprise that would not justify the efforts, since most scholars work on

language families which have been established a long time ago. On the other hand, there is a

“cultural” problem with significance tests. Classical historical linguistic scholarship treats

genetic relationship in a manner similar to mathematicians who use proofs to mark a problem as

solved.  If  the proof for genetic relationship has been identified (which may require a  lot  of

genius but at times it may be fairly trivial),  the problem is considered to be settled, and the

reconstruction can begin. The idea of designing a test, however, is fundamentally different in this

regard, since tests only offer approximations to problems, and they are always accompanied by

rates of false positives and false negatives. Designing a test to prove something is therefore an

enterprise which is problematic in itself. The idea of testing and the idea of finding a proof are

fundamentally different.

The typical test for language relationship starts from a list of words in a pair of languages (1). In

order to faciliate the comparison of word pairs, scholars tend to reduce the words to be compared

by the meaning they express, demanding either identity, or similarity (2). The word pairs are then
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compared one by one and potential cognates are identified, using various criteria by which words

are matched (3). In order to check whether the number of obtained matches is significantly

different from the number of matches one would obtain when comparing unrelated langugaes,

scholars either calculate significance with the help of formulas from combinatorics that describe

how matches combine, or they estimate the significance by using specific techniques, such as,

for example,  permutation tests (4). In a permutation test,  the word lists are shuffled, so that

words no longer need to express similar meanings, and matches are counted and later compared

with the matches obtained when controlling for meaning. In all cases, scholars obtain some that

is  supposed to tell  how likely it  would be to obtain these results  when comparing unrelated

languages.

The various tests proposed in the past differ with respect to four steps of the workflow. Ringes’

test (Ringe 1992), later refined by Baxter and Manaster Ramer (1996), for example, uses word

lists built from the Swadesh list of 100 items (Swadesh 1955) and only choses one translation

equivalent per concept. Matches are determined by considering only the first consonant in all

word pairs, listing all potential correspondences between consonants in the two wordlists

regardless if these are identical or similar. The probability of obtaining individual matches is then

calculated by assuming a binomial distribution (critizied later by Baxter and Manaster Ramer

1996 who propose a hypergeometric distribution instead) and counting those matches which are

significant (with p < 0.01).

In  contrast,  Turchin  et  al.  (2010)  and  Kassian  et  al.  (2015)  do  not  count  initial  consonant

correspondences, but follow Dolgopolsky (1964) in converting their word forms to 10 consonant

classes,  which  are  supposed  to  reflect  the  most  frequently  recurring  sound  correspondences

between consonants, and counting those word pairs as a matchin which coincide in their first

consonant classes. The expected distribution of matches is then calculated with the help of a

permutation method and compared with the attested distribution.

The method by Blevins and Sproat (2021) uses techniques for phonetic alignment analysis

(Kondrak  2000;  List  2014)  for  the  matching  of  word  forms  and  estimates  the  expected

distribution  of  matches  by  creating  lists  of  artificial  words  using  lexical  language  models.

Lexical  language  models  are  a  specific  type  of  statistical  language  models  which  assign

probabilities to sequences (Bender and Koller 2020). While language models typically combine

words to sentences, lexical language models combine sounds to word forms (Miller et al. 2020).

For their main experiment involving a comparison of Proto-Basque with Proto-Indo-European –

which the authors think are genetically related – the authors employ a fuzzy matching procedure

for the identification of possible comparanda, using the colexifications provided by the CLICS³

database  (Rzymski  et  al.  2020,  https://clics.clld.org)  as  a  criterion  to  assign  two  different

concepts to the same semantic slot.

In order to guarantee the validity of tests for genetic relationship, it is important to test them on a

significantly large amount of languages in order to guarantee that they are conservative, avoiding

large amounts of false positives, while at the same time being successful at identifying distant

cases of genetic relationship. Additionally, tests should be applicable in a uniform way to a large

number of languages, without requiring that scholars interfere much with the data. Finally, given

that  language  contact  can  easily  obscure  the  results,  tests  should  be  resistant  to  potential
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influences from language contact and sound symbolism.

As of now, none of the tests which have been proposed so far fulfils all of these criteria. Given

its improved handling of sound correspondences and lexical cognates, the test by Blevins and

Sproat (2021) shows many improvements over previous tests, and the authors even test it on a

larger sample of language pairs (taken from List 2014). However, the authors use slightly

modified workflows for the comparison of Basque and Indo-European and the comparison on the

larger sample of languages, since the latter needs to be fully automated in order to be feasible. As

a result, it would be premature to assume that the relationship of Indo-European and Basque is

proven by their study.

In order to account to improve future tests of genetic relationship, it would be desirable to test

and fine-tune them on a normed dataset of language pairs from various language families and

different  time  depths.  Unless  full-fledged  error  statistics  have  been  calculated,  genetic

relationship tests should not be applied to any suspected cases of deep language relations.

Instead,  they should first  be tested on a  common gold standard and common error  statistics

should be calculated. When trying to investigate deep language relations, a range of different

tests should be used instead of employing one novel test alone. This would require that scholars

share their  test  applications by publishing their  source code.  In this  way,  testing for  genetic

language relationship could leave the realm of suspicion and develop into a powerful tool that

could accompany and inform the traditional work on historical language comparison.

3 Cognate and Correspondence Detection

The  second  and  third  stage  of  our  exemplary  workflow for  historical  language  comparison

consist in the identification of cognate words and regular sound correspondences. Both problems

were for a long time regarded as considerably hard, resisting computational solutions. The past

two decades,  however,  have  seen great  progress  with  respect  to  the  automated  detection  of

cognates words (Rama 2016; List 2014; Ciobanu and Dinu 2013; Hauer and Kondrak 2011; Hall

and Klein 2010; Dellert  2018; Arnaud et al.  2017; Jäger et  al.  2017), while methods for the

identification of regular sound correspondence patterns have only been addressed sporadically

(Kondrak 2002; List 2019b; Turchin et al. 2010).

While there is some work on pairwise cognate detection, where two wordslists are compared and

an algorithm needs to find the word pairs which are cognate (Rama et al. 2013), the most typical

cognate detection task consists in the identification of cognates in  multilingual wordlists. The

typical setting for the cognate detection task starts from a muwordlist in which an initial list of

concepts has been translated into a certain number of languages. An algorithm for automatic

cognate detection then needs to identify all words in the wordlist which share a common origin.

The base task can be further varied by specifying if the detection of cognate words should be

restricted to words with the same meaning, or whether cognates should also be detected across
concepts  (cross-semantic  cognate  detection,  see  Wu  et  al.  2020),  or  by  specifying  whether

cognacy should be assigned to words as a whole, or whether only cognate morphemes should be

identified (partial cognate detection, see List et al. 2016).

Most workflows for cognate detection in multilingual wordlists consist of two major stages. In a
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first  stage,  all  words  in  a  given  semantic  slot  are  compared  with  each  other  and  phonetic

distances are computed for all word pairs (1). In a second stage, the distances are analyzed in

order to provide a partitioning (or flat clustering) of all words into cognate sets (List et al. 2017,

see Figure 2). Variants of this  workflow consist  in the  pre- and  post-processing of  the data.

Preprocessing allows – for example – for the identification of regular sound correspondences,

upon which phonetic similarity measures can be based (List 2012), or for the aggregation of

several word similarity measures via classification techniques from machine learning (Jäger et al.

2017). Post-processing allows to either refine a given analysis, or to analyze the data further, for

example  by  searching  for  cases  in  which  the  same  word  form or  morpheme  recurs  across

different concepts in order to identify cross-semantic cognates (Wu et al. 2020). Methods also

differ with respect to the methods employed for the partitioning of words into cognate sets. Here,

the most straightforward approaches consist in flat variants of agglomerative clustering

approaches (e.g. UPGMA, Sokal and Michener 1958) which stop merging word forms into larger

and larger clusters when a certain threshold is reached (see List 2014). Alternatively, methods for

community detection, originally designed for social network analysis, have also proven useful

(List et al. 2017).

Methods which derive cognate sets through partitioning based on pairwise word comparisons

typically need a user-defined threshold that determines when two or more words are judged to be

cognate. An alternative family of approaches, originally going back to Dolgopolsky (1964), uses

sound classes (List 2014) or consonant classes to identify potential cognates without using an

explicit threshold. These sound-class-based cognate detection approaches preprocess the data by

converting the first two consonants in all words in a given semantic slot to their corresponding

consonant classes and assigning all words with identical consonant classes to the same cognate

set (Turchin et al. 2010). Sound-class-based cognate detection approaches have the advantage of

being very fast to apply, since no computationally intensive pairwise comparisons need to be

carried out (Rama and List 2019). On the other hand, they lack accuracy in comparison with

cognate detection approaches based on phonetic similarity (List et al. 2017).
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Swedish English Danish Norwegian Dutch German
kvinna woman kvinde kvine vrouw Frau

Swedish
kvina

0.00 0.69 0.07 0.12 0.71 0.78

English
wumin

0.69 0.00 0.66 0.57 0.68 0.87

Danish
kveni

0.07 0.66 0.00 0.08 0.67 0.71

Norwegian
kwini

0.12 0.57 0.08 0.00 0.75 0.74

Dutch
frou

0.71 0.68 0.67 0.75 0.00 0.17

German
frau

0.78 0.87 0.71 0.74 0.17 0.00

German Frau frau

Dutch vrouw vrou

English woman wumin

Danish kvinde kveni

Swedish kvinna kvina

Norwegian kvine kwini

Figure 2: Flat clustering of words into cognate sets, based on a distance matrix inferred with the
help of the SCA phonetic alignment algorithm.

In the traditional workflow of the comparative method, the identification of cognates needs to be

substantiated  by  the  identification  of  regular  sound  correspondences.  The  identification  of

cognates and regular sound correspondences is typically done in an iterative fashion in which

scholars start from a list of potentially cognate words which is then analyzed in order to identify

major sound correspondence patterns. Once major correspondence patterns have been identified,

scholars  go  over  the  list  of  potential  cognates  and check if  the  correspondences  hold.  This

procedure  is  typically  illustrated for  language  pairs  only  (see  Figure  3),  but  in  concrete

applications of the comparative method, scholars tend to work with more than two languages.

Adding more languages to the comparison has advantages and disadvantages. The disadvantage

is that comparisons become more and more complex, the more languages one compares. The

advantuage, however, is that the resulting correspondence patterns are much more coherent and

allow – if languages are indeed genetically related – for a much clearer identification of instances

of regular sound change and their deviation in individual words from individual languages.
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Cognates Alignment Correspondences
English foot f ʊ t Eng. Grk. Freq.

f p 3 x
f pʰ 1 x
ɹ r 2 x
θ t 1 x
t d 1 x

Greek ποδ- p ɔ d
English father f ɑː θ ə ɹ
Ancient Greek πατέρ- p a t ɛ r
English fear f ɪə ɹ -
Ancient Greek φοβέ- pʰ ɔ b e
English fire f aɪə ɹ
Ancient Greek πυρ- p y r

Figure 3: Iterative identification of cognate words and regular sound correspondences.

Although the identification of correspondence patterns across multiple languages constitutes one

of the core objectives of the comparative method, the problem was for a long time ignored in

computational  approaches.  Early  approaches  concentrate  almost  exclusively  on  sound

correspondences between language pairs.  Thus, Kondrak (2002) uses techniques for machine

translation to identify regular sound correspondences in several language pairs, and Prokić and

Nerbonne (2013) try to identify how sound change processes diffuse over a dialect area based on

the investigation of sound correspondences between Bulgarian dialect pairs,

Figure 4: Workflow for the automated recognition of correspondence patterns in multilingual
wordlists.

A first algorithm for the recognition of sound correspondence patterns in multilingual wordlists

was  proposed  by  List  (2019b).  The  algorithm  starts  by  assembling  individual  columns  of

multiple phonetic alignments from comparative wordlists. Each column (also called  site) of an

alignment  reflects  a  potential  sound  correspondence  pattern,  but  since  cognate sets  are  not

always reflected in all languages in a given sample, the alignments have gaps resulting from

missing data. In order to identify regular sound correspondence patterns, the algorithm therefore

compares all individual alignment sites by constructing an alignment site network in which links

are drawn between those sites which are  compatible with each other. Correspondence patterns

are then inferred from this network by identifying the largest groups of compatible alignment
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sites in the network using an algorithm that computes the clique cover, that is, the partition of the

network into the smallest number of partitions where each partition constitutes a clique (Bhasker

and Samad 1991). Figure 4 illustrates the workflow.

Strictly speaking, there is no reason to assume that the solution of the clique cover problem

provides an optimal solution to the problem of identify regularly recurring sound correspondence

patterns. We know that a correspondence pattern must be a clique in an alignment site network,

but we do not know how the cliques in an alignment site network are typically distributed in

genetically related languages. As a result, the approach by List (2019b) needs to be tested further

and applied to more language families. What speaks in favor of the method is that it works quite

well at predicting missing reflexes in cross-linguistic data (Bodt and List 2022). Thus, even if it

does not provide an optimal solution to the problem, it can serve as an important starting point,

specifically for those approaches which try to combine computational and classical historical

language  comparison  as  part  of  a  computer-assisted  (rather  than  a  purely  computer-based)

framework (List 2016b).

4 Phonological Reconstruction and Sound Law Induction

As  a  fourth  step  in  the  workflow  adapted  from  Ross  and  Durie  (1996),  we  have  listed

phonological reconstruction, the technique, by which scholars try to determine the most likely

proto-sounds for each of the distinct correspondence patterns in the data (Anttila 1972) from

which in turn individual proto-forms can be reconstructed for each distinct cognate set  (Fox

1995). What was not mentioned in the workflow, but what should be considered as similarly

important, going hand in hand with phonological reconstruction, is the induction of sound laws
which explain under which conditions the sounds in the ancestral languages turn into the sounds

in the descendant languages.

As an example for the classical  application of the technique of  phonological  reconstruction,

compare cognate words for “to eat” in Romance languages, like Spanish [θenaɾ], Romanian

[tʃina], and Portuguese [sjaɹ]. If we align these words, and add more data to the comparison, we

can infer correspondences patterns, such as [θ tʃ s] for the initial sound or [a a a] for the second

syllable vowel in all words. In order to reconstruct the ancestral form in Proto-Romance, which

we know ultimately  goes  back to  Latin  [keːnaːrɛ],  we would try  to  find the  most  plausible

ancestral sound for each of the correspondence patterns. For the initial pattern, for example, we

could argue that the distribution of reflexes most likely points to a *k, since this sound can neatly

develop into the target sounds under conditions of palatalization. As a result, we would then

reconstruct each alignment that shows the correspondence pattern [θ tʃ s] for Spanish, Romanian,

and Portuguese with *k, and we would most likely also posit a sound law by which original *k
becomes [tʃ], and consecutively turns into [s] and [θ] when followed by a front vowel, such as *e
or *i. What we can see from this example is that linguists not only tend to infer proto-forms in

phonological reconstruction, but also induce sound laws at the same time when they propose

their proto-forms. Similar to the iterative procedure by which correspondence patterns and

cognate  sets  are  detected,  phonological  reconstruction  goes  hand  in  hand  with  sound  law
induction.
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In  computational  historical  language  comparison,  the  classical  iterative  technique  for

phonological reconstruction and sound law induction has been largely ignored so far. What

scholars  have  instead  concentrated  on  were  techniques  for  supervised  phonological
reconstruction, and techniques for  ancestral state reconstruction. The former approaches start

from a training set of cognate words along with known proto-forms and then  train a machine

learning approach to learn how to predict proto-forms when encountering data that had so far not

been observed. The latter techniques start from a reference phylogeny that depicts the evolution

of the language family under consideration and then climb the tree up from the leaves to the root

in order to find the proto-form that best explains how the observed word forms have developed

into their observed shape.

Strictly speaking, the task of supervised phonological reconstruction is identical with the task

termed reflex prediction by Bodt and List (2022). In this task, one tries to predict word unelicited

word forms or morphemes in descendant language from the information available from cognate

words in related languages. While reflex prediction deals with a set of extand languages which

are assumed to be genetically related, supervised phonological reconstruction predicts only the

words in the proto-language but typically uses the same techniques which would be used in order

to predict missing reflexes. Quite a few attempts to provide methods for supervised phonological

reconstruction  or  reflex  prediction  can  be  found  in  recent  approches  to  Natural  Language

Processing and machine  learning.  However,  since  the task was never  really  discussed much

among historical linguists, it may be difficult to identify related work, since scholars often differ

quite substantially in the terminology they use to describe their approaches. Thus, we find terms

like  cognate production (Beinborn et al.  2013),  cognate prediction (Fourrier  2021),  or  word
prediction (Dekker and Zuidema 2021). Additionally, scholars also differ in the use of the term

cognacy, with some scholars adopting a definition of cognacy by which only words with similar

meanings are judged to be cognates (Beinborn et al. 2013), while other scholars follow the

classical definition of  cognacy as referring to etymologically related words which have been

inherited by vertial descent, without borrowings (Fourrier, Bawden, and Sagot 2021). While the

former definition is commonly used in research on bilingualism, where scholars are interested in

the processing of similar words from different languages by the human brain (Gradoville et al.

2021), it goes contrary to the typical definition of cognacy in historical linguistics, which tends

to  ignore  semantic  differences  as  log  as  words  can  be  shown  to  have  a  common  ancestor

(Szemerényi 1970; List 2016a).

Beinborn et al. (2013) “produce” cognates from one language by training language models with

bilingual  lists  of  cognate  words  and  then  applying  methods  for  machine  translation  to  the

individual characters by which words are represented in orthography. Ciobanu and Dinu (2018)

reconstruct Latin words from multiple Romance descendant languages by applying a complex

workflow which employs pairwise alignments for the comparison of each descendant language

with Latin in order to produce a language specific classifier that predicts from an input word in

the descendant language the output word in Latin.  In a second step,  multiple predictions for

individual  Romance  languages  are  then  ensembled,  using different  weighting  techniques,  in

order to yield a combined Latin form. Meloni et al. (2021) train recurrent neural networks to

predict  Latin  proto-forms from an  extended datasets  on  Romance  languages,  reporting  very

promising evaluation results that seem to outperform previous methods. Dekker and Zuidema
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(2021) use different techniques, including recurrent neural network techniques for pairwise word

prediction, and show how they can be used to tackle additional tasks, such as automated cognate

detection, or phylogenetic reconstruction. They test their approach on the NorthEuralex database

which provides large wordlists for about 100 languages from North Eurasia (Dellert et al. 2020).

Fourrier et al.  (2021) model  cognate prediction as a machine translation task, testing various

pairwise  and multilingual  settings,  based on bilingual  collections  of  cognate  sets  from three

Romance languages. Bodt and List (2022) predict reflexes from correspondence patterns for a

small dataset of 8 Western Kho-Bwa languages,  which form a subgroup of the Sino-Tibetan

language family. In contrast to other approaches, Bodt and List really tried to predict word forms,

since the forms they predicted had not yet been elicited in field work. Using the method for

correspondence  pattern  recognition  by  List  (2019b),  and  refining  the  automated  predictions

manually, Bodt and List first registered the predictions online (Bodt and List 2019), in order to

verify  them  through  additional  fieldwork  later.  Their  results  show  that  manually  refined

predictions were superior to automatic predictions, reaching an average accuracy of 76%. List et

al.  (2022)  extend  their  methodology  by providing  a  framework for  supervised  phonological

reconstruction  and reflex  prediction  that  allows  to  make  use  of  classification  methods  from

machine learning in order to assign a given (proto-)sound to a given correspondence pattern.

While supervised phonological reconstruction can be very useful when it comes to the creation

and curation  of  large  etymological  datasets,  the  methodology still  heavily  relies  on expert’s

previous assessment of cognates and proto-forms. Unfortunately, however, only a few attempts

have been made so far to infer proto-forms from cognate sets without relying on previously

annotated data. All attempts which have been made so far employ phylogenetic information in

order to reconstruct cognate word forms in a set of descendant languages step-by-step back to the

proto-language.  Bouchard-Côté  et  al.  (2013)  apply  stochastic  transducers  to  basic  words  in

Oceanic languages (Greenhill et al. 2008) in order to reconstruct word forms in Proto-Oceanic.

Comparing their results with expert reconstructions shows that their workflow works very well –

at least on Austronesian languages. Jäger (2019) applies ancestral state reconstruction techniques

(see Jäger and List 2018) to automatically aligned words from Romance languages taken from

the ASJP database (Wichmann et al. 2013). In contrast to the results obtained by Bouchard-Côté

et al. (2013), the results are, however, rather disappointing, which may specifically also result

from the fact that the results were compared against Latin, rather than Proto-Romance, the direct

ancestor  of  Romance  languages.  As  of  now,  none  of  the  proposed  methods  for  automated

unsupervised phonological reconstruction can deal with the fact that the sounds reconstructed for

proto-forms may well  not  be attested in  the descendant languages.  While  linguists  routinely

propose sounds that may be lacking in the descendant languages, based on their implicit

knowledge of correspondence patterns and sound change processes, computational methods that

employ varying techniques of ancestral state reconstruction cannot “invent” new sounds that they

have not seen before in the data. In order to overcome this problem in the future, scholars would

either  have  to  design  methods  which  learn  common  sound  change  processes  from  training

datasets, or they would have to turn to feature representations of sounds.

An additional task relevant for computational historical language comparison, which is typically

not mentioned in teh canonical literature on the comparative method, is the task of  inducing
sound laws that explain how proto-forms in the proto-language turn into forms in the descendant
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languages. As many tasks of the comparative method, sound law induction usually goes hand in

hand with phonological reconstruction: when scholars propose first proto-sounds for the major

correspondence patterns which they have inferred from their data, they will usually also check

how to explain how these proto-sounds would turn into the target  sounds in  the descendant

languages. Sound laws are typically represented in the form of a replacement rule, consisting of

the source sound, the target sound, and the conditioning context, quite similar in appearance and

formally identical with the replacement rules used in synchronic phonology (Hall and Klein

2011). Thus a rule like (1) describes that voiceless plosives [p], [t], and [k] become voiced in

intervocalic context, with x > y marking the change of the source into the target sound, the part

after the slash symbol marking the conditioning context, and brackets allowing to group sounds

into classes.

(1) [p t k] > [b d g] / [a e i o u] _ [a e i o u]

Although  sound  law  induction  plays  a  crucial  role  in  historical  language  comparison,  no

computational methods which could aid linguists working on the phonological reconstruction of

a proto-language have been proposed so far. Phonological reconstruction and sound law

induction are still mainly seen as an exclusively manual task that only humans can accomplish in

a satisfying manner. It is probably also for this reason that there have also been very few attempts

to create systems where scholars could encode their sound laws and apply them directly to their

data  (Hartmann  2003).  As  a  result,  most  phonological  reconstruction  systems,  although

extremely formal by nature, have never been formally tested on concrete data whether they

actually hold what they promise.

While concrete methods for sound law induction have not been developed so far, there have been

some attempts to learn sound laws from datasets consisting of proto-forms and their reflexes in

the descendant languages with the help of machine learning approaches (Cathcart 2020; Cathcart

and Wandl 2020), which are quite similar to the approaches used for supervised phonological

reconstruction (including specifically neural network models which process sequences) but try to

predict the descendant word forms from the proto-forms instead of predicting proto-forms from

descendant forms. While these approaches do not allow to induce concrete sound laws as the one

shown above in (1), they can be used to identify word forms whose sound change is hard to

model automatically.

5 Reconstruction of Etymological Scenarios

As  a  final  step  in  the  workflow,  Ross  and  Durie  (1996)  mention  the  publication  of  an

etymological dictionary. An etymological dictionary does not only consist in the publication of

proto-forms and their reflexes in the descendant languages, but should rather be understood as

the aggregation of all information on individual word histories which scholars could derive from

the investigation of the language family at hand and from external sources. This information can

best be labeled as an evolutionary scenario or an etymological scenario, which one may think of

as an individual phylogeny of the word family underlying an ancestral word reconstructed for the

proto-language, which we would call an etymon.

The etymological scenario would ideally include information on the phylogeny of the language
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family  at  hand  and  combine  this  information  with  information  on  the  morphological

development of the proto-form and also point to sound change processes which do not follow

strict sound laws. As a formal schema used to represent etymological scenarios, we can think of

word family trees and networks (Schweikhard and List forthcoming), which encode information

on  morphological  processes,  idiosyncratic  sound  change  processes,  processes  of  semantic

change, and processes of lateral transfer (borrowing). An etymological scenario in this sense is

close to the model of lexical filiation proposed by Gévaudan (2007), but while Gévaudan (2007)

deliberately  excludes  sound  change,  sound  change  idiosyncracies  would  still  be  seen  as  an

important aspect of etymological scenarios in the sense defined here (cf. Schweikhard and List

2020).

While no attempts have been made so far to infer etymological scenarios automatically, we can

find attempts to provide automated solutions for subtasks, such as the automated identification of

borrowings, or the reconciliation of word trees with language trees in order to find cases in

which  the  overall  evolution of  a  language family  would be inconflict  with the evolution  of

individual word families. Methods for automatic borrowing detection have received some

attention in the past, mostly because of the parallel with lateral gene transfer in biology, which

made the topic interesting for a broader reange of scholars from disciplines like bioinformatics,

computational linguistics, and natural language processing.

Automated  methods  for  borrowing  detection  can  be  roughly  divided  into  two  kinds  of

approaches,  phylogeny-based  approaches,  and  sequence-based  approaches  (List  2019a).

Phylogeny-based approaches try to identify borrowings by detecting conflicts between a set of

phylogenetic characters and a given reference phylogeny. They have been tested in a larger range

of approaches in different variatns (cf. Nelson-Sathi et al. 2011; List et al. 2014a; List et al.

2014b; Willems et al. 2016), but so far, only mixed results regarding their performance could be

reported (List 2019a). Sequence-based approaches on the other hand try to identify borrowings

from the direct comparison of words. Thus, Ark et al. (2007), Mennecier et al. (2016), and Zhang

et  al.  (2021) use methods for automatic phonetic alignment on language data from different

families, assuming that highly similar words from different language families reflect borrowings.

List  and Forkel  (2022)  expand this  method by providing a  workflow that  first  searches for

cognate sets inside language families and then tries to identify sets of borrowed words across

families. Although quite promising, these methods work only when data from different language

families are being compared. Hantgan and List (forthcoming) propose a workflow that contrasts

different cognate detection methods with each other, one method that tends to search for deep

cognates, taking regular sound correspondences into account,  and a method that searches for

similar words, ignoring regular sound correspondences, but they do not test the method on a gold

standard but apply it to investigate the origin of Bangime, a language isolate.

Not all cases in which individual word family evolution conflicts with the overall evolution of a

language family are due to borrowing and language contact. Due to different forms of linguistic

variation, individual patterns of lexical or morphological change may at times look as if they

conflict  with  the  overall  branching  patterns  of  a  language  family,  although they are  in  fact

perfectly compatible with it. This phenomenon, called incomplete lineage sorting in evolutionary

biology, has only recently gained the attention of scholars in historical linguistics (List et al.

2016;  Jacques  and  List  2019),  and  no  quantitative  approaches  to  handle  or  detect  the
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phenomenon  in  linguistic  data  has  been  proposed  so  far.  One  potential  way  to  address

phenomena of incomplete lineage sorting or – in a broader sense – various forms in which

individual patterns of word family evolution conflict with the overall evolution of a language

family, would consist in the application of methods by which word family histories are compared

with  language histories.  In  evolutionary  biology,  scholars  have  for  quite  some time applied

methods by which a  gene tree can be reconciled with a  species tree (Nakhleh 2013).  While

scholars have discussed the importance of applying similar methods in linguistics (Gray et al.

2007), and some attempts have been made to test the suitability of reconciling word trees with

language trees (Willems et al. 2016), the application of tree reconciliation methods in linguistics

is still in its infancy, and results have so far been largely disappointing (Köllner 2021). One of

the major problems lies in the analogy drawn between word trees in linguistics and gene trees in

evolutionary biology. While current approaches construct word trees with the help of techniques

for automatic sequence comparison, assigning cognate and non-cognate words to the same word

tree, it seems more fruitful to discuss improved ways to model word  family evolution, even if

these cannot yet be automatically inferred (Schweikhard and List forthcoming).

6 Open Problems

This overview of current computational methods that aid historical language comparison has

pointed to quite a few open problems which we hope could be tackled in the future. With respect

to the proof of genetic relatedness (§ 2), the major challenge for future research would consist in

the concrete comparison of various approaches and techniques which have been proposed in the

past. This would require to implement methods proposed in the past in software code and to test

the methods on unified data collections which offer a large number of related and unrelated

languages of different time depths. With such asystem in place, one could systematically test and

compare existing solutions by carrying out a detailed error analysis.

While cognate and sound correspondence pattern detection (§ 3) are already quite developed

tasks by now, which have made huge progress over the past two decades, additional challenges

relate to the detection of partial cognates even in those cases where no morpheme boundaries are

available, and the identification of cognate sets across concept slots. While initial methods for

partial cognate detection have been proposed (List 2016a), as well as methods for cross-semantic

cognate detection (Arnaud et al. 2017; Wu et al. 2020), the former require morpheme boundaries

to be known in advance, while the latter have not yet been rigorously tested.

Many  challenges  remain  to  enhance  current  approaches  to  phonological  reconstruction  and

sound law induction (§ 4). While supervised methods for phonological reconstruction seem to

work  fine,  unsupervised  methods  have  so  far  only  been  applied  to  language  families  with

reduced sound inventories, and none of the approaches proposed so far is able to reconstruct

sounds which are not attested in at least one of the descendant languages. While implicitly used

in a couple of approaches that test how well descendant forms can be predicted from proto-

forms, sound law induction has so far been largely ignored by the field.

In order to improve the reconstruction of etymological scenarios (§ 5), not only methods for the

automated  detection  of  borrowings  need  to  be  enhanced,  but  also  new  approaches  to  tree
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reconciliation  in  historical  linguistics  need  to  be  developed.  With  respect  to  methods  for

automated borrowing detection, it would be very interesting to see if it is possible to identify

borrowings based on irregular sound correspondences. While this technique is widely used in

classical  historical  language  comparison,  it  has  not  yet  been  applied  in  computational

framewords. With respect to tree reconciliation methods, it seems that the first crucial step that

linguists would have to make is to find a good linguistic analogon of gene trees or gene family
trees in biology. Only if word trees or word family trees can be defined in a meaningful way, one

can start to discuss the application of tree reconciliation methods in comparative linguistics.

7 Conclusion

In this  overview, we have tried to briefly outline some of the major aspects of the classical

comparative method for historical language comparison, which scholars have tried to automatize

in the past years and decades. While many problems are still unsolved, and many challenges

remain, it is probably fair to say that quite some progress has been made during the past two

decades. Given the speed with which computational methods in historical linguistics advance at

the moment, we can expect that quite a few interesting new approaches will be developed in the

nearer future.
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