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Abstract Person re-identification aims at automati-

cally retrieving a person of interest across multiple non-

overlapping camera views. Because of increasing de-

mand for real-world applications in intelligent video

surveillance, person re-identification has become an im-

portant computer vision task and achieved high per-

formance in recent years. However, the traditional re-

search mainly focuses on matching cropped pedestrian

images between queries and candidates on commonly

used datasets and divided into two steps: pedestrian de-

tection and person re-identification, there is still a big

gap with practical applications. Under the premise of

model optimization, based on the existing object detec-

tion and person re-identification, this paper achieves a

one-step search of the specific pedestrians in the whole

images or video sequences in the actual application sce-

nario. The experimental results show that our method

is effective in commonly used datasets and has achieved

good results in real-world applications, such as finding

criminals, cross-camera person tracking, and activity

analysis.
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1 Introduction

Person re-identification(ReID), as an instance-level recog-

nition problem, aims at automatically matching a tar-

get person with a gallery of pedestrian images and video

sequences by multiple non-overlapping cameras, which

is considered sub problem of image retrieval. Due to the

increasing demand for real-world applications in intelli-

gent video surveillance and public safety, ReID has be-

come an important task in the field of computer vision,

and has drawn a lot of attention from both academia

and industry in recent years.

Depending on the improvements of deep learning

and the release of many large-scale datasets, many ReID

models have been proposed and have achieved high per-

formance in the past years. For example, in 2020, Fas-

tReID [1] has achieved the best performance on Mar-

ket1501 96.3% (90.3%), DukeMTMC-reID 92.4% (83.2%)

and MSMT17 85.1% (65.4%) datasets at rank-1/mAP

accuracy, respectively.

However, compared with face recognition, under dif-

ferent cameras, ReID is challenging due to the signif-

icant differences and changes of viewpoint, resolution,

illumination, obstruction, pose of person, etc. The tra-

ditional ReID research is mainly carried out through

experimental verification and evaluation on commonly

used datasets, which are independent of detection and

only focus on identification. In other words, the query

process of ReID is divided into two steps: pedestrian

detection and person re-identification.

As shown in Fig. 1(a), some sample ReID results

are obtained by the method of OSNet [2] on Markket-

1501. The images in the first column are the query

images used to match with manually trimmed pedes-

trians in the second column existing dataset(gallery).

The gallery set contains a large number of pedestrian
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(a) Traditional ReID research, match with manually cropped
pedestrians in the existing datasets.

(b) ReID in the real-world application, search a person from
the whole scene images or videos.

Fig. 1 Comparison between traditional ReID research and
ReID in the real-world application

images that are manually cropped in advance, while

the retrieved images are sorted according to the simi-

larity scores from left to right in the third column. The

green font means correct match, the red font and the

images in red rectangles indicate the false match. That

is, the traditional ReID research mainly focuses on the

matching between the query images and the candidate

cropped pedestrian images.

However, as shown in Fig. 1(b), in the real-world

scenarios, the goal of ReID is to find a target person

in a gallery of images or videos which come from mul-

tiple non-overlapping cameras. Compared with tradi-

tional ReID research, its purpose is to search a person

from the whole scene images or videos instead of match-

ing them with manually cropped pedestrians in the ex-

isting dataset, which is meant for video surveillance and

public safety applications.

This paper contributes a complete process for a prac-

tical ReID system to achieve a one-step specific pedes-

trian searching from the whole images or video sequences

obtained by cameras distributed in different locations.

The experimental results show that our method is not

only effective in commonly used datasets and achieves

good results in practical application scenarios.

2 RELATED WORK

2.1 Pedestrian detection

Pedestrian detection, as an example of object detection

technology, aims to determine whether there are pedes-

trians in images or videos captured by the camera. As

shown in Fig. 1, pedestrian detection can be regarded

as a key step of ReID. As described above, in the tra-

ditional ReID research, the main task of many works

published on top conferences is to match with manu-

ally cropped pedestrians in the existing dataset, which

are usually the pedestrian images obtained from videos

through manual annotation or detection algorithms in

advance. Such as Deformable Part Model (DPM) [3]

and Faster R-CNN [4] are the commonly used off-the-

shelf pedestrian detectors to Market-1501 and MSMT17

ReID datasets, respectively.

In the real-world application, pedestrians in the im-

ages or videos should be detected and screened out first,

and then the ReID is used to identify the specific per-

son. In recent years, object detection algorithms based

on deep learning have been proposed successively and

have achieved significant practical applications, such as

image classification, image segmentation, etc. Current

state-of-the-art object detection algorithms with deep

learning can divide into two major categories: One is

two-stage detectors, such as R-CNN, a pioneering two-

stage object detector proposed by Girshick et al. [5]

in 2014, and its variants Fast R-CNN [6] and Faster

R-CNN, etc. The other is one-stage detectors, such as

Redmon et al. [7] developing a real-time detector called

YOLO (You Only Look Once) in 2016, and its variants

YOLOv3 [8], and so on.

2.2 Person re-identification

As a follow-up process of pedestrian detection, ReID

is a pedestrian classification problem, that is, given a

pedestrian to be detected, find all the pedestrian images

in different camera scenes. In 2014, Li et al. [9] intro-

duced CNN to ReID for the first time, using the FPNN

network (Filter paring neural network) to train and get

True or False by comparing two patches to determine

if a pair of input images belong to the same ID.

In general, the ReID method based on deep learning

usually includes three steps. The first step is to train the

classification network on the training set. The pedes-

trian ID number in the training set is the number of

network categories. Then, after the network converges,

the output of full connected layers is used as the feature

representation. The last step is to calculate Euclidean

distance and judge their similarity of all image features.
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Table 1 Statistics of some commonly used datasets for ReID

Dataset Years Identities Images Eval.　

VIPeR 2007 632 1,264 CMC
CUHK03 2014 1,467 13,164 CMC
Market-1501 2015 1,501 32,668 C&M
DukeMTMC 2017 1,812 36,411 C&M
MSMT17 2018 4,101 126,441 C&M
SYSU-30k 2020 30,000 29606,918 C&M

Therefore, the research of ReID based on deep learning

is mainly divided into two parts: representation learn-

ing and metric learning.

At present, a number of datasets for image-based

and video-based ReID have been released. VIPeR [10],

the first dataset used for ReID, was published in 2007.

CUHK03 [9], the first dataset large enough for train-

ing deep learning models was released in 2014. Besides,

the commonly used datasets include Market-1501 [11],
DukeMTMC-reID [12] and MSMT17 [13], etc. In 2020,

Wang et al. [14] released a large-scale ReID dataset

SYSU-30k. This dataset contains 30,000 identities and

a total of 29606,918 images, which is equivalent to 30

times that of ImageNet. The basic description of some

commonly used datasets for ReID is shown in Table 1,

images include training, test set (gallery) and query,

C&M means both CMC and mAP are evaluated.

The statistics of paper submissions on ReID pub-

lished in top-tier computer vision conferences (CVPR,

ICCV/ECCV) show that ReID has attracted more and

more attention and has become a topical research in

computer vision in recent years. For example, in 2020,

there were 34 and 18 papers published on CVPR and

ECCV, respectively. Although numerous ReID datasets

and algorithms have been proposed, the performance on

these benchmarks has improved substantially. However,

the existing ReID benchmarks and algorithms mainly

focuses on matching cropped pedestrian images between

queries and candidates, and there is still a significant

gap between the problem setting itself and real-world

applications.

3 PROPOSEED APPROACH

3.1 Overall framework

Like any advanced algorithm, the ultimate goal of ReID

research needs contribute to practical application. In

2014, Xu et al. [15] took the first step in this work. They

introduced the problem of person search to the com-

munity, and proposed a sliding window searching strat-

egy based on pedestrian detection and person match-

ing scores. However, the performance is limited by the

Fig. 2 Complete process for a practical ReID system, includ-
ing Pedestrian detection and ReID

handcrafted features, and the sliding window frame-

work is not scalable. Subsequently, in 2017, Xiao et

al. [16,17] proposed a new deep learning framework

for person search. Instead of breaking ReID down into

two separate tasks-pedestrian detection and person re-

identification, an Online Instance Matching(OIM) loss

function is proposed to train the network to close the

gap between traditional ReID method and real applica-

tion scenarios. However, in the implementation process,

it need to design a pedestrian proposal net, identifica-

tion net and a large-scale and scene-diversified person

search dataset, respectively, to train the network in a

multitasking way, which also has certain limitations in

practical applications.

Similar to what the author described in previous

works [18], the purpose of this paper is to achieve a

one-step search for specific pedestrians in the scene im-

ages and videos captured by different cameras, and the

complete process in a practical ReID system is shown
in Fig. 2. The system includes two parts, pedestrian de-

tection, and ReID. Unlike the traditional ReID method,

the proposed system aims to combine pedestrian detec-

tion and ReID to perform one-step pedestrian detection

and search, the biggest advantage of which is effectively

and directly using the existing pedestrian detection and

ReID models.

3.2 Model selection and optimization

First of all, as described in section 2.1, there are many

high-performance object detection algorithms for the

pedestrian detection model. After comparison and anal-



4 Miaomiao Zhu et al.

Table 2 Comparison with the state-of-the-art methods on
imaged-based ReID datasets in recent years, i.e., the Market-
1501 and DukeMTMC dataset

Methods Years
Market-1501 DukeMTMC
Rank1 mAP Rank1 mAP

PCB [19] 2018 92.3 77.4 81.8 66.1
BNNeck [20] 2019 94.5 85.9 86.4 76.4
OSNet [2] 2019 94.8 84.9 88.6 73.5
FastReID [1] 2020 96.3 90.3 92.4 83.2

Fig. 3 The pipeline of our used strong ReID baseline

ysis, YOLOv3, as one of the most popular real-time

object detection algorithms, has a high detection ef-

fect and speed. For example, it is 1000 times faster

than R-CNN and 100 times faster than Fast R-CNN.

Therefore, we use the COCO dataset, containing more

pedestrians and VOC dataset for joint training based

on the YOLOv3, and implement it based on Keras in

this paper. The related works have been done in pre-

vious papers, and now the weight file after training is

used directly.

For the ReID model, the numerous performances

have also been improved substantially in recent years.

Some state-of-the-art algorithms published in CVPR,

ICCV, and ECCV top conferences during 2018-2020 are

listed in Table 2. Compared with many works, BNNeck

[20] is found to have the best performance acquired by

global features in all ReID works. At the same time,

none of the existing ReID models addresses Omni-scale

feature learning. OSNet [2] can well capture the local

discriminative features, and it is also the key to over-

coming the challenges of the ReID work. Therefore,

in the part of ReID model, it is mainly implemented

by combining BNNeck and OSNet. Followed those two

open-source as our standard baseline, the strong ReID

pipeline baseline used in this paper is shown in Fig. 3.

As shown in Fig. 3, similar to most of the existing

ReID models, we adopt the ResNet-50 [21] as our basic

CNN model. During the training stage, we initialize the

ResNet-50 with pre-trained parameters on ImageNet

and change the dimension of the fully connected layer to

Fig. 4 The implementation of proposed a real-world appli-
cation ReID system

N, which denotes the number of identities in the train-

ing dataset. Simultaneously, to enhance the generaliza-

tion ability of the ReID model, we use the training sets

of three datasets, Market-1501, DukeMTMC-reID, and

MSMT17, to form a new dataset called Market-7414

dataset. It contains a total of 7,414 identities. Simul-

taneously, GAN method is used to expand the dataset

[22]. All the naming of the new dataset is consistent

with Market-1501 dataset.
Finally, after optimization, the ReID model used

in this paper achieves the best performance (95.7%)

on Market1501 at rank-1 accuracy. Here, we will not

go into the details of the model optimization. The key

point of the method designed in this paper is that the

latest model with good performance can be used at any

time.

3.3 Combination of pedestrian detection and Person

re-identification

After selecting and optimizing the pedestrian detection

and ReID models respectively, we start to combine the

two models to build a one-step person search system.

Finally, the implementation of our proposed real-world

application ReID system is shown in Fig. 4.

As shown in Fig. 4, the query process is divided into

three steps. Firstly, use the ReID model to extract fea-

tures for the query set. Secondly, use the pedestrian

detection algorithm YOLOv3 to detect pedestrians in

the images or videos sequence in the gallery set. Then,
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Fig. 5 Experiment on commonly used image-based ReID
datasets (A part of the output results)

use the ReID model to extract features for all pedestri-

ans detected in the image or video. Finally, calculate the

similarity of the distance between the query and gallery

set, match the results, make the candidate pedestrians

images with a smaller distance (or higher similarity) as

search results, and then output them in the terminal

and specified folder.

In the code implementation part, load the pedes-

trian detection and ReID models directly that have

been trained in advance and remove the training part

of the two source codes. Only the inference code has re-

tained the inference to determine whether the person is

the one to be retrieved. The ultimate goal is to achieve

a one-step person search from the whole scene images

or videos.

4 EXPERIMENTS

4.1 Experiments on commonly used datasets

First of all, we evaluate our proposed method on the

commonly used benchmark datasets, including three

image-based ReID datasets, i.e., Market-1501, DukeMTMC-

reID, MSMT17, and one video-based dataset, MARS,

respectively. Some sample retrieval results are shown in

Fig. 5.

When experimenting on Market-1501, we directly

select an image in the query set (without changes the

file name) as the query image randomly. We then use

the testing set (also without changes the file name)

as a candidate pedestrian library (gallery) for one-step
person retrieval. But when experimenting on MSMT17

dataset, we can randomly select one image from any

camera as the query set in the testing set and use the

rest of the images to form the gallery set. Before query-

ing, the file name of images in the query set needs to

be modified and strictly consistent with the Market-

1501 dataset, while the gallery set does not need to be

modified.

Finally, many test results show that the average ac-

curacy of a single query on the commonly used ReID

datasets surpasses 90%, and we can conclude that our

proposed method can be further applied to find specific

pedestrians in practical application scenarios.

4.2 Experiments in real-world scenery

To further verify the effectiveness of our proposed method

in actual application scenarios, three cameras are placed

in different locations to obtain video clips containing

different poses and viewpoints of multiple pedestrians,

including the basis pre-processing such as cropping the

videos as required, converting videos into images (at

intervals 5 frames) and so on. Finally, our gallery set

contains 1,318 images and 3 videos in total, and the file

name is consistent with Market-1501 dataset.
In our setting, the query task of ReID is divided

into two classes, image-based and video-based. Specif-

ically, the first step is to give an original scene image

or video containing the pedestrian to be retrieved. The

second step is to crop a specific person from the original

scene images or videos (from any image in the gallery

set). The third step is to save the cut pedestrian im-

age in the query set. Here, the image’s file name to

be retrieved in the query set must be strictly consis-

tent with the Market-1501 dataset. Then, use the ReID

model to extract the query set’s features, including the

normalization of the query features. The last step is

to output the results, including pedestrian detection,

features extraction, and normalization for each original

image and video sequence in the gallery set, and per-

form distance similarity with the query set one by one.

Finally, some gallery images contain the target person

labeled by bounding boxes (random use of one color).

The search results are output through two channels in

real-time. One is the file output in the specified folder,

and the other is the terminal information. Some sample

retrieval results are shown in Fig. 6 and Fig. 7, respec-

tively.
We all know that the interclass (instance/identity)

variations are typically significant due to the changes

in camera viewing conditions. Different cameras may
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Fig. 6 Experiment in real-world application scenario, the search results come from gallery multiple non-overlapping cameras

Fig. 7 Terminal display results of one-step person search

present different styles. The second row of Fig. 6 shows

the retrieved pedestrian’s original input images under

different camera viewpoints, background clutter, hu-

man poses, resolution, etc. To improve the efficiency

of the retrieval, the image can be retrieved one by one,

while the video can be retrieved every few frames. We

can conclude that our proposed method has achieved

good results in practical application scenarios through

many samples and experiments. However, we can also

see that occlusion and resolution are the two most im-

portant factors affecting the retrieval results’ accuracy.

Simultaneously, as shown in Fig. 7, the images in the

gallery set are retrieved one by one, and the video that

has been cut in advance is also retrieved frame by frame.

Moreover, we can obtain the retrieval results informa-

tion of all the files in the gallery set in real-time, includ-

ing the image or video file name, the distance value of

the detected pedestrians, a total of several pedestrians

were detected, and the time spent.

As far as we know, ReID has broad application prospects

and needs in the field of intelligent video surveillance

and public safety in real-world scenarios. The method

proposed in this paper improves the availability of multi-

camera monitoring, such as public security criminal in-

vestigation, finding criminals, and cross-camera person

tracking, etc.

5 CONCLUSION

In this paper, compared with the traditional research

that divides the problem of ReID into two steps: pedes-

trian detection and ReID, a novel and complete practi-

cal ReID system is designed to achieve a one-step search

of the specific pedestrians in images or video sequences

in actual application scenarios. For images and video

sequences obtained by cameras distributed in different

locations, given a person-of-interest to be queried, our

method’s goal is to search a person from the whole scene

images or videos directly instead of matching them with

manually cropped pedestrians in the existing dataset.

Finally, the experimental results show that our method

is effective in commonly used datasets and has achieved

good results in practical application scenarios.
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In future work, the research will continue to achieve

end-to-end ReID, including improving query speed and
accuracy. Meanwhile, it is found that the current ReID

model will not work when the clothes change. The re-

search is mainly concentrated on short-term scenarios.

In order to meet the need for real-life, it urgently needs

to consider the more complex variability. The problem

of clothes changes in real-world scenarios and perform-

ing real-time pedestrian detection and query on mobile

devices will be the main research directions and content

of our future work.
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