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Abstract: 

 

In this study, we seek to reduce parameter uncertainty in groundwater modeling systems, 

particularly in reactive transport models, by quantifying effective field-scale longitudinal 

dispersivity using anthropogenic environmental tracers. We generate synthetic aquifer 

fields and model transport of atmospheric tracers and test whether tracers can be used to 

determine an effective aquifer-scale dispersion coefficient. We generate synthetic 

datasets by simulating transport of chlorofluorocarbons (CFC11, CFC12, CFC113), 

sulfur-hexafluoride (SF6) and tritium (3H) with input functions derived from known 

atmospheric concentrations, through a three-dimensional, stochastic, heterogeneous 

synthetic aquifer developed using sequential Gaussian simulation using the PFLOTRAN 

reactive transport model. Flux-averaged concentrations calculated from model output are 

used as synthetic observation datasets to calibrate effective dispersivity for simplified 

homogeneous models with the PEST parameter estimation software. Tracer-derived 

effective dispersivity values are compared with theoretical and empirical values 

reasonable for our stochastic structure. We assess the ability of our homogenous model 

with tracer-derived effective dispersion coefficients to reproduce transport of a synthetic 

contaminant through the heterogeneous 3D field with two new boundary conditions. The 

ratio of CFC11/SF6 displays less than a 10% difference between the full (4.12m) and 

single-time (4.43m) series derived effective dispersivity. The ratio of CFC12/SF6 displays 

less than a 10% difference between the full (4.09m) and single-time (4.43m) series value. 

While all tracer-derived values from both the full-time and single-time series (1.96 m to 

10.75 m) were within reason compared to the theoretically and empirically derived values 

(1.01 m to 5.32 m), dispersivity values derived from CFC11/SF6 and CFC12/SF6 for the 

full and single-time series display quantitatively smaller residuals compared to our 

heterogeneous truth model for our new boundary conditions. Our results indicate that 

environmental tracers can be useful in estimating effective dispersion coefficients for 

reactive transport models over longer length and time scales than traditional applied 

tracer studies. This new method of utilizing multiple environmental tracers over a limited 

time series could be an easy, inexpensive, and effective solution in quantifying field-scale 

longitudinal dispersivity and reduce parameter uncertainty in groundwater/contamination 

transport models. 
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1. Introduction 

 

Understanding how groundwater and dissolved solutes propagate through an 

aquifer system due to complex subsurface heterogeneous structure is critical in developing 

models that more accurately simulate subsurface systems. The main source of uncertainty 

within all groundwater transport models is in the implementation of parameter values that 

accurately characterize the system (Gupta et al., 2012). Because the exact complexity of 

any subsurface system is unknown, parameter values are often assumed and rarely 

quantified at the required resolution. Beginning with the conceptual model of the system 

and continuing through the numerical analysis, these assumptions underlie all resulting 

model simulations and developed conclusions. A systematic way to reduce parameter 

uncertainty in any model is to collect as much information as possible about the system 

that is trying to be reproduced (Bredehoeft, 2005).  

 Many transport models use an implementation of the advection-dispersion equation 

that takes into account advection, mechanical dispersion and diffusion (Sudicky, 1988). 

Hydrodynamic dispersion is the combined effect of unknown, random fluctuation in 

groundwater velocity (mechanical dispersion) and molecular diffusion. This dispersion 

parameter is essential in describing how solutes spread due to heterogeneity and associated 

variation of groundwater velocity and is assumed to be a unique property of geologic 

mediums (Bear and Bachmat, 1967). Transport of solutes in the subsurface displays 

variations in flow velocity due to this heterogeneity and these migration pathways are 

important in developing a more complete understanding of contaminant migration 

transport (Novakowski et al., 1985).  

There are three main methods to quantify longitudinal dispersivity: lab-scale core 

injection tests, field-scale injection tests and field-scale quantification of heterogeneity 

through analytical solutions and stochastic analysis. The largest disparity between these 

methods is the scale at which they are performed. Field-scale dispersivity investigations 

find dispersivity values that are several orders of magnitude larger than lab-scale values 

for the same porous material (Gelhar et al., 1992). Packed, structured porous columns fail 

to adequately represent full field heterogeneities due to inconsistent parameterization as a 

function of distance (Khan and Jury, 1990). Core scale laboratory dispersion experiments 
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cannot be used to measure field-scale dispersivity values because dispersivity values 

increase with transport distance in groundwater systems (Gelhar et al., 1992; Pang and 

Hunt, 2001)  

In field-scale injection tracer experiments, a known concentration of tracer is 

injected, and the concentration tracked throughout the site over spatial and temporal scales 

of interest. Injection and monitoring well installation, field-site access or regulations, and 

the time involved to perform tracer testing are prohibitive and lead to small-scale site 

experimentation to infer large-scale site characteristics. Injection tracers experiments are 

limited to small-scale site experiments, can be subject to error due to insufficient  

monitoring points, are limited by the amount of time the experiment can be conducted, 

often only quantify short flow path lengths, and are very expensive to run (Sudicky and 

Illman, 2011). 

Environmental tracers are natural or anthropogenic compounds that are globally 

distributed in the Earth’s hydrologic cycle, and their concentrations within subsurface 

systems can be used to determine pathways and time cycles of environmental processes 

(Cook, 2000).  An ideal tracer is mobile and soluble, whose movement is not strongly 

retarded by the aquifer matrix, has known atmospheric concentrations and has a well-

known input history (event markers) (Cook, 2000). These environmental tracers are 

ambiently applied to the natural system globally in all subsurface settings due to the 

hydrologic cycle at known times and move through all subsurface systems as a function of 

longitudinal dispersivity. Environmental tracers are currently implemented to quantify 

aquifer parameters such as vertical and horizontal flow velocities, historical changes in 

solute and contaminant loads to systems, estimation of solute transport velocities, 

measurements of timescales for subsurface chemical reactions, and determination of mean 

groundwater ages through different numerical modeling techniques  (Zhang, 1996; Cook, 

2000; Leray et al., 2012; Chambers et al., 2018). To date, directly measured CFC and SF6 

concentrations are not currently utilized to constrain longitudinal dispersivity. CFC and 

SF6 tracer concentrations are ideal for measuring longitudinal dispersivity values due to 

their long-term input at known rates over large temporal and spatial scales into groundwater 

systems through the hydrologic cycle, exhibit low solubility in water, and move through 

global groundwater systems as a function of longitudinal dispersivity. 
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Tritium has proven to be a useful environmental tracer to quantify longitudinal 

dispersivity at the field scale because it forms part of the water molecule, travels with 

groundwater and is present in groundwater that is younger than 60 years old (Jensen et al., 

1993; Gardner et al., 2011) . The distribution of 3H  over time on a flat-laying delta of the 

Sturgeon River in Sturgeon Falls, Ontario, Canada was used to quantify groundwater 

recharge rates and longitudinal dispersion values over short flow lengths near the water 

table by solving 1 and 2 dimensional models to create synthetic 3H distributions and 

varying the parameter of dispersivity in order to minimize the error between simulated and 

observed data (Robertson and Cherry, 1989). The Canadian Forces Base Borden site is 

home to the best-known hydrodynamic dispersion experiment to constrain dispersivity 

parameters and observe contaminate plume migration in a shallow alluvial aquifer system. 

Through a series of tritium (3H) sampling, injection tracer experiments, one-dimensional 

advection-dispersion simulations, and comparison of observed data to synthetic 

geostatistical modeling, longitudinal dispersivity values were quantified (Egboka et al., 

1983; Sudicky, 1988).  The hydrodynamic dispersion parameter values that gave the least 

error between the observed and modeled data are in the range of approximately 30 – 60 

meters (Egboka et al., 1983).  Large-scale horizontal transport parameters were estimated 

in a sandy aquifer in Denmark quantified by fitting 3H breakthrough curves with analytical 

advection dispersion models  (Jensen et al., 1993). All three experiments used a time series 

of tritium concentrations, with peak concentrations of tritium being introduced into the 

system from hydrogen bomb testing in the 1950’s and 1960’s (Figure 1). Tritium has a 

half-life of 12.3 years and the anthropogenically introduced concentrations from bomb 

testing is almost completely decayed out of our system, which implies that other 

environmental tracer techniques would be useful (Cook, 2000).   

 

In this work, we quantify longitudinal dispersivity by using a suite of environmental 

tracer concentrations and compare observed tracer-derived dispersivity values to 

dispersivity values calculated from theoretical and empirical equations. We develop a new 

method of using CFCs and SF6 concentrations and concentration ratios of CFC11 and 

CFC12 over SF6 to constrain a field scale value of longitudinal dispersivity. This new 

method of using these ratios mimics a distinct concentration peak analogous to the tritium 
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concentrations that are naturally decaying out of subsurface systems. We then assess the 

ability of tracer-derived longitudinal dispersivity values to predict contaminant transport. 

This work improves our understanding of the influence of subsurface heterogeneities on 

contaminant fate and transport, develops a new implementation of environmental tracer 

concentrations, and develops transport models simulating real-world subsurface 

characteristics to make better forecasts of groundwater contaminant transport fate.  

 

2. Research Question & Hypothesis 

 

Research Question: 

 Can multiple environmental tracer concentrations (e.g., 3H, CFCs and SF6) sampled 

a limited number of times quantify effective longitudinal dispersivity in groundwater 

systems? 

 

Hypothesis: 

 We hypothesize that incorporating a suite of environmental tracer concentrations 

sampled over limited spatial and temporal scales directly into reactive transport models can 

be used to quantify field-scale values of longitudinal dispersivity and reduce parameter 

uncertainty.  

• Properties of environmental tracers are ideal for evaluating this hypothesis because 

they are ubiquitously applied globally to the natural system through the hydrologic 

cycle. 

• The most up-to-date atmospheric concentrations of these tracers can be obtained 

through NOAA. 

• Environmental tracers introduced to subsurface systems through the hydrologic 

cycle function as a long-term injection tracer test moving through the aquifer 

systems as a function of longitudinal dispersivity.  

 

3. Theory 

Solute transport equations 



 5 

 The classic model for solute transport in subsurface systems is the 

advection-dispersion equation. This equation encompasses the processes of advection, 

molecular diffusion, and mechanical dispersion. The advection-dispersion equation for 3D 

transport is: 

𝜕𝐶

𝜕𝑡
= [𝐷𝑥  (

𝜕2𝐶

𝜕𝑥2
) +  𝐷𝑦  (

𝜕2𝐶

𝜕𝑦2
) +  𝐷𝑧  (

𝜕2𝐶

𝜕𝑧2
)] – [𝑉̅ (

𝜕𝐶

𝜕𝑥
) + 𝑉̅ (

𝜕𝐶

𝜕𝑦
) + 𝑉̅ (

𝜕𝐶

𝜕𝑧
)] −  𝐾𝐶 

( 1 ) 

where x, y, and z are the distance along a streamline with respect to the input zone, t is 

time, C is concentration, D (x, y, z) are the coefficients of hydrodynamic dispersion with 

respect to their spatial component of flow velocity, V is the average linear groundwater 

velocity, and K is the radioactive decay constant for a given tracer (Bear, 1972).  

 The coefficient of hydrodynamic dispersion is defined in Cartesian tensor notation 

as: 

𝐷𝑖𝑗 
̅̅ ̅̅  =  𝛼𝑖𝑗𝑘𝑙

𝑣𝑘  𝑣𝑙

|𝑣|
 +  𝐷𝑚 ,

′  𝑖, 𝑗, 𝑘, 𝑙 =  1, … 𝑛𝑑 

( 2 ) 

where  𝐷𝑖𝑗 
̅̅ ̅̅  is the coefficient of hydrodynamic dispersion, 𝛼𝑖𝑗𝑘𝑙 is the dispersivity of the 

porous medium (a fourth-order tensor), 𝑣𝑘  and 𝑣𝑙 are the spatial components of flow 

velocity, 𝑛𝑑 is the number of spatial dimensions, 𝐷𝑚 
′ is the coefficient of diffusion in a 

porous medium, 𝐷𝑚 , over the effective porosity, ne, and |𝑣| is the magnitude of  the 

velocity vector (Ingebritsen and Sanford, 1998). The dispersivity coefficient contains 81 

components in three-dimensional space, but symmetry properties, even in the case of an 

anisotropic porous medium, will reduce the number of components to 36 (Konikow and 

Grove, 1977). For an isotropic porous medium, the number of dispersion coefficients can 

be defined by two constants, both described in units of length (Ingebritsen and Sanford, 

1998). The first coefficient is longitudinal dispersion,  𝛼𝐿 , which describes the dispersivity 

of a porous medium parallel to groundwater flow (Scheidegger, 1961). The second 

coefficient is transverse dispersivity, 𝛼𝑇, which describes the dispersivity of a porous 

medium transverse to the direction of groundwater flow (Scheidegger, 1961). Transverse 

dispersivity can be further broken down into horizontal transverse dispersivity that 

describes spreading in the horizontal direction perpendicular to horizontal flow, and 
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vertical dispersivity due to the effect of heterogeneity in the vertical direction, but both 

horizontal and vertical transverse dispersivity are commonly assumed as the same 

coefficient (Bear and Bachmat, 1967). The value of horizontal transverse dispersivity can 

be considered as one order of magnitude lower than longitudinal dispersivity, and the 

vertical transverse dispersivity can be considered two orders of magnitude lower than 

longitudinal dispersivity (Gelhar et al., 1992).  The coefficient of hydrodynamic dispersion 

can be decomposed further as: 

𝐷𝑥  =  𝛼𝐿 𝑉̅ + 𝐷∗ 

( 3 ) 

where 𝛼𝐿 is the longitudinal dispersivity and 𝐷∗ is the coefficient of molecular diffusion 

for the specific chemical species in the porous medium (Egboka et al., 1983). Longitudinal 

dispersivity (𝛼𝐿 ) is the key parameter that describes the local variations in the velocity 

field of a solute in groundwater systems in the direction of flow, and is a fundamental 

parameter needed for defining transport of groundwater contaminants.  

 Richards’ equation is used to describe groundwater flow in single phase, variably 

saturated systems and can be described as:  

𝑅 =  
𝜕

𝜕𝑡
(𝜃𝜌𝑤) + ∇ ∗ 𝑝𝑤𝑞𝑤 

𝑞𝑤 =  
−𝑘𝑘𝑟

𝜇
∇(𝑃 −  𝜌𝑤𝑔𝑧) 

( 4 ) 

where 𝑅 is the internal water source or sink (L/T), 𝜌𝑤 is the density of water (M/L3), P is 

the fluid pressure (F/L2), 𝑘 is the intrinsic permeability of the porous medium (L2), 𝜇 is the 

viscosity of water (M/L/T), 𝑔 is the gravitational constant (L/T2), z is the vertical height 

above a reference datum (L), and 𝑘𝑟 is the relative permeability. For fully saturated 

conditions, as is the case in this paper, Richards’ equation reduces to the conventional 

groundwater flow equation.  

 

Stochastic conductivity field 
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 This study presents a geostatistical numerical simulation approach for the 

characterization of a stochastic conductivity field. One of the most widely used algorithms 

for simulating regionalized variables has been sequential Gaussian simulation (SGS) due 

to the algorithm’s simplicity and flexibility (Safikhani et al., 2017).  In this study, the 

hypothetical heterogenous porosity and permeability were realized using an unconditional 

SGS. Unconditional SGS honors the given estimates overall mean, variance, and 

correlation lengths which represents the strength and direction of the relationship between 

variables. SGS is commonly used on gridded coordinate systems and generates realizations 

of z(ui ) of a regionalized Gaussian random field at a discrete set of locations {u1, …,un} 

by iteratively sampling a value at each location ui (Nussbaumer et al., 2018). With a zero-

mean random field, SGS can be described as (Nussbaumer et al., 2018): 

𝑧(𝒖𝑖) =  ∑ 𝜆𝑗(𝒖𝑖)𝒛

𝒊−𝟏

𝒋=𝟏

(𝒖𝑗) +  𝜎𝐸(𝒖𝑖)𝑈𝑖,         ∀𝑖 = 1, … , 𝑁 

( 5 ) 

where 𝜆𝑗 : 𝑗 = 1, … , 𝑛 are the kriging weights, 𝜎𝐸  is the kriging standard deviation, and 𝑈𝑖 

is a value sampled from the standard Gaussian random variable.  

 

Empirical and theoretical equations 

Simple methods of estimation to determine a constant apparent or effective 

dispersivity value have been developed to describe field-scale longitudinal dispersivity as 

a function of travel distance (Lovanh et al., 2000). A common lumped estimation of 

dispersivity is based on observations that longitudinal dispersivity values increase with the 

overall scale or travel distance (Gelhar, 1993). A straight line fit through the origin to 

estimated values of dispersivity vs. length scale of transport shows a slope of 0.1; thus, the 

apparent longitudinal dispersivity can be estimated as one tenth the characteristic length of 

transport: 

𝛼𝐿   =  0.1 ∗  𝐿 

( 6 ) 
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where L is the characteristic length of transport (Gelhar, 1993). A secondary method of 

estimating longitudinal dispersivity characterizes the scale effect of dispersion through 

fractal analysis excluding data at scales greater than 3500 m (Neuman and Zhang, 1990). 

The derived empirical relationship for dispersivity is: 

𝛼𝐿   =  0.0176 ∗  𝐿1.46 

( 7 ) 

where L is the characteristic length of transport for scales of L less than or equal to 100 

meters (Neuman and Zhang, 1990).  For values of L larger than one hundred meters, the 

longitudinal dispersivity derived empirical relationship is:  

𝛼𝐿   =  0.32 ∗  𝐿0.83 

( 8 ) 

More recent work from Gelhar et al (Gelhar et al., 1992) suggests that longitudinal 

dispersivity will reach an asymptotic value at large flow regimes with several methods 

being developed to estimate longitudinal dispersivity from these observations. An 

empirical relationship that describes this relationship from Xu & Eckstein is: 

𝛼𝐿   = 0.83(𝑙𝑜𝑔10(𝐿)2.414 

( 9 ) 

where L is the characteristic length of transport (Xu and Eckstein, 1995). This method is 

used by the Environmental Protection Agency for estimating field-scale values of 

longitudinal dispersivity  (EPA 2013, 2011).  

(Schulze-Makuch, 2005) collect dispersivity data from 109 different authors for 

several types of porous media obtained from laboratory tests, in-field injection tracer tests 

and plume modeling. From this collection of data, a scaling relationship of longitudinal 

dispersivity was derived, which includes a factor of the geologic media: 

𝛼𝐿   = 𝑐(𝐿)𝑚 

( 10 ) 

where 𝛼𝐿   is the longitudinal dispersivity, c is the mean porosity of the geologic medium, 

L is the characteristic length of transport, and m is the scaling exponent (Schulze-Makuch, 

2005). The assumption of a single value of longitudinal dispersivity based solely on a 

characteristic transport length adds a source of significant uncertainty as it fails to consider 

site specific heterogeneity characteristics.  
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The longitudinal dispersivity in a three-dimensional aquifer can be derived from 

stochastic analysis of the permeability structure of our simulated heterogenous, statistically 

anisotropic field where mean groundwater flow is parallel to bedding. For the stratified 

condition where correlation lengths λ1, λ2 >> λ3 where (Gelhar and Axness, 1983): 

𝐴11 ≅  
𝜎𝑓

2𝜆1

𝜋2𝛾2
∭

𝑟∗𝑢3
2𝑑𝑢1𝑑𝑢2𝑑𝑢2

(𝑟∗
2𝑢3

4 +  𝑢1
2)(1 +  𝑢2)2

∞

−∞

 

( 11 ) 

 

𝑟∗ =  𝛼𝑇𝜆1/𝜆3
2 

( 12 ) 

where 𝛼𝑇  is the transverse dispersivity, 𝜆1 is the correlation length in the mean direction 

of flow (x direction), 𝜆2 is the correlation length in the mean direction of flow (y 

direction), and 𝜆3 is the correlation length normal to mean direction of flow (z direction). 

This integral, evaluated asymptotically for small and large values of 𝑟∗, yields the 

equations to calculate our theoretical values of longitudinal dispersivity (Gelhar and 

Axness, 1983):  

 

𝛼𝐿   =
1.311𝑟∗

1
2𝜎𝑓

2𝜎3
2

𝛾2𝛼𝑇        
      𝑟∗ >> 1 

( 13 ) 

𝛼𝐿   = ( 
𝜎2 ∗  𝜆

𝛾2
)(1 − 𝑟∗)     𝑟∗ ≪ 1 

( 14 ) 

𝛾 =
𝑞

𝐾𝑙 ∗ 𝐽𝑙
 

( 15 ) 

where 𝑟∗ is calculated using equation 12, 𝛼𝑇 is the transverse dispersivity, 𝜎2 is the variance 

of the log-transformed hydraulic conductivity, q is the mean modeled Darcy flux obtained 

from the synthetic heterogeneous aquifer output file, 𝐾𝑙 is the calculated log-transformed 

hydraulic conductivity, and 𝐽𝑙 is the hydraulic gradient defined in our boundary conditions.  
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Environmental tracers and the flux-averaged concentration equation 

Tritium (3H) is a radioisotope of hydrogen produced in both natural and 

anthropogenic processes. 3H concentrations show a distinct peak in their atmospheric 

concentrations due to hydrogen bomb testing in the 1950’s and 1960’s (Figure 1), and have 

been used to characterize groundwater samples with a maximum age of approximately 60 

years (Suckow, 2014).  Chlorofluorocarbons (CFC-11, CFC-12) and sulfur-hexafluoride 

(SF6) are used to date relatively young groundwater (Zuber et al., 2005). CFC production 

began in the early 1940’s with CFC-11 and CFC-12 used mainly for refrigeration and air-

conditioning  (Kagabu et al., 2017). Production of SF6 began in the 1950s and was mainly 

used for its electrical and thermal insulation properties (Chambers et al., 2018). All 

environmental tracers were introduced into the environment and are subsequently a part of 

the hydrologic cycle (Chambers et al., 2018). SF6 atmospheric concentrations are 

monotonically increasing, while CFC atmospheric concentrations are on the decline since 

the implementation of the Montreal Protocol first signed in 1987 (Figure 1). Atmospheric 

concentrations over time for all environmental tracers for both the northern and southern 

hemispheres are readily available for public use through the National Oceanic and 

Atmospheric Administration (NOAA).  
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 We calculated the flux-averaged concentration for the environmental tracers 

CFC11, CFC12, SF6, tritium, and the ratios of CFC11/SF6 and CFC12/SF6 as our 

observational datasets for inversion modeling. Flux-averaged concentration  quantifies the 

solute mass crossing a surface within a specified time interval normalized by the velocity 

field (Shapiro and Cvetkovic, 1988): 
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𝐶𝑓
̅̅ ̅ =

∯ 𝐶 ∗ (𝑞 ⋅ 𝑛)𝑑𝑆

∯(𝑞 ⋅ 𝑛)𝑑𝑆
 

where 𝑞 is the Darcy flux, 𝑛 is the vector normal to the surface, and 𝐶 is the resident 

concentration. We calculate 𝐶𝑓 in our numerical model as: 

 

𝐶𝑓
̅̅ ̅ =  

∑ (𝐶𝑖 ∗ 𝑄𝑖)𝑖

∑ 𝑄𝑖𝑖
 

( 16 ) 

where 𝐶𝑖 is the concentration of the 𝑖𝑡ℎ cell along the plane and 𝑄𝑖 is the discharge normal 

to the plane of the 𝑖𝑡ℎ cell.  

 

4. Methods 

Conceptual model  

Synthetic aquifers allow us to control errors in observations, all boundary 

conditions, domain geometry and groundwater velocity. Simplified synthetic aquifers 

allow us to mimic typical in-field groundwater system studies where a simplified 

representation of an aquifer, which lacks the full description of the true heterogeneous 

permeability distribution, is calibrated based on a limited number of site observations. A 

3D heterogenous synthetic confined aquifer with dimensions of 100m x 100m x 10m, was 

gridded at 1m x 1m x 1m. No-flow boundaries were applied on the top and bottom with 

groundwater flow from east to west, and a head gradient set to 0.01 m/m on the west and 

east boundaries. A fully screened well over the full length of the z direction, 10 m (Figure 

3), was placed at the center at 50 m in the x direction and 50 m in the y direction.  

 A 3D homogeneous synthetic confined aquifer used in model calibration was 

developed with dimensions of 100m x 100m x 10m, gridded with 1m x 1m x 1m grid 

blocks. Boundary conditions for this homogeneous model are identical to the 3D 

heterogeneous model. This simplified 3D model was used for model calibration.  
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Historic atmospheric CFC11, CFC12, SF6 and 3H concentrations from 1940 to 2021 

were obtained from NOAA (“NOAA Global Monitoring Laboratory - Halocarbons and 

other Atmospheric Trace Species”) and aqueous phase concentrations were calculated 

using Henry’s Law at a temperature of 25 ͦ C, 1 atm of pressure, and no addition of excess 

air (Aeschbach-Hertig et al., 2000). A zero gradient transport boundary condition only 

allows advective solute flux out of the domain, was applied to the eastern discharge 

boundary. No mass transport conditions were assigned to the remaining boundaries. These 

concentrations were applied to the western boundary in groundwater flow and were 

assumed to be non-sorbing and chemically inert, which is reasonable for these tracers 

(Cook, 2000).  

 

Heterogeneity modeling – sequential Gaussian simulation  

 Geostatistical simulation was used to develop the 3D heterogeneous, stochastic 

porosity and permeability fields. Sequential Gaussian simulation (SGSIM) was 

implemented using the open-sourced software SGSIM functionality from the Geostatistical 

Software Library, GSLIB, software package. Porosity is a key control on the permeability 

due to larger pores resulting in larger pathways for groundwater fluids to travel through. 

The unconditional 3D heterogeneous porosity field was developed using a mean porosity 

of 0.18, a standard deviation of 0.05 and a correlation length of 10 m in the x direction, 10 

m in the y direction, and 5 m in the z direction. The 3D heterogeneous permeability truth 

field was developed conditionally from the porosity field using a log-normal permeability 

distribution with a mean of 10-13 m2, one order of standard deviation and a correlation 

length of 10 m in the x direction, 10 m in the y direction, and 5 m in the z direction. To 

verify a positive correlation between porosity and permeability we performed least squares 

regression between the two parameters, calculated their R2 value and developed a 

scatterplot to visualize the linear relationship.  

 

Groundwater flow and transport modeling 



 14 

 Steady-state groundwater flow and transient transport of all  concentrations through 

synthetic aquifers were conducted using the PFLOTRAN reactive transport software 

(Hammond et al., 2012; Gardner et al., 2015). The PFLOTRAN software is a scalable, 

parallel, multiphase, multicomponent, non-isothermal reactive flow and transport code that 

solves the advection-dispersion equation using fully implicit, integral finite technique 

(Hammond et al., 2012). PFLOTRAN was run in Richards’ mode solving for single-phase 

variably saturated groundwater flow and mass transport using the advection-dispersion (eq. 

2) and Richards’ equations (eq.4). For all synthetic heterogeneous models, longitudinal and 

transverse dispersivity were set to zero. Key parameter values used in the synthetic aquifer 

simulation are presented in Table 1.  

 

Table 1. Table of model parameters for the heterogeneous and homogeneous synthetic 

aquifers. 
  

 

 

 Simulations of the environmental tracers through the heterogenous aquifer were 

performed in two steps. 1) To generate initial conditions, constant concentration boundary 

conditions of pre-anthropogenic environmental tracer concentrations were applied to the 

west boundary for 106 years to reach steady state. 2) The steady state model was then 

restarted and the historical, anthropogenic environmental tracer concentrations over a 

period of one hundred years were applied to the west boundary. The decay constant for 3H 

Parameter Value Unit Description 

3H𝑡 ½ 12.3287 year Tritium half-life 

k 10−13 m2 Mean Permeability 

n 0.18 - Mean Porosity 

ω 0.5 - Tortuosity 

Dm 10−9 - Molecular Diffusion Coefficient 
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was set to 12.3287 years, and the subsurface production of both 3H and SF6 was neglected 

for this study (Cook, 2000).  

 

Calibration data 

 Environmental tracer concentrations used in the calibration datasets were generated 

from a PFLOTRAN forward model run parameterized with the 3D synthetic heterogenous 

permeability field. The environmental tracers CFC11, CFC12, SF6 and 3H were determined 

from a fully screened well located at the center of the heterogenous synthetic aquifer 

running the full z direction (10 m) of the 3D model. The transient environmental tracer 

concentrations were simulated throughout the full numerical domain with a full simulation 

time of one hundred years. Flux-averaged concentrations were calculated (eq. 16) for the 

individual tracers and the ratios of CFC11 and CFC12 over SF6.  

 

Model calibration 

  Automated model calibration was used to estimate best-fit longitudinal dispersivity 

values for the homogeneous model constrained to the different environmental tracer flux-

averaged concentration observation datasets. Flux-averaged concentrations of the 

individual environmental tracers, including the ratios of CFCs/SF6, were used to perform 

independent model calibrations of longitudinal dispersivity for two time series. The first 

time series represented samples obtained from the full run of one hundred years. The 

second time series was a single flux-averaged concentration series representative of 2021. 

The observation dataset was directly compared to the simplified model simulation results.  

 Model calibrations were implemented using the open source Parameter Estimation 

software (PEST) package (Doherty and Hunt, 2010). The objective of PEST and inverse 

modeling was to find the optimal set of parameters that provides the minimum value of the 

weighted least-squares residual objective function. PEST considered longitudinal 

dispersivity ranging from 0.001 m to 110 m to find the best parameter set that represents 

the physical behavior of the truth model. Observation datasets required a choice of 

observation weights, which is an inherently subjective process (Doherty, 2007) ,which 
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controls the contribution of the observation to the objective function. Here, a constant 

weight of 1 was assigned to all observations in the dataset so that no single observation 

dominated the objective function and that all flux-averaged environmental tracer 

concentrations in the observation datasets imparted equal influence on the calibration  

(Doherty, 2007). Tracer-derived longitudinal dispersivity values for the full time series 

were reported along with the 95% confidence interval, where the single time series only 

reports a single derived value.  

 

TEST – Synthetic contaminant with new boundary conditions 

 We assess the ability of tracer-derived longitudinal dispersivity to predict 

independent contaminant transport by simulating transport of a synthetic contaminant 

through the heterogeneous 3D synthetic flow field with two different inlet boundary 

conditions: a pulse inlet boundary condition and step-function boundary condition. Both 

boundary conditions were applied at the west boundary of the steady state heterogenous 

synthetic aquifer.  

 A pulse input of the synthetic contaminant represents a boundary condition where 

a mass of the chemical was added instantaneously at x = 0 with a short injection time. The 

initial contaminant concentration was set to zero at time t = 0. This pulse injection was 

analogous to the injection of tritium in our aquifer system. The pulse boundary condition 

is (Singh et al., 2011):  

𝑐(𝑥, 𝑡) = 0; 𝑥 ≥ 𝑥0, 𝑡 = 0 

𝑐(𝑥, 𝑡) =  {
𝑐𝑜;  0 < 𝑡 <  𝑡0 , 𝑥 =  𝑥0

0;  𝑡 >  𝑡0,                   𝑥 =  𝑥0
 

 A step-function input of the synthetic contaminant assumes that the concentration 

in the synthetic aquifer prior to the introduction of the solute is zero. The step-function 

injection of the contaminant is more like the long-term addition of CFCs and SF6 in our 

aquifer system. The boundary conditions represented by the step-function are (Correa, 

1988): 

𝑐(𝑥, 0) = 0     𝑥 ≥ 0 
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𝑐(0, 𝑡) =  𝑐0     𝑡 ≥ 0 

𝑐(∞, 𝑡) = 0     𝑡 ≥ 0 

 We varied the values of longitudinal dispersivity in our homogenous models using 

the values calculated from the theoretical equation (eq. 12 & 14), empirical equations (eq. 

6-10), and the optimized values obtained from the PEST model calibrations from both the 

full-time and single-time series. We calculated the flux-averaged concentrations (eq. 16) 

of the synthetic contaminant from the same fully screened well located at the center of the 

heterogeneous and homogeneous aquifers. 

 

Breakthrough curves, misfit plots, and Pearson’s Chi-squared goodness of fit test  

 We evaluate the ability of our 3D homogeneous model with tracer-derived, 

empirical, and theoretical longitudinal dispersivity values to fit the synthetic contaminant 

breakthrough curves of concentration over time using breakthrough curve matching and 

misfit plots. Here we match breakthrough curves of the flux-averaged concentration, and 

the time of arrival at our fully screened well (Li, 2011).  

 We simulated breakthrough curves for both the step and pulse contaminant flux-

averaged concentrations for the truth model and all values of empirically, theoretically, and 

tracer-derived (full-time and single-time series) longitudinal dispersivity. We then 

calculated the residual misfit and plotted a data misfit scatter plot of the value of 

dispersivity on the x axis and misfit value on the y axis to evaluate which values of 

longitudinal dispersivity best fit the true observation dataset. The following equation was 

used to calculate the misfit for all models:  

𝑒 = ∑(𝑦𝑖 − 𝑦̂𝑖)2

𝑛

𝑖=1

 

( 17 ) 

where e is the misfit, 𝑦𝑖 is the observed model value and 𝑦̂𝑖̂ is the ith predicted model 

value.  
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 We used Pearson’s Chi-squared goodness of fit test to assess how well the 

observed data fit correspond to the observed (truth) model. The chi-squared goodness of 

fit test was designed for the following hypothesis: 

 

H0: The observed model fits the expected model; there is no significant difference 

between the observed and expected values. 

 

Ha: The observed model does not fit the expected model; there is a significant difference 

between the observed and expected values.  

 

The following equation was used to calculate the chi-squared value for all time points: 

𝜒2 =  ∑
(𝑂𝑖 − 𝐸𝑖)

2

𝐸𝑖

𝑘

𝑖=1

 

( 18 ) 

where 𝑂𝑖 is the observed value and 𝐸𝑖 is the expected value for all time points. The chi-

squared test statistic follows a chi-square distribution with (k – c) degrees of freedom 

where k is the number of values in each array and c is the number of parameters for the 

distribution + 1. The null hypothesis is rejected if: 

𝜒2 > 𝜒2
1−𝛼,𝑘−𝑐

 

( 19 ) 

where 𝜒2
1−𝛼,𝑘−𝑐

 is the chi-squared critical value with k – c degrees of freedom and 

significance level α. For this study α was set to 0.05, k was determined from the number 

of flux-averaged values in each array and c was set to 2. We calculated the chi-squared 

values for all models and compared the calculated chi-squared values to the chi-squared 

critical values. If the test statistic was lower than the critical value, we fail to reject the 

null hypothesis that the observed models fit the expected model. If the test statistic was 

higher than the critical value, we rejected the null hypothesis and determined that the 

observed models did not fit the expected model.  

 

5. Results 

 

Heterogeneous 3D Synthetic Aquifer  
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 A histogram of the log permeability values from the SGS for the 3D heterogeneous 

model is given in Figure 2. The distribution of log permeability values is unimodal, which 

confirms a Gaussian distribution, centered at a median of 10-13 m, with values ranging from 

10-13 to 10-9, and a standard deviation of one. A histogram from the SGS simulation for the 

porosity values (Figure 2) displays a Gaussian distribution with a slight right-hand skew. 

The values of porosity are centered at the median of 0.18, with values ranging from 0.1 to 

0.28 with an interquartile range of 0.02 (Figure 3).  

  

 

Figure 2 – Histogram of the log permeability values from the 3D heterogeneous synthetic 

aquifer.  
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Figure 4 – Histogram of the porosity values from the 3D heterogeneous synthetic aquifer. 

Figure 3 – Scatter plot of porosity on a linear scale against permeability on a 

logarithmic scale with a least squares’ regression line.  
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 Figure 4 is a scatter plot of the simulated porosity values compared to the simulated 

log permeability. Log permeability was correlated with porosity; as the porosity increased, 

the permeability also increased showing a strong linear relationship (R2 = 0.83).  

A visualization of the 3D heterogeneous synthetic aquifer (Figure 5) shows the true 

permeability distribution on a log scale. The values of permeability range from 3.9 x 10-19 

to 1.3 x 10-9 m2. The figure also displays the simulated location of the fully screened well 

used to extract all flux-averaged concentrations.  

 

Figure 5 – True permeability field for the 3D synthetic aquifer model created using SGS 

and a log-normally distributed prior. Figure shows a simulation of the fully screened well 

at the center of the synthetic field running the full z direction of 10 m.  

 

Theoretical and Empirically Derived Longitudinal Dispersivity 

 The theoretical longitudinal dispersivity value of 3.19 m was calculated using 

equations 12 and 14. The value of the variance of the log transformed hydraulic 

conductivity was 1, the correlation length in the mean direction of flow in the x direction 

was 10 m, the average modeled Darcy flux from the steady-state heterogeneous aquifer 

was 0.62 m/yr, and the calculated Darcy flux from the log-transformed hydraulic 

conductivity and hydraulic gradient was 0.35 m/yr. The empirical values of longitudinal 

dispersivity were calculated from equations 6, 7, 9, and 10. A length value, L, of 50 m was 
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used in these equations corresponding to the location of the fully screened well in the 

synthetic aquifer in the x direction. The five different calculations estimated the value of 

dispersivity to be anywhere from 1.01 m to 5.32 m.  

 

Table 2 – Empirically and theoretically derived values of longitudinal dispersivity with 

their respective equations.  

Theoretical & Empirical 

Dispersivity 

Calculation – 50m length Dispersivity (meters)  

Gelhar, 1993 𝛼𝐿   =  0.1 ∗  𝐿 5.00 

Neuman & Zhang, 1990 𝛼𝐿   =  0.0176 ∗  𝐿1.46 5.32 

Xu & Eckstein, 1995 𝛼𝐿 = 0.83(𝑙𝑜𝑔10(𝐿))
2.414

 2.98 

Schulze-Makuch, 2005 𝛼𝐿   = 0.18(𝐿)1.46 1.01 

Gelhar & Axness, 1983 

(Theoretical)  
𝛼𝐿   =

𝜎2 ∗ 𝜆

𝛾2  
3.19 

   

 Table 3 shows the values of longitudinal dispersivity, and their 95% confidence 

intervals, derived from PEST optimizations from the full time series from a single, 

specified, environmental tracer and the ratios of CFC11/SF6 and CFC12/SF6. The tracer-

derived values from the full-time series optimizations are between 2.03 m to 4.38 m with 

SF6 having the lowest and CFC11 having the highest, respectively. We observe that the 

tracer-derived value from tritium at 4.19 m is slightly higher than the derived values for 

CFC11/SF6 and CFC12/SF6 at 4.12 and 4.10, respectively  

 

Table 3 – Full-time series tracer-derived values of longitudinal dispersivity from PEST 

inversions.  

Tracer - Full Time Series Optimization Results - 

Dispersivity (meters)  

95% CI 

lower limit 

95% CI 

upper limit 

CFC11   4.38 3.47 5.28 

CFC12   3.58 2.61 4.54 
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3H   4.19 3.70 4.68 

SF6   2.03 1.79 2.27 

CFC11/SF6   4.11525 4.00 4.24 

CFC12/SF6   4.08558 3.91 4.26 

 

 Tracer-derived values of longitudinal dispersivity optimized from a single-time 

concentration dataset representative of 2021 are shown in Table 4. The 95% confidence 

intervals are not applicable from a single observation dataset PEST inversion. Tracer-

derived values of longitudinal dispersivity are between 1.96 m to 10.75 m with the lowest 

and highest values being derived from the SF6  and CFC11 concentrations, respectively.  

 

Table 4 – Single-time series (2021) tracer-derived values of longitudinal dispersivity 

from PEST inversions.  

Tracer - Single Time Series, 2021 Optimization Results - Dispersivity (meters)  

CFC11   10.75 

CFC12   7.26 

3H     5.89 

SF6   1.96 

CFC11/SF6   4.42 

CFC12/SF6   4.37 

 

 

 The clustered bar graph in Figure 6 displays the calculated and optimized values 

of longitudinal dispersivity. The full-time series and single-time series tracer-derived 

values are in red and blue, respectively. The theoretical and empirically derived values 

are in yellow and green, respectively. Values of longitudinal dispersivity derived from 

theoretical and empirical calculations are estimated to be from 1.01 m to 5.32 m. Tracer-

derived values from the full time series are between 2.03 m to 4.38 m, and the tracer-

derived values from the 2021 time series are between 1.96 m to 10.75 m.  
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Figure 6 – Clustered bar graph of longitudinal dispersivity values with their 

respective sources.  
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Analysis of step function boundary condition breakthrough curves, misfit plots, and 𝝌𝟐 

 The breakthrough curves for values of dispersivity derived from theoretical and 

empirical calculations are shown in Figure 7. We observe the models with dispersivity from 

Gelhar and Neuman & Zhang overlap each other throughout the plot with an arrival time 

of 5 years and the curves consistently sit just above the truth model. The model with 

dispersivity from Xu & Eckstein and the theoretical calculation overlap each other 

throughout the figure with an arrival time later than the truth model around 8 years. These 

curves follow the truth model until the 25-year mark where the concentrations increased 

above the truth model and remain higher throughout. The Schulze-Makuch model displays 

the latest arrival time around 9 years. This curve intersects the truth model at about the 25-

year mark. At around 40 years, this curve increased above all other curves and displays a 

maximum concentration at approximately 65 years.  

 Figure 8 displays the breakthrough curves modeled using longitudinal dispersivity 

values derived from the full time-series. All breakthrough curves, excluding SF6, display 

an initial arrival time of the synthetic contaminant at around 5 years. These plots overlap 

throughout following the truth model until about approximately 15 years where 

concentrations remain consistently above the truth model. The SF6-derived model initial 

concentration arrives at the 9-year mark. These concentrations remain below the truth 

model until approximately 22 years where it then intersects the truth model and continues 

to steadily increase above all models with a maximum concentration at approximately 75 

years. 
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Figure 7 – Breakthrough curves for the step function inlet boundary condition displays 

the flux-averaged contaminant concentration for the synthetic contaminant on the y-axis 

and time in years on the x-axis. Curves represent the heterogeneous truth model (dark 

blue dashed line) and the models with values of longitudinal dispersivity from the 

theoretical or empirically derived calculations.  
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Figure 8 - Breakthrough curves for the step function inlet boundary condition displays 

the flux-averaged contaminant concentration for the synthetic contaminant on the y-axis 

and time in years on the x-axis. Curves represent the heterogeneous truth model (dark 

blue dashed line) models with values of longitudinal dispersivity derived from the full-

time series.  
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 The breakthrough curves for values derived from the single-time series are shown 

in Figure 9. We observe the first concentration arrival from the CFC11 tracer-derived value 

at 3 years with the concentrations above the truth model throughout, and a maximum 

concentration at approximately 62 years. The concentrations from the CFC12-derived 

model remain consistently higher than the truth model with an initial breakthrough at 

approximately 5 years and a maximum concentration of approximately 80 years. The SF6-

Figure 9 - Breakthrough curves for the step function inlet boundary condition displays 

the flux-averaged contaminant concentration for the synthetic contaminant on the y-axis 

and time in years on the x-axis. Curves represent the heterogeneous truth model (dark 

blue dashed line) and models with values of longitudinal dispersivity derived from a 

single-time series representative of 2021.  
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derived model displays an arrival time at the 9-year mark and remains lower than the truth 

model until the 20-year mark where the concentrations match the truth model briefly before 

they increase above all other models at about 40-years. CFC11/SF6, and CFC12/SF6 

derived modeled concentrations overlap each other throughout the plot with an 

approximate arrival time at 8 years. We observe these ratio-derived models to sit just above 

the truth model where at approximately 15 years the concentrations diverge above the truth 

model with a maximum concentration around 75 years. The tritium-derived model follows 

above the ratio-derived models throughout the plot. At approximately 38 years, this model 

intersects the ratio-derived models where concentrations remain lower than the ratio-

derived models and display a maximum concentration around 80 years.  

 

Figure 10 – Step function, full-time series misfit plot displaying the misfit value on the y-

axis and the tracer-derived, theoretical, and empirical values of longitudinal dispersivity 

(m) on the x-axis.  
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 The misfit plot in figure 10 addresses the misfit quantification of the residuals for 

dispersivity values estimated using the full time series. The largest misfit was from 

Schulze-Makuch with a misfit of 0.167. There is no large statistical difference in the misfit 

values for the CFC12 ratio, CFC11 ratio, tritium, and the empirically calculated values 

from Gelhar and Neuman. All misfit values from these sources of dispersivity are between 

0.130 and 0.135.  

   

 

 

Figure 11 – Step function, single-time series misfit plot displaying the misfit value on the 

y-axis and the tracer-derived, theoretical, and empirical values of longitudinal dispersivity 

(m) on the x-axis. 
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 The misfit plot in figure 11 addresses the misfit quantification for dispersivity 

values estimated using the single time series. The largest misfit was for dispersivity from 

CFC11 with a misfit of 0.172, and Schulze-Makuch with a misfit of 0.167. We again see 

that the best-fit misfit values between 0.130 and 0.135 come from the tracer-derived values 

of dispersivity for the CFC11 ratio, CFC12 ratio, tritium, Neuman and Gelhar.  

  

Table 5 – Step function, full-time series chi-squared goodness of fit values. 

Longitudinal Dispersivity Source  χ2 

Theoretical Calculation - 3.19 m 2.6 x 10-2 

Gelhar - 5.0 m 2.9 x 10-2 

Neuman & Zhang - 5.32 m 3.2 x 10-2 

Xu & Eckstein - 2.98 m 2.7 x 10-2 

Schulze-Makuch - 1.01m 5.4 x 10-2 

CFC11, Full Time Series - 4.38 m 2.5 x 10-2 

CFC12, Full Time Series - 3.57 m 2.5 x 10-2 

Tritium, Full Time Series - 4.19 m 2.5 x 10-2 

SF6
, Full Time Series - 2.03 m 3.7 x 10-2 

CFC11 ratio, Full Time Series - 4.12 m 2.5 x 10-2 

CFC12 ratio, Full Time Series - 4.09m  2.4 x 10-2 

 

 Table 5 displays the values of the chi-squared goodness of fit test (equations 18 & 

19) to determine how well the observed models for values dispersivity derived from the 

full-time series, and theoretical and empirically derived values, fit our observed truth 

model. The critical chi-squared value is 44.99 with 31 degrees of freedom. The chi-squared 

test statistic for all models fails to reject the null hypothesis, and there is no significant 

difference between each of the observed models.  
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Table 6 - Step function, single-time series chi-squared goodness of fit values. 

Longitudinal Dispersivity Source  χ2 

Theoretical Calculation - 3.19 m 2.6 x 10-2 

Gelhar - 5.0 m 2.9 x 10-2 

Neuman & Zhang - 5.32 m 3.2 x 10-2 

Xu & Eckstein - 2.98 m 2.7 x 10-2 

Schulze-Makuch - 1.01m 5.4 x 10-2 

CFC11, Single Time Series - 10.75 m 2.3 x 10-1 

CFC12, Single Time Series - 7.26 m 6.7 x 10-2 

Tritium, Single Time Series - 5.89 m 3.9 x 10-2 

SF6, Single Time Series - 1.96 m 3.7 x 10-2 

CFC11 ratio, Single Time Series - 4.43 m 2.5 x 10-2 

CFC12 ratio, Single Time Series - 4.37 m  2.5 x 10-2 

 

 Table 6 displays the values of the chi-squared goodness of fit test (equations 18 & 

19) to determine how well the observed models for values dispersivity derived from the 

single-time series, and theoretical and empirically derived values, fit our observed truth 

model. The critical chi-squared value is 44.99 with 31 degrees of freedom. The chi-square 

test statistic for all observed models fails to reject the null hypothesis, and there is no 

significant difference between individual observed models.   

 

Analysis of pulse input boundary condition breakthrough curves and misfit plots 

 The breakthrough curves from the theoretical and empirically derived values are 

shown in Figure 12. Breakthrough curves with dispersivity derived from Gelhar and 

Neuman & Zhang overlap continuously and display an initial arrival time congruent with 

the truth model around 5 years. These models followed above the truth model until about 

the 47-year mark, where they cross and dip below the truth model. Models with dispersivity 

values from Xu & Eckstein and the theoretical calculation overlap throughout the plot with 

an arrival time around 15 years and a peak concentration around 25-years. At the 55-year 
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mark they decline below the truth model where they remain. The model with dispersivity 

from Schulze-Makuch displays the slowest arrival time at about 8 years but displays the 

largest concentration peak at about 30 years.  

 The breakthrough curves from the full-time series of tracer-derived values are 

shown in Figure 13. Excluding SF6, all models initially follow the truth model with the 

contaminant arrival time around 4 years. We observe these models overlapping throughout 

the plot, diverge from the truth model around 12 years and display a peak concentration 

approaching 25 years. The plots continue above the truth model until around the 52-year 

mark where they dip and persist beneath the truth model. The SF6 tracer-derived model 

shows a delayed arrival time after the truth model at around 7 years. Concentrations remain 

below the truth model until around the 17-year mark where they rapidly increased above 

the truth model followed by a concentration peak at around 30 years. Concentrations 

remain above the truth model until it converges with the truth model around 57 years.  
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Figure 12 - Breakthrough curves for the pulse inlet boundary condition. Curves represent 

the heterogeneous truth model (dark blue dashed line) and the simplified homogenous 

models using values of longitudinal dispersivity derived from theoretical and empirical 

calculations. The top righthand legend displays the tracer-derived source, value of 

longitudinal dispersivity in meters, and their associated color in the plot. 
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Figure 13- Breakthrough curves for the pulse inlet boundary condition displays the flux-

averaged contaminant concentration for the synthetic contaminant on the y-axis and time 

in years on the x-axis. Curves represent the heterogeneous truth model (dark blue dashed 

line) and the models using values of longitudinal dispersivity derived from the full-time 

series.  
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Figure 14- Breakthrough curves for the pulse inlet boundary condition displays the flux-

averaged contaminant concentration for the synthetic contaminant on the y-axis and time 

in years on the x-axis. Curves represent the heterogeneous truth model (dark blue dashed 

line) and models using values of longitudinal dispersivity derived from the single-time 

series representative of 2021.  

 The breakthrough curves for the 2021-time series of tracer-derived values are 

shown in Figure 14. We observe the first arrival time of the contaminant around 2 years 

from the model with dispersivity derived from CFC11 with a peak concentration at around 

13 years. The CFC11 derived model crossed the truth model around the 30-year mark. The 

CFC12 derived curve displays the second arrival of the synthetic contaminant around 4 

years with a peak concentration at around 25 years and intersects with the truth model 

around 37 years. The SF6-derived model displays the latest arrival time around 7 years, 

intersects with the truth model around 19 years before it reaches a peak concentration at 31 

years. SF6-derived concentrations continue above the truth model until around the 57-year 

mark where the model intersects then declines below the truth model. We observe the 
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curves from the derived values for CFC11/SF6 and CFC12/SF6 overlap continuously 

throughout the plot. The concentrations for these models follow the truth model for the first 

12 years before increasing above the truth model and display a peak contaminant 

concentration at approximately 27 years. Declining concentrations intersect with the truth 

model for a final time around 55 years. We observe the tritium-derived model above the 

CFC11/SF6 and CFC12/SF6 curves before reaching a peak concentration around 22 years. 

This model converged with the truth model around 37 years and intersects the truth model 

around 42 years.  

  

Figure 15 – Pulse inlet boundary condition, full-time series misfit plot displaying the misfit 

value on the y-axis and the tracer-derived, theoretical, and empirical values of longitudinal 

dispersivity (m) on the x-axis.  
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 The misfit plot in figure 15 addresses the misfit quantification of the residuals for 

dispersivity values estimated using the full-time series. The largest misfit was for 

dispersivity from Schulze-Makuch with a misfit of 0.009. Tracer-derived values for the 

four cases: CFC11, tritium, CFC11 ratio, and CFC12 ratio display the best-fit with a misfit 

of 0.0040, 0.0041, and 0.0041, respectively. 

 

Figure 16 - Pulse inlet boundary condition, 2021 single-time series misfit plot displaying 

the misfit value on the y-axis and the tracer-derived, theoretical, and empirical values of 

longitudinal dispersivity (m) on the x-axis.  

 The misfit plot in figure 16 addresses the misfit quantification of the residuals for 

dispersivity values estimated from the 2021 single-time series. The CFC11-derived and the 

empirically calculated Schulze-Makuch values of dispersivity displays the largest misfit 

with a value of 0.0136 and 0.0901, respectively. CFC11 and CFC12 ratio-derived values 

display the best fit with a misfit of 0.0040.  
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Table 7 – Pulse inlet, full-time series chi-squared goodness of fit values. 

Longitudinal Dispersivity Source  χ2 

Theoretical Calculation - 3.19 m 4.0 x 10-3 

Gelhar - 5.0 m 2.0 x 10-3 

Neuman & Zhang - 5.32 m 3.0 x 10-3 

Xu & Eckstein - 2.98 m 4.0 x 10-3 

Schulze-Makuch - 1.01m 1.1 x 10-2 

CFC11, Full Time Series - 4.38 m 2.0 x 10-3 

CFC12, Full Time Series - 3.57 m 3.0 x 10-3 

Tritium, Full Time Series - 4.19 m 2.0 x 10-3 

SF6
, Full Time Series - 2.03 m 7.0 x 10-3 

CFC11 ratio, Full Time Series - 4.12 m 2.0 x 10-3 

CFC12 ratio, Full Time Series - 4.09m  2.0 x 10-3 

 

Table 7 displays the values of the chi-squared goodness of fit test (equations 18 & 

19) to determine how well the observed models for values dispersivity derived from the 

full-time series, and theoretical and empirically derived values, fit our observed truth 

model. The critical chi-squared value is 46.19 with 32 degrees of freedom. The chi-square 

test statistic for all observed models fails to reject the null hypothesis, and there is no 

significant difference between the individual observed models. 

 

Table 8 – Pulse inlet, single-time series chi-squared goodness of fit values. 

Longitudinal Dispersivity Source  χ2 

Theoretical Calculation - 3.19 m 4.0 x 10-3 

Gelhar - 5.0 m 2.0 x 10-3 

Neuman & Zhang - 5.32 m 3.0 x 10-3 

Xu & Eckstein - 2.98 m 4.0 x 10-3 

Schulze-Makuch - 1.01m 1.1 x 10-2 

CFC11, Single Time Series - 10.75 m 9.9 x 10-2  

CFC12, Single Time Series - 7.26 m 1.1 x 10-2 

Tritium, Single Time Series - 5.89 m 4.00 x 10-3 

SF6, Single Time Series - 1.96 m 7.0 x 10-3 

CFC11 ratio, Single Time Series - 4.43 m 2.0 x 10-3 

CFC12 ratio, Single Time Series - 4.37 m  2.0 x 10-3 
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Table 8 displays the values of the chi-squared goodness of fit test (equations 18 & 

19) to determine how well the observed models for values dispersivity derived from the 

full-time series, and theoretical and empirically derived values, fit our observed truth 

model. The critical chi-squared value is 46.19 with 32 degrees of freedom. The chi-square 

test statistic for all observed models fails to reject the null hypothesis, and there is no 

significant difference between the individual observed models. 

 

6. Discussions and Limitations 

Discussion 

  A major purpose of this study was to evaluate if the value of an effective field-

scale longitudinal dispersivity could be derived from anthropogenically applied 

environmental tracers sampled from groundwater systems over limited spatial and 

temporal scales. This study includes a new method of using the concentration ratios of 

CFC11 and CFC12 over SF6 to mimic a distinct concentration peak analogous to tritium 

concentrations that are decaying out of our subsurface systems (Figure 1). We compared 

these tracer-derived values to theoretical and empirically derived values of dispersivity 

reasonable for our synthetic structure (Figure 6). We assessed the ability of these tracer-

derived dispersivity coefficients to reproduce transport of a synthetic contaminant through 

a synthetic, heterogeneous, 3-dimensional flow field with two different boundary 

conditions and quantified the residuals to our truth model (Figures 10, 11, 15 & 16). We 

then calculated the chi-squared goodness of fit test statistics from these observed models 

to our expected truth model for our new boundary conditions (Tables 5, 6, 7, & 8) to 

determine if there was a method that performed the best.  

 We compare the tracer-derived values from the full time series to the single time 

series representative of 2021 (Tables 3 & 4, Figure 6). CFC11-derived dispersivity values 

show the largest percent difference of 146% with values of 4.38 m and 10.75 m from the 

full and single sample, respectively. CF12-derived values have a 103% difference between 

the full and single-time series with dispersivity values between 3.58 m and 7.26 m, 

respectively. Tritium-derived values display a 41% difference with values of 4.19 m and 

5.89 m from the full and single-time series, respectively. SF6-derived values display a -3% 

difference due to the values decreasing from 2.03 m to 1.96 m between the full and single-
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time series. The ratios of CFC11/SF6 and CFC12/SF6 display less than a 10% difference 

between the full and single-time series. The CFC11/SF6-derived value of dispersivity from 

the full-time series is 4.12 m, compared to the single-time series value of 4.43 (8% 

difference). CFC12/SF6 -derived dispersivity value from the full-time series is 4.09 m, 

compared to the single-time series value of 4.43 with a 7% difference (Figure 6). All tracer-

derived values were within the same order of magnitude compared to the theoretically and 

empirically derived values (Figure 6).  

 We assessed the ability of these optimized dispersivity values to reproduce 

transport of a contaminant in our synthetic aquifers with two different boundary conditions. 

Misfit plots and chi-squared test statistics were able to quantify which tracers, and the ratios 

therein, were able to best fit our truth model. From the breakthrough curves for the step 

function inlet boundary condition (Figures 7, 8, & 9) we observe that all models follow the 

truth model at early time steps, but at the 25-year mark our observed models begin to over-

estimate the truth model signifying that there is significant bias in the observed models 

between 25 and 75 years. All observed models reach a peak maximum concentration earlier 

than our truth model. The full-time series tracer-derived values from CFC11, CFC11 ratio, 

CFC12 ratio, and tritium best fit our truth model with misfit values between 0.130 and 

0.135. (Figure 10). The single-time CFC11-derived value of dispersivity for the same 

boundary condition showed the largest misfit from our truth model at 0.172 (Figure 11). 

The CFC12-tracer-derived values for the full-time series have a misfit of around 0.137 and 

0.140 for the single-time series. SF6-derived values from both the full and single-time series 

consistently had a misfit quantification of 0.150. Tritium-derived values from the same 

misfit plots remained below 0.135 for both time series, showing a good fit in both 

circumstances. The chi-squared goodness of fit tests from both the full and single-time 

series (Tables 5 & 6) concluded that there was no significant difference between all 

observed models and the truth model. This finding shows that all tracer-derived values of 

longitudinal dispersivity used to test the ability to reproduce transport in our system were 

able to fit our truth model, and there is no statistical evidence that one tracer-derived value, 

from both the full and single-time series, performed best.  

  The breakthrough curves for the pulse inlet boundary condition (Figures 12, 13, & 

14) follow the truth model at early time steps, but we observe the same anomaly at the 25-
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year mark where the observed models begin over-estimate the truth model. All observed 

models reach a peak concentration and flush out of our system earlier than truth model. We 

see the same conditional bias that was present in the step function boundary condition. This 

conditional bias could be due to our assumption of Fickian-flow within all systems. Misfit 

quantification from the pulse inlet boundary condition shows that the CFC11-derived value 

of dispersivity performed well for the full-time series (Figure 15) with a misfit of 0.004, 

and the worst for the single-time series (Figure 16) with a misfit value of 1.4 x 10-2. The 

tritium-derived value is approximately equal to the CFC11-derived misfit value for the full-

time series with a misfit value of 0.004 and increases to 0.005 for the single-time series 

(Figure 16). CFC12-derived values of dispersivity for the full-time series shows a low 

misfit value at 0.003 and then increases for the single-time series with a misfit value of 

0.007. SF6- derived dispersivity misfit values do not fit the truth model well for both the 

full and single time series with a consistent misfit value of 0.007 (Figure 15 & 16). The 

chi-squared goodness of fit tests from both the full and single-time series (Tables 7 & 8) 

shows that there was no significant difference between all observed models and the truth 

model. Due to this, we cannot definitively state that one tracer-derived value of 

dispersivity, from either the full or single-time series, statistically fit our truth model best. 

 Our results indicate that environmental tracers can be useful in estimating effective 

dispersion coefficients for reactive transport models over longer length and time scales 

than traditional applied tracer studies. All methods provided a result that was not 

significantly diverse. Dispersivity values derived from CFC11/SF6 and CFC12/SF6 

displayed small residuals for both boundary conditions for the full and single-time series 

(Figures 10, 11, 15 & 16) and could be considered are more robust method. This is 

attributed to the small percent difference between the full and single-time series optimized 

dispersivity values (Figure 6). This could signify that a spatially limited, single-time 

sample of CFC11, CFC12, SF6, and tritium can yield a reasonable field-scale value of 

longitudinal dispersivity.   

 

Caveats and limitations 

 While all tracer-derived values of longitudinal dispersivity were able to predict an 

independent contaminant breakthrough in our synthetic aquifer, this study only looks at 
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one 3D configuration that is uniform. Different representative elementary volumes with 

different medium configurations could lead to contrasting outcomes. The total porosity of 

a medium represents the ratio of the volume of voids to the total volume of the rock or soil 

sample. The effective porosity refers to the amount of pore space available for fluid 

transmission through interconnected pore space relative to the total volume and can vary 

with the direction of flow within a given system. The impacts of effective porosity and 

hydraulic conductivity in different geologic mediums would influence the aquifers 

velocity, thereby influencing the dispersion parameter. Directionally dependent 

dispersivity is a common generalization where we expect the flow to be parallel to the 

medium in the x direction. Longitudinal dispersivity would not be prominent where there 

is flow that is perpendicular to the medium in the x direction and transverse dispersivity 

could be the dominant parameter. We only considered one well location for this theoretical 

study. Varying locations of the well would have different arrival times of the environmental 

tracers and could lead to different PEST optimized values of longitudinal dispersivity. This 

model is tuned so that the environmental tracers pass through our synthetic well within the 

specified period. In the field, aquifers with groundwater ages older than 60 years might not 

perform as well, and samples obtained from aquifers at larger distances may not provide 

the same information. This study only considered a fully confined aquifer and did not look 

at unconfined aquifers where above ground recharge could influence the total 

concentrations of all environmental tracers. These results would be valid for groundwater 

less than 60 years old with limited above ground recharge. This could lead to age, distance, 

and velocity ranges where this method of predicting field-scale values of longitudinal 

dispersivity with a single time series of environmental tracers are limited.  

 

7. Conclusions 

 In this study, we incorporated a suite of environmental tracer concentrations 

directly into numerical reactive transport of a 3D heterogeneous synthetic model and 

sampled them over a limited spatial and temporal scale. Flux-averaged concentrations of 

these environmental tracers are used as observation datasets to calibrate simplified 3D 

homogeneous aquifer models with PEST to estimate a field-scale of longitudinal 

dispersivity. We calculated field-scale values of longitudinal dispersivity from theoretical 



 44 

and empirical equations to ensure that the tracer-derived values obtained from PEST 

optimizations were reasonable in comparison. We then assessed the ability of full and 

single-time series tracer-derived values to predict contaminant transport of an independent 

contaminant through the 3D heterogeneous synthetic flow field with a set of two different 

inlet boundary conditions. The main conclusions from this study are: 

•  Tracer-derived values of longitudinal dispersivity from CFC11, CFC12, SF6, and 

tritium between 1.96 m and 10.75 m are within the same order of magnitude 

compared to theoretical and empirically derived values of dispersivity calculated 

values between 1.01 m to 5.32 m.  

• Tracer-derived values of longitudinal dispersivity from CFCs/SF6 ratios from 4.09 

m to 4.43 m are reasonable compared to theoretical and empirically calculated 

values between 1.01 m to 5.32 m.  

• CFCs/SF6 ratios can derive reasonable values of longitudinal dispersivity from a 

single time-series.  

• All environmental tracers, including CFCs/SF6 ratios, can derive reasonable values 

of longitudinal dispersivity from a limited time-series.  

 These results show the potential for a new technique of sampling environmental 

tracer concentrations over limited spatial and temporal scales, including the method of 

using the ratios of CFC11/SF6 and CFC12/SF6, to constrain a reasonable field-scale value 

of longitudinal dispersivity in certain aquifer systems. This new method of utilizing 

multiple environmental tracers over a limited time series could be an easy, inexpensive, 

and effective solution in quantifying field-scale longitudinal dispersivity and reduce 

parameter uncertainty in groundwater/contamination transport models. 
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Appendix 

1940 – 2021 Environmental Tracer Aqueous Concentrations 

Year CFC11 CFC12 CFC113 SF6 H3 

1940 0 2.17E-15 0 0 3.04E-15 

1941 0 2.71E-15 0 0 3.04E-15 

1942 0 3.79E-15 0 0 3.04E-15 

1943 0 4.88E-15 0 0 3.04E-15 

1944 0 6.50E-15 0 0 3.04E-15 

1945 2.09E-15 9.21E-15 0 0 3.04E-15 

1946 2.09E-15 1.25E-14 0 0 3.04E-15 

1947 2.09E-15 1.84E-14 0 0 3.04E-15 

1948 4.18E-15 2.60E-14 0 0 3.04E-15 

1949 8.35E-15 3.31E-14 0 0 3.04E-15 

1950 1.46E-14 4.12E-14 0 0 3.35E-14 

1951 2.11E-14 4.99E-14 0 0 4.97E-15 

1952 3.15E-14 5.96E-14 0 0 1.62E-14 

1953 4.61E-14 6.94E-14 0 1.57E-17 1.34E-14 

1954 6.30E-14 8.13E-14 0 1.57E-17 5.73E-14 

1955 8.60E-14 9.43E-14 0 1.57E-17 6.00E-14 

1956 1.11E-13 1.09E-13 0 1.57E-17 1.63E-14 

1957 1.43E-13 1.27E-13 0 1.96E-17 2.36E-14 

1958 1.70E-13 1.45E-13 0 1.96E-17 1.09E-13 

1959 1.97E-13 1.65E-13 0 1.96E-17 3.27E-13 

1960 2.31E-13 1.90E-13 0 1.96E-17 1.73E-13 

1961 2.77E-13 2.17E-13 6.45E-16 2.35E-17 9.61E-14 

1962 3.38E-13 2.48E-13 1.93E-15 2.74E-17 6.48E-14 

1963 4.09E-13 2.84E-13 3.22E-15 3.14E-17 3.46E-14 

1964 4.95E-13 3.27E-13 5.16E-15 3.53E-17 2.35E-14 

1965 5.94E-13 3.76E-13 7.09E-15 4.31E-17 2.41E-14 

1966 7.03E-13 4.29E-13 9.61E-15 5.10E-17 2.27E-14 

1967 8.23E-13 4.89E-13 1.28E-14 5.88E-17 2.16E-14 

1968 9.61E-13 5.57E-13 1.73E-14 7.06E-17 9.80E-15 

1969 1.12E-12 6.33E-13 2.19E-14 8.23E-17 1.03E-14 

1970 1.30E-12 7.15E-13 2.70E-14 9.02E-17 1.13E-14 

1971 1.50E-12 8.04E-13 3.34E-14 1.02E-16 8.64E-15 

1972 1.73E-12 9.00E-13 4.04E-14 1.18E-16 6.52E-15 

1973 1.98E-12 1.01E-12 4.82E-14 1.33E-16 8.34E-15 

1974 2.26E-12 1.12E-12 5.78E-14 1.49E-16 8.55E-15 

1975 2.53E-12 1.24E-12 6.87E-14 1.73E-16 5.38E-15 

1976 2.80E-12 1.34E-12 8.03E-14 1.96E-16 6.27E-15 

1977 3.10E-12 1.44E-12 9.44E-14 2.27E-16 6.26E-15 

1978 3.27E-12 1.53E-12 1.09E-13 2.59E-16 5.18E-15 

1979 3.43E-12 1.61E-12 1.27E-13 2.98E-16 5.40E-15 

1980 3.63E-12 1.70E-12 1.46E-13 3.45E-16 4.43E-15 
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1981 3.78E-12 1.78E-12 1.67E-13 3.92E-16 3.52E-15 

1982 3.94E-12 1.86E-12 1.88E-13 4.43E-16 4.49E-15 

1983 4.15E-12 1.96E-12 2.13E-13 4.98E-16 4.33E-15 

1984 4.31E-12 2.03E-12 2.44E-13 5.49E-16 4.24E-15 

1985 4.55E-12 2.12E-12 2.83E-13 6.08E-16 4.90E-15 

1986 4.76E-12 2.22E-12 3.12E-13 6.71E-16 4.26E-15 

1987 5.02E-12 2.33E-12 3.59E-13 7.37E-16 4.15E-15 

1988 5.28E-12 2.49E-12 4.10E-13 8.04E-16 2.37E-15 

1989 5.45E-12 2.59E-12 4.50E-13 8.71E-16 2.14E-15 

1990 5.53E-12 2.67E-12 4.88E-13 9.45E-16 2.20E-15 

1991 5.59E-12 2.72E-12 5.22E-13 1.03E-15 2.04E-15 

1992 5.64E-12 2.78E-12 5.41E-13 1.12E-15 1.85E-15 

1993 5.66E-12 2.81E-12 5.44E-13 1.21E-15 2.45E-15 

1994 5.64E-12 2.83E-12 5.50E-13 1.39E-15 2.43E-15 

1995 5.60E-12 2.87E-12 5.46E-13 1.43E-15 2.08E-15 

1996 5.57E-12 2.89E-12 5.45E-13 1.51E-15 2.52E-15 

1997 5.54E-12 2.91E-12 5.42E-13 1.61E-15 2.28E-15 

1998 5.51E-12 2.93E-12 5.37E-13 1.68E-15 1.76E-15 

1999 5.47E-12 2.94E-12 5.33E-13 1.76E-15 1.76E-15 

2000 5.44E-12 2.95E-12 5.30E-13 1.84E-15 1.76E-15 

2001 5.41E-12 2.95E-12 5.27E-13 1.92E-15 1.76E-15 

2002 5.36E-12 2.96E-12 5.23E-13 2.01E-15 1.76E-15 

2003 5.31E-12 2.95E-12 5.18E-13 2.10E-15 1.76E-15 

2004 5.27E-12 2.95E-12 5.13E-13 2.19E-15 1.76E-15 

2005 5.23E-12 2.94E-12 5.09E-13 2.28E-15 1.76E-15 

2006 5.18E-12 2.93E-12 5.04E-13 2.37E-15 1.76E-15 

2007 5.13E-12 2.92E-12 4.99E-13 2.48E-15 1.76E-15 

2008 5.09E-12 2.91E-12 4.94E-13 2.60E-15 1.76E-15 

2009 5.05E-12 2.89E-12 4.90E-13 2.71E-15 1.76E-15 

2010 5.01E-12 2.87E-12 4.86E-13 2.83E-15 1.76E-15 

2011 4.97E-12 2.86E-12 4.82E-13 2.93E-15 1.76E-15 

2012 4.93E-12 2.84E-12 4.77E-13 3.05E-15 1.76E-15 

2013 4.90E-12 2.82E-12 4.72E-13 3.18E-15 1.76E-15 

2014 4.88E-12 2.81E-12 4.68E-13 3.31E-15 1.76E-15 

2015 4.85E-12 2.79E-12 4.65E-13 3.44E-15 1.76E-15 

2016 4.83E-12 2.78E-12 4.61E-13 3.57E-15 1.76E-15 

2017 4.81E-12 2.76E-12 4.58E-13 3.71E-15 1.76E-15 

2018 4.79E-12 2.74E-12 4.54E-13 3.83E-15 1.76E-15 

2019 4.75E-12 2.72E-12 4.49E-13 3.98E-15 1.76E-15 

2020 4.69E-12 2.70E-12 4.45E-13 4.09E-15 1.76E-15 

2021 4.69E-12 2.68E-12 4.45E-13 4.15E-15 1.76E-15 
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