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ABSTRACT 

THE EFFECT OF TYPEWRITING VS. HANDWRITING LECTURE NOTES ON 

LEARNING: A SYSTEMATIC REVIEW AND META-ANALYSIS 

Timothy Schaun Lau 

29 June 2022 

This study is a systematic review and meta-analysis of studies examining the 

effect of note-taking modality during lecture, that is, taking notes by hand using pen and 

paper vs. taking notes using a keyboard and computer, on learning among secondary and 

postsecondary students. I begin with a review of the literature and theoretical introduction 

to the theories and terms used. From a theoretical standpoint, there are strong reasons to 

believe that taking notes by hand might offer recall benefits relative to taking notes using 

a computer and keyboard. At the same time, I point out that one problem, which I term 

the “fundamental problem of modality research”, is that when researchers randomly 

assign participants to a note-taking modality they are also, indirectly, assigning them to a 

note-taking style. Furthermore, most studies do not consider factors such as participant 

transcription capacity that might serve as theoretically important moderators. 

I then describe the methods used for the systematic review and meta-analysis. 

These included a robust literature search, double screening of all potentially eligible 

studies, and double coding of all eligible studies. The meta-analytic methods involved 

multilevel applications of standard meta-analytic methods. The systematic review 
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resulted in identification of 33 eligible reports containing 42 independent samples and 88 

effect sizes, all evaluating whether there are recall differences — almost always 

operationalized as scores on a quiz given after exposure to lecture material — between 

participants taking notes by handwriting vs. typewriting, that is, the modality effect. A 

statistically significant overall meta-analytic average was found g = +0.144 [0.023, 

0.265], p = .021, benefiting handwriters over typewriters. This is a small effect; on 

average, in the typical study typewriters scored about 50% on the recall quiz. The effect 

size of g = +0.14 translates into an average percent correct of about 57% in the 

handwriting group. There is some evidence that providing participants with an 

opportunity to review their notes might substantially reduce the observed advantage for 

handwriters. 
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CHAPTER I 

OVERVIEW OF STUDY 

This study is a systematic review and meta-analysis of studies examining the 

effect of note-taking modality, that is, taking notes by hand using pen and paper vs. 

taking notes using a keyboard and computer, on learning among secondary and 

postsecondary students. I begin with a review of the literature and theoretical introduction 

to the theories and terms used. From a theoretical standpoint, there are strong reasons to 

believe that taking notes by hand (i.e., handwriting) might offer recall benefits relative to 

taking notes using a computer and keyboard (i.e., typewriting). At the same time, I point 

out that one problem, which I term the “fundamental problem of modality research,” is 

that when researchers randomly assign participants to a note-taking modality they are 

also, indirectly, assigning them to a note-taking style. Furthermore, most studies do not 

consider factors such as participant transcription capacity that might serve as theoretically 

important moderators. 

I then describe the methods used for the systematic review and meta-analysis. 

These included a robust literature search, double screening of all potentially eligible 

studies, and double coding of all eligible studies. The meta-analytic methods involved 

multilevel applications of standard meta-analytic methods. The systematic review 

resulted in identification of 33 eligible reports containing 42 independent samples and 88 

effect sizes, all evaluating whether there are recall differences — almost always 

operationalized as scores on a quiz given after exposure to lecture material — between 
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participants taking notes by handwriting versus typewriting, that is, the modality effect. A 

statistically significant overall meta-analytic average was found g = +0.144 [0.023, 

0.265], p = .021, benefiting handwriters over typewriters. This is a small effect; on 

average, in the typical study typewriters scored about 50% on the recall quiz. The effect 

size of g = +0.14 translates into an average percent correct of about 55.9% in the 

handwriting group. There is some evidence that providing participants with an 

opportunity to review their notes might substantially reduce the observed advantage for 

handwriters. 

I then discuss three limitations and consequent directions for future research 

arising from my systematic review. These are: the extent to which the studies included in 

this review are practically relevant, the extent to which the studies included in this review 

are theoretically relevant, and the fact that there was a non-trivial degree of effect size 

heterogeneity that was largely unexplained. I conclude by offering recommendations to 

note-takers based on the results of this systematic review. 
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CHAPTER II 

INTRODUCTION 

Note-taking is a catchall term for a complex system of processes — involving, for 

example, visual and/or aural perception and comprehension, graphomotor movement, and 

meta-cognition (Flavell, 1979) — that govern how information is transcribed into a 

format that can be accessed later, all with the intent of reducing information loss. Note-

taking is one of the earliest cognitive technologies (Dror, 2007) and is a ubiquitous 

human activity. Some examples of note-taking are courtroom stenographers, who use a 

specialized tool and vocabulary in an attempt to capture verbatim court proceedings; 

reporters, who might use a pen and notebook to write down interview responses; and 

students, who handwrite or type notes during a lecture to facilitate learning. In classroom 

contexts, note-taking in response to lecture formatted learning can be traced back as far 

as the German Protestant universities of the 16th century (Clark, 2008). As an example of 

the ubiquity of note-taking in classroom settings, Landrum, 2010, estimated that 80% of 

undergraduate class time is devoted to lectures, during which students are expected to 

take notes.  

Technological advancements in the medium through which note-taking is 

performed (e.g., chisel, pencil, digital stylus) have progressively optimized the editability, 

storability, portability, and accessibility of notes, as well as the rapidity with which those 

notes can be created. Advancements associated with personal computers created a new 
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storage device for note-taking (i.e., electronic file format) and simultaneously have 

created several new note-taking modalities (e.g., brain, Li et al., 2017; gaze, Špakov & 

Miniotas, 2004 and Hansen et al., 2004; gesture, Manikandan et al., 2018; speech, and 

keyboard to digital text vs. handwriting on paper). The transition from notes written by 

hand, using pen and paper, to typewritten notes with keyboard and computer has been the 

subject of hundreds of comparison research studies. Apart from the practical benefits 

associated with understanding the effects of note-taking modality on recall, there has 

been debate among theorists regarding the benefits of handwritten vs. typed notes. 

Briefly, some theorists (e.g., Mueller & Oppenheimer, 2014) contend that handwritten 

notes improve learning because this modality lends itself to a summative note-taking 

style, that is, notes that reflect the note-taker’s synthesis of the information. Typists are 

likely to attempt to take approximately verbatim notes (Muller & Oppenheimer, 2014; 

see experiment two), which by definition involves less self-generated content. The extra 

processing resulting from self generated content while transcribing notes should lead to 

improved encoding and subsequent recall. Other theorists argue that verbatim notes are 

more effective because post-note-taking they contain more information and are therefore 

better study and review aids (Bui, Myerson, & Hale, 2013).  

Apart from these theoretical considerations, there might be practical reasons for 

one modality to be superior to another, depending on context. For example, when 

transcribing symbols and formulas typewriting might be significantly more cumbersome 

than handwriting. Similarly, if the transcribed materials would benefit from spatial 

strategies (e.g., concept maps), handwriting is likely to be substantially better than typing 

(Fiorella & Mayer, 2017).  
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Empirical studies, as well as replication studies, examining the effects of note-

taking modality on recall (e.g., Morehead, Dunlosky, & Rawson, 2019; Schoen, 2012; 

Gür, 2021) and even meta-analyses (see Allen et al., 2020 & Voyer et al., 2022) have 

produced mixed results. Allen concluded with a statistically significant averaged r = -

.142 in favor of handwriting over "electronic devices" and gave explanations and 

pedagogical recommendations in light of the findings. While Voyer et al. (2022) found a, 

not statistically significant, mean estimated g = -0.008, concluding that "...an apparent 

advantage of longhand notetaking reported in some previous studies can be explained at 

least partially by distractions from notetaking by other applications that are present only 

with digital devices." Both reviews included studies with varying devices (e.g., soft 

keyboards & stylus') and input from varying sources (e.g., text, audio, video) creating 

additional heterogeneity between what were already incomplete set's of studies. As a 

result, a state-of-the-art systematic review and meta-analysis has yet to be done on this 

problem. I expect my results will differ from theirs both because of the constraints of 

study level factors and the robust literature search. 

Literature Review 

Note-taking is an act of distributed cognition (Hollan, Hutchins, & Kirsh, 2000) 

also described as transactive memory (Wegner, 1986) viz., the distribution of memories, 

computation, or information represented on an accessible external artifact. Note-taking 

involves attending to, perceiving, decoding, encoding, and temporarily storing what is 

then transcribed. In essence, note-taking is an activity designed to ease the cognitive 

burden of information processing, sometimes known as cognitive offloading (Risko & 

Gilbert, 2016; Boldt & Gilbert, 2019). Short-term memory capacity is limited, so any 
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information that is not stored in long-term memory will be displaced when new 

information is attended to. But during a lecture, for example, students have no hope of 

being able to attend to, perceive, decode, encode, temporarily store, and then store in 

long-term memory all the relevant information. Note-taking solves this problem for 

students by offloading part of this burden. The notes can then be used to help get more of 

the information into long term memory later through review. The benefit of creating an 

external store to help with later long-term memory storage has a cost: Piolat, Olive, and 

Kellog, (2004) point out that note-taking splits attention between transcription and 

listening and/or watching. They also suggest that attention switching from aural and 

visual stimuli to note-taking places additional cognitive load on the note-taker, and 

therefore might detract from encoding and subsequent recall. At the same time, provided 

sufficient working memory given the pace at which the information is received, note-

taking can provide additional opportunities to encode and possibly synthesize the 

information in real time, both of which should lead to better recall. 

As implied by the foregoing discussion, note-taking does not exist in a bubble: the 

note-taking process is a responsive system between the note-taker and their environment. 

When students take notes during lecture, for example, they are responding to both 

external and internal influences by recording information to help them meet their goals 

(e.g., to perform well on an exam). Internal influences include the student's transcription 

capacity, information-processing capacity, working memory capacity, attention, primary 

language, familiarity or expertise with the observed information, intended purpose for 

taking notes, and past experience with and preferences for particular note-taking methods 

and tools. External influences include the information source (e.g., whether it requires 
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attention to multiple stimuli); note-taking modality (e.g., typing and writing); whether or 

not the material can be reviewed (asynchronously later, or synchronous review1 when the 

notes are being taken); whether learning aids are present and effective (e.g., skeletal or 

guided notes and instructor notes); the pace, intermittence, and complexity of the 

incoming information; as well as constraints imposed by the chosen note-taking style 

(i.e., summative and verbatim). Table 1 identifies and describes some of these internal 

and external influences — the most important of these are also described in detail in the 

“Potential Moderators of the Note-taking Modality Effect” section below. It is notable 

that in most studies of the note-taking process, all these dimensions could potentially vary 

across participants and conditions, but usually, only a few are explicitly acknowledged 

and controlled. Many of the internal influences listed can be addressed in experiments 

that use randomization to assign participants to conditions but because these influences 

are often not well articulated, the external influences will likely vary in known and 

unknown ways across studies and therefore will likely complicate between study 

comparisons.  

Furthermore, study characteristics are sometimes confounded with each other, 

which makes it harder to determine why a particular empirical result was observed. For 

example, when participants are assigned to the typing modality they will tend to take 

verbatim notes (Mueller & Oppenheimer, 2014; see experiment 2). As previously 

mentioned, a verbatim note-taking style probably influences encoding and the resulting 

recall measurements. It is then unclear whether any differences observed in recall are due 

to differences in note-taking style, differences in processing associated with note-taking 

1 This is a difficult factor to control for and (as far as I can tell) has never been controlled for in a note-
taking study. 
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style, or their interaction. I therefore refer to this type of confounding of factors in a 

dynamical system as the fundamental problem of modality research. 

Research on Note-taking Modality 

Research on note-taking can be traced back to the early 1900's. Initially, this 

research focused on the effectiveness of note-taking (H. E. Jones, 1923; Crawford, 1925; 

E. S. Jones, 1927; Greene, 1928; 1934; Wagner & Strabel, 1935; McClendon, 1956; 

Vernon, 1946; Ash & Carlton 1951; Eisner & Rohde, 1959). Note-taking was often 

considered a potential distraction, splitting the note-taker’s attention between listening 

and transcription. Consensus that note-taking can improve recall eventually emerged in 

the 1970’s (DiVesta & Gray, 1972; Hartley & Davies, 1978), culminating with a meta-

analysis by Kobiyashi (2006). When general consensus on this topic emerged, note-

taking efficacy research branched into several different sub-topics. Importantly, note-

taking modality has been an active and growing topic of research as the personal 

computer continues to become the standard writing medium in educational settings. 

More recently, a modality study by Mueller and Oppenheimer (2014) generated a 

flurry of interest in the popular media. Examples of the study’s impact in the popular 

media include the Washington Post (“Handwriters learn better, hands down”; Barbash, 

2014), The Atlantic (“Students do worse on quizzes when they use keyboards in class”; 

Meyer, 2014), and Scientific American (“Don't Take Notes with a Laptop”; May, 2014) 

and was followed by numerous educator decisions prohibiting the use of computers in the 

classroom (e.g., Gross, 2014; Strauss, 2016). In a series of experiments using college 

students, Mueller and Oppenheimer (2014) observed the effects of note-taking modality 

(i.e., typing vs. writing) on factual and conceptual recall while controlling for note-taking 
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style and review. In their first experiment, typists and writers performed equally well (d = 

0.07) on factual questions but on conceptual questions writers had statistically 

significantly better recall than typists (d = 0.20). In the second experiment a condition 

was added in which typists were encouraged not to take verbatim notes. The authors 

observed that the encouragement intervention was "completely ineffective" (p. 5)2 at 

changing typists' proclivity to take verbatim notes and subsequently did not make a 

difference in the conceptual recall advantage found in experiment one. In the third 

experiment, a condition was added in which all note-takers, regardless of modality, were 

given the opportunity to review their notes. Across three outcome types (i.e., factual, 

conceptual, and combined) writers performed better than typists (d = 0.15), though this 

finding was not statistically significant. However, for all three outcome types there was a 

statistically significant modality by review interaction, such that handwriters who had the 

opportunity to review their notes had better recall than participants in the other three 

conditions (d’s = 0.20 - 0.40). The authors suggested that the improved recall in the 

writing condition could be attributed to information being synthesized or processed more 

deeply by the act of summative note-taking. 

In addition to generating interest in the popular media, Mueller and Oppenheimer 

(2014) has since been the subject of several (not entirely successful) replication studies 

(e.g., Kirkland, 2016; Luo et al., 2018; Mitchell & Zheng, 2017; Morehead et al., 2019). 

For example, Morehead et al. replicated and extended the methods of Mueller and 

Oppenheimer but failed to find consistent evidence supporting the original findings.  

2 Even with the intervention being ineffective, one might suppose that if note-taking style were a 
moderating factor, aligning the writing styles would reduce the observed effect of modality in outcomes. 
The data shows that it did (see corrigendum), even with poor adherence to treatment protocol. 
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These contradictory findings highlight the need for a state-of-the-art systematic review 

and meta-analysis. 

Theoretically Important Potential Moderators of the Note-taking Modality Effect 

Note-taking modality is one of many potential moderators affecting the 

relationship between note-taking and recall. Below, I focus on six moderators that are 

based on cognitive theory: the note-taker’s transcription speed, the speaker’s pace, the 

note-taker’s note-taking style, whether there is an opportunity to review notes, the note-

takers’ intentions, and how recall was measured. I focus on these moderators because 

they are theoretically important in the sense that they can have important effects on the 

extent to which note-taking accomplishes the goal of reducing information loss. With the 

exception of the note-taker’s transcription speed (which is sometimes used as a control 

variable within studies), all of these moderators can vary across studies and, if 

sufficiently reported, were used in the analyses reported below. 

Transcription Capacity. When taking notes in an academic setting from a 

lecture, the amount of time available to process information is a product of the interaction 

between speaker pace (information going in) and transcription speed (information going 

out). Regarding transcription speed, typical handwritten transcription speed (Peverly, 

2006) varies by gender, age, primary language, socio-economic status, and education 

(Van Drempt, McCluskey, & Lannin, 2011; O'Mahony et al., 2008; Piolat, Barbier, & 

Roussey, 2008). Words per minute (WPM) is the colloquial metric for evaluating the 

flow of words; standardized at 5 letters in English (Arif & Stuerzlinger, 2009), including 

spaces and punctuation. Typical adults' handwriting speed ranges between 5-25 WPM 

(Bledsoe, 2011; Connelly, Dockrell, & Barnett, 2005; Brown, 1988; Rogers & Case-
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Smith, 2002; Karat et al., 1999) while typical typewritten transcription ranges between 

37-77 WPM (Karat et al., 1999; Dhakal et al., 2018). The speed differential between 

these two modalities is to be expected, because handwriting is a unimanual (i.e., one-

handed) process, whereas typing is bimanual (i.e., two-handed), both doubling manual 

transcription input capacity and minimizing the graphomotor movement necessary to 

produce letters. Proficient typists are much faster than proficient writers, but that speed 

may come with a cognitive cost (Bouriga & Olive, 2021), specifically, less resources for 

processing the incoming information. 

Another factor related to transcription capacity relevant to creating digital notes is 

the distinction between hardware and software keyboards. Hardware keyboards are 

switching stations that use the mechanical movement of the keys (i.e., travel; the distance 

a key moves down when pressed) to provide haptic feedback to users. Software 

keyboards are virtual representations of keyboards that can — but do not universally — 

provide vibrations as haptic or sounds as audio feedback. There are known differences in 

transcription capacity between hardware and software keyboards. Due to their less 

consistent and robust haptic feedback, software keyboards are associated with slower 

transcription speed, higher error rates, and the use of additional cognitive resources (Arif 

& Stuerzlinger, 2009; Paek, 2008; Mackenzie & Soukoreff, 2002; Mackenzie & Zhang, 

1999; Soukoreff & Mackenzie, 1995), though of course as the technology evolves and 

typists become more comfortable with this particular entry medium, the differences 

between hardware and software keyboards may diminish. 

Speaker Pace. Speaker pace, or more generally, the pace at which information is 

delivered to students, is a variable that has the potential to affect the quality of notes and 
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hence, student learning (Robinson et al., 1997). Neither handwriters nor typewriters with 

average transcription capacity can keep up with the average university lecture pace: the 

typical spoken rate for university lecture depends on a number of factors such as 

rhythmic patterning, stress, language, and pauses, but ranges from 100-200 WPM (Bain, 

Basson, & Wald, 2002). Most students taking handwritten notes have no hope of creating 

an accurate verbatim record. The differential between typical handwriting speed and 

typical rate of speech during lectures may affect student meta-cognitive decisions 

regarding note-taking style. That is, speaker pace interacts with transcription capacity in 

the sense that if transcription capacity is high and speaker pace low, the note-taker can 

choose between different note-taking styles (summative and verbatim). If transcription 

capacity is low and speaker pace is high, the note-taker can only choose between taking 

summative notes and fragmentary verbatim notes. 

Note-taking Style. Note-taking style refers to whether notes are intended to be a 

more or less complete transcription of the information (i.e., verbatim notes) or whether 

they are intended to represent the notetaker’s synthesis of information (i.e., summative 

notes). The primary feature of summative notes is that they reflect meta-cognitive 

decisions regarding what information should be transcribed. Creating summative notes 

therefore requires note-takers to self-generate more content than verbatim notes, whereas 

verbatim notes are more transcriptive in nature. Therefore, summative notes require 

cognitive resources to be focused on comprehension and synthesis. Verbatim notes 

enable the note-taker to stop synthesizing the incoming information and focus on 

transcribing an approximately accurate record. 
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There are several cognitive theories supporting the idea that summative notes 

should be more effective for learning — that is, result in better recall — than verbatim 

notes. For example, the generation effect (Slamecka & Graf, 1978) refers to the finding 

that information is better recalled when it is self generated as opposed to being read or 

heard. Similarly, the levels of processing framework (Craik & Lockhart, 1972) also 

predicts that summative notes will be more effective for learning. This framework refers 

to the idea that recall improves as a function of the depth of cognitive processing: the 

more deeply information is processed, the better it is encoded and, the more likely it is to 

be successfully recalled. There are many ways of conceptualizing what depth of 

processing consists of (Dinsmore & Alexander, 2012), however, one way of thinking 

about these constructs comes from Jay et al. (2008), who argue that shallow processing 

involves encoding only superficial aspects of the stimulus, whereas deeper processing 

involves activating the semantic meaning of the stimulus (p.85). Verbatim note-takers are 

probably engaging in mostly surface level processing because they are attending more to 

transcribing the spoken words as accurately as possible, than to the meaning of those 

words. Summative notes require attention to the meaning of the spoken words and require 

more generative, deep processing. These considerations suggest that improved recall 

should be observed from summative notes compared to verbatim notes (especially when 

note-takers do not have the opportunity to review their notes). 

Because summative notes require deeper cognitive processing, and because taking 

handwritten notes pushes many students toward summative notes, handwritten notes may 

indirectly be associated with better recall. Importantly, many formal note-taking 

strategies (e.g., clustering, Schultz & Di Vesta, 1972; concept mapping, Trochim, 1989; 
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and the Cornell system, Broe, 2013) focus on teaching students how to organize ideas 

through summative notes. Summative note-taking seems to be effective at improving 

recall relative to the typical note-taking strategies that students use (Makany, Kemp, & 

Dror, 2008; Slavina, 2018). In addition, handwriting also affords more opportunities for 

note takers to elaborate on information, by drawing, diagramming, or connecting 

disparate thoughts— all of which can be described as annotating. When note takers 

annotate (notes about their notes), they are engaging in a relatively deep-level of 

processing of the material and this should translate into better encoding and recall. While 

the deeper processing associated with handwriting gives greater opportunity to encode 

information for later retrieval, it also often comes at the expense of some information loss 

(sometimes referred to in the literature as "note quality") compared with verbatim notes. 

This information loss is most likely to be relevant when students review their notes for 

additional information. 

Opportunity to Review. An important consideration in determining the effects of 

modality and note-taking style on recall is whether notes are reviewed. Note review is an 

additional opportunity for encoding information that was missed during initial note-

taking that may result in improved recall. A large body of studies have investigated the 

role of note reviewing in recall (e.g. Fisher & Harris, 1973, 1974). As one might expect, 

these studies generally suggest that reviewing notes leads to better recall. For example, 

Kiewra et al. (1991) compared taking notes with review to only taking notes. They 

observed the highest recall among students who took and later reviewed their own notes. 

Similarly, Henk and Stahl (1985) performed a meta-analysis assessing the effects of 

reviewing notes independent of note-taking itself and found that reviewing one's own 
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notes resulted in better recall than reviewing an instructor’s notes. Kobayashi's (2006) 

subsequent meta-analysis compared note-taking and review with not taking notes or 

reviewing and found note-taking with review was significantly better. 

When assessing recall, the available quantity of notes-taken are clearly related to 

what is able to be reviewed. For example, Kodaira (2017) randomly assigned 80 

undergraduate students to take notes either by handwriting or by typewriting during a 

short (11 min.) lecture. After viewing the lecture and taking notes, students were asked to 

create a set of one-page summary notes for use by another student. This activity served as 

a review session. Finally, participants took a short multiple-choice exam on the lecture’s 

content. Unsurprisingly, Kodaira found that typewriters were faster note-takers than 

handwriters (d = 1.70). Controlling for the quantity of the original notes, Kodaira also 

found a positive (but not statistically significant) benefit for typewriters on the quality of 

the original notes and a positive and statistically significant benefit for typewriters on the 

quality of notes produced for others. Controlling for the quality of the original notes and 

the quality of notes produced for others, Kodaira found a benefit for handwriters on the 

recall test. These contradictory findings are possibly explained by Kodaira's use of 

endogenous covariates in the last two models. That is, the model assessing the 

relationship between condition and the quality of summarized notes controls for a 

variable (the quality of the original notes) that may have been affected by condition. The 

same is true for the model assessing the relationship between condition and recall, which 

controlled for two potentially endogenous variables (the quality of the original notes and 

the quality of the summarized notes). 
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Note-takers’ Intentions. Early theorists (DiVesta & Gray, 1972) proposed that 

note-taking serves two functions: (a) an encoding function and (b) an external storage 

function. The encoding function refers to the objective of gaining immediate 

improvement in attention, encoding, and recall from note-taking. The external storage 

function serves as a tool for later review, and, as discussed earlier, review provides 

additional opportunities to encode information and hence should lead to better recall. 

Kiewra (1989) noted at the time that this paradigm was the focus of nearly 100 studies (p. 

148) when it was published and as of July 12, 2021 has over 650 citations in Google 

Scholar, suggesting that DiVesta and Gray’s paper has been quite influential. 

DiVesta and Gray’s conception of the functional role of note-taking may be an 

oversimplification in the digital age. As computers have become more integrated into 

daily life, it is not hard to imagine that the typical typist’s transcription speed is much 

faster than it was a generation ago (Karat et al., 1999; Dhakal et al., 2018). This increased 

transcription speed means that it is more feasible now than it was a generation ago to 

adopt the goal of creating a nearly verbatim record of the information — in other words, 

typical note takers now have a note-taking style option (verbatim notes) that was less 

realistic a generation ago. Of interest is that, when attempting to create a nearly verbatim 

record, note-takers likely engage in relatively little actual encoding. This could be an 

unintentional side-effect of cognitive overload — that is, the act of creating nearly 

verbatim notes might tax the cognitive system so much that there is little opportunity for 

encoding to take place. Or, this could be the result of a meta-cognitive decision on the 

part of the note-taker — that is, it could be the result of an intentional choice to focus on 

transcription now with the idea that encoding will occur later, during review or 



 

 17 

alternatively, that the information can be accessed later should the need arise. This latter 

point closely aligns with what Sparrow, Liu, and Wegner (2011) refer to as transactive 

memory (i.e., instead of a memory of needed information, a memory of where needed 

information can be found). Either way, we would expect less encoding among note-takers 

who take verbatim notes. Slavina, (2018, p.40) demonstrated this directly with a note-

taking experiment in which participants saved their notes into folders and were able to 

recall "easy" to remember facts better than where they saved the information but for 

"hard" facts they better remembered where they saved them (which folder) this was 

consistent across note-taking modalities. 

Recall Measurement. The most common dependent variable in studies assessing 

the relative advantages of handwriting vs. typewriting notes is recall, typically measured 

as performance on a short quiz or test on the content learned. The implication of the focus 

on recall is that learning is operationalized as information stored in and—more 

importantly—accessed, or recalled, from long term memory. The assessment of recall 

varies in important ways across studies. One dimension along which studies vary is the 

availability of an opportunity to review the notes, as discussed in the previous section. In 

this section, additional ways that recall measurement varies across studies and why these 

measures might affect outcomes are discussed: timing of assessment, presence of a 

distractor task, length of assessment delay, and the knowledge dimensions tested (e.g., 

factual vs. conceptual).  

Timing of Assessment. Some modality studies assess learning right after the 

presentation of the learned material while others assess learning either after a delay 

(usually one day to one week) or immediately after presentation of the learned material 
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but with a distractor task. The timing of assessment matters from a cognitive standpoint 

because information is initially stored in temporary systems (sensory memory, working 

memory, and short-term memory), all of which have significant constraints with respect 

to the amount of information that can be held and the length of time information can be 

held without rehearsal. 

Distractor Task. Because rehearsal can be used to keep information active in the 

temporary memory systems, researchers often build in distractor tasks in an attempt to 

assess immediate long-term memory recall shortly after initial information acquisition. 

The idea is that participants perform a task that taxes their temporary memory systems. 

One example is the complex span task, which requires participants to simultaneously 

perform a memory task (e.g., remembering a series of letters) and a processing task (e.g., 

determining whether a simple equation is correct). Taxing working memory in this way 

should reduce the likelihood that the information relevant to the note-taking activity 

remains active in working memory. This should more accurately assess recall of 

information encoded in long-term memory. 

Length of Assessment Delay. The length of time between when information was 

recorded in notes and when it is recalled also varies between studies from minutes to 

weeks. Length of assessment delay is important because assessment immediately after 

note-taking might provide an instructor with immediate feedback about the extent to 

which students were able to encode the information that was presented while long term 

delays might inform how well it was retained. Stated differently, immediate recall 

without a distractor task and delayed recall are assessing somewhat different things 

(encoding and short-term memory recall vs. long term memory recall). 
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Knowledge Dimensions Tested. The questions typically used to assess recall can 

roughly be grouped into two categories: factual and conceptual. Factual questions 

measure the presence of specific applicable information, whereas conceptual questions 

measure the understanding of the interrelationships between constructs and other 

information. It is worth noting that the knowledge dimensions tested will often be 

confounded with the nature of the test. That is, studies assessing recall of facts will often 

do so using multiple choice questions, whereas studies assessing recall of concepts will 

typically use short or long answer questions. This observation is important because it 

implies that if, for example, one note-taking modality appears to be superior to another 

note-taking modality for a particular knowledge dimension, it will be hard to interpret 

that interaction (because knowledge dimension tested is likely to be confounded with the 

nature of the test). 

The Fundamental Problem of Note-taking Modality Research 

In the sections above I provide an overview of a few theoretically important 

moderators of the note-taking modality effect. Many of these characteristics are not 

discussed in most studies. Furthermore, the fundamental problem of this line of research 

is that when one manipulates modality, other things covary with that manipulation even if 

this confound is not explicitly acknowledged. For example, note takers using typing input 

will often attempt to take verbatim notes (recall that Mueller and Oppenheimer [2014] 

concluded that instructing typewriting note-takers not to take verbatim notes was 

"completely ineffective", p. 5). If verbatim note takers are expected to encode less, then 

they can be expected to have worse recall in situations in which they do not have access 

to their notes, for example, on a quiz immediately after lecture. Gong and Rodd (2020) 
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also provided some evidence for this idea. These authors manipulated two factors: 

modality (handwriting vs. typewriting) and expectations for later note access (notes will 

be available later vs. not), which is one way of manipulating note-taker intentions (i.e., an 

expectation that notes will not be available for later review before a test, would probably 

lead note takers to engage in more encoding while taking notes). Recall was assessed 

after a one week delay. The authors found a significant modality by access expectation 

interaction, such that the recall advantage for handwriters entirely disappeared among 

participants who were told that notes would not be available for review, suggesting “that 

the extent to which participants engage in cognitive offloading depends on the modality 

of their note taking” (p. 17). Stated differently, when researchers manipulate whether or 

not participants expect to have access to their notes for review, they might also — 

intentionally or not — manipulate the extent to which participants engage in other 

behaviors such as encoding and offloading. 

Overview 

Most people take notes in some form, often to improve recall but sometimes for 

other reasons (e.g., to create a record of how to find information, or to help maintain 

attentional focus). Many studies have examined the recall benefits of handwriting versus 

typing notes. From a theoretical perspective, there are a number of potentially important 

moderators of any modality effect, including the note-taking style, speaker’s pace, the 

note-taker’s transcription speed, and the measurement of recall. This study uses 

systematic reviewing and meta-analysis of studies examining the effect of note-taking 

modality on recall among secondary and postsecondary students. This review is 

important because the research findings — including previous reviews — on note-taking 



21 

modality are understandably equivocal, as previously mentioned, because there are 

several factors, like note-taking style, that can potentially confound the relationship of 

interest. Meta-analysis is especially useful in this environment, because synthesizing 

effects observed in many different studies will increase statistical power, provide a more 

generalizable result, and, the examination of potential study-level moderating variables 

can create a platform upon which further research can build. Furthermore, I will collect 

information on theoretically important moderators (see Table 1) to document how often 

these are discussed in note-taking modality studies (see Table 2), and will attempt to 

identify potential confounds such as the extent to which note-taking modality assignment 

leads the study participants to engage in other behaviors (such as a particular note-taking 

style). 
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CHAPTER III 

METHODS 

Inclusion and Exclusion Criteria 

To be included in the meta-analysis, studies had to meet several criteria. 

Specifically, studies had to manipulate note-taking modality (i.e., assign participants to 

take handwritten or typed notes), include an external comparison group (formed using 

randomization or similar process), and assess information recall. Recall accuracy could 

be assessed using a variety of means including multiple choice, true/false, and short 

answer tests administered post transcription. Distractor tasks were not required, but their 

presence or absence was coded (see Table 2.3). Writing must have been done using pen 

and paper. Typing must have been done using a hardware keyboard. 

Furthermore, studies had to be conducted in a secondary or higher education 

classroom or laboratory setting involving participants who served as learners for content 

delivered verbally (perhaps in conjunction with written material, such as presentation 

slides). Therefore, studies of note-taking in criminal or civil justice settings were 

excluded, as were studies that involved taking notes from text. Studies involving 

logographic based languages were excluded (e.g., Chinese, Japanese, and Korean) 

because of the varied graphomotor movement and transcription effort compared with 

letter based languages. There were no publication status, age, time period, geographical, 



23 

or cultural restrictions. I assessed reports in languages other than English using Google 

Translate. 

Literature Search Strategies 

Electronic Database Search 

I developed the electronic database search strategy in consultation with a research 

librarian. The ProQuest and EBSCO search platforms were used to search the databases 

likely to contain relevant research (see Table 3). I developed and ran the search queries 

on each platform to find articles that discussed the primary constructs of interest for this 

systematic review (viz., handwriting, typing, and recall). See Table 4 for the specific 

queries that I used, including different variants on the key constructs3. Because the recall 

concept block has the potential to limit the retrieved studies that use terms relevant to 

recall, I tested the search against ten studies that I knew to be eligible for this review (see 

table Table 5). All ten studies were identified by the search. Also, I used the stringdist 

package (van der Loo, 2014) with the statistical software R (R Core Team, 2021) to 

compute a similarity score between abstracts and identify duplicates of the articles 

already found from a previous pilot literature search. 

Ancillary Search Strategies 

On 5 June 2021, I searched the Registry of Efficacy and Effectiveness Studies 

(https://sreereg.icpsr.umich.edu/sreereg/) and the Open Science Registry 

(https://openscienceregistry.org) using the following terms: "note-taking", "notetaking", 

"note taking". I used Twitter to solicit studies that might not be publicly available (e.g., in 

press articles and articles that were not submitted for publication), mentioning Division 

3 I found that “note-taking” was equivalent to "note taking" across both of the search platforms used and I 
elected to use the Oxford English Dictionary suggested form of "note-taking". 
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15 of the American Psychological Association (educational psychology; @APADiv15), 

the American Educational Research Association’s Writing and Literacy Special Interest 

Group (@writinglit), and using a generic hashtag (#edpsych). I also solicited studies that 

might not be publicly available from the Educational Psychology interest group on 

Reddit. In addition, for all articles that were eligible for inclusion in this systematic 

review, I searched through the references of the papers, reached out to authors with 

multiple included studies, and used Google Scholar and Web of Science to perform 

forward citation searches of two seminal papers (Di Vesta & Gray, 1972; Mueller & 

Oppenheimer, 2014). 

Screening Process 

9,063 abstracts were downloaded from electronic database searches. Similarity scores 

were computed and scores > 2 mad from the median were removed as duplicates. The 

final number of abstracts was 1235. 

Title and Abstract Screening 

Potentially eligible documents were reviewed independently by two trained 

screeners using the screening questions in Table 5; a pilot round of screening was then 

used to test the screening questions and process. The goal of this process was to eliminate 

from consideration all documents that were clearly not eligible for review. After the pilot 

round the two reviewers agreed on 99% (8 conflicts in abstract review) of abstracts 

(Cohen's Kappa = .99). Disagreements were resolved in consultation. A total of 1,129 of 

the 1,235 (91%) documents were determined not to be eligible for review. 

Full Text Screening 



 

 25 

I attempted to obtain all documents that were not eliminated during the title and 

abstract screening phase. Of the 106 documents that were retained, I was able to locate 

103 of these, the full text of the documents were screened and 33 (32%) were determined 

to be eligible for review. 

Coding Procedures 

All studies were coded by two trained researchers working independently. 

Disagreements were resolved by discussion. Coding involved extracting the study 

context, sample, nature of the intervention, outcome characteristics, and effect size 

information from the full text documents that were eligible for review. Where there was 

missing effect size information for studies less than 15 years old, an attempt was made to 

contact the study authors. Table 2 is a meta-table describing the content of several tables 

used to describe the studies included in the review. 

Statistical Methods 

I used meta-regression with inverse variance weights to conduct meta-analysis of 

effect sizes examining the effect of modality on recall. Meta-regression is a statistical 

technique that treats individual effect sizes as observations and regresses them, along 

with relevant study covariates, on the outcome of interest. Meta-analysts have to choose a 

statistical model for both the overall analysis and for any moderator analyses. For the 

overall analysis, I chose a random effects meta-regression model because the differences 

in populations, methods, and study design countered the theoretical assumption of the 

fixed effect model that each effect size estimates the same population parameter and 

therefore that their differences are the sole product of sampling variability (Hedges & 

Vevea, 1998). Rather, it seemed likely that each study had additional sources of 
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variability in the study characteristics associated with effect sizes. For the moderator 

analysis, I chose a mixed effects model which involves using random effects meta-

analysis to synthesize effects within levels of a moderator and then fixed effects meta-

analysis to test the difference between the levels of the moderator.  

Because there was little consistency in scaling of the outcome variable across 

studies, Hedges’ g, the standardized mean difference (d) corrected for small-sample bias, 

served as the effect size of interest for this meta-analysis. Effect sizes and their standard 

errors were computed using standard formulas (Borenstein & Hedges, 2019) from 

functions built into the metafor (Viechtbauer, 2010) package in R (R Core Team, 2022). 

When needed, test statistics and other information (such as an independent groups t-test 

and degrees of freedom) were converted to Hedges’ g. Specifically, when study results 

were presented in dichotomized fashion, e.g., percentage correct on a quiz, Hedges’ g 

was computed using custom R functions derived from formulas presented in the What 

Works Clearinghouse’s Standards and Procedures Handbook version 5.0, (2022; see 

formulas starting on p.177). Effect sizes were transformed from test statistics using the 

compute.es (Re, 2013) package in the R software. Heterogeneity in effect sizes were 

assessed using Cochran's Q.  

The data structure of this study complex, with effect sizes (88) nested in samples 

(42) which are nested in reports (33), and the proportion of shared variance at the report 

level (i.e., intra-class correlation) is .55. This means that analyzing the data as if the effect 

sizes were independent would result in a violation of the assumption of statistical 

independence, if I were to use traditional meta-analytic techniques. To address this 

concern I used a multilevel random-effects meta-regression model. I also adopted 
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analytic strategies that were designed to minimize type I error, these included using 

restricted maximum likelihood (Harville, 1977) estimation, cluster robust tests and 

confidence intervals (Viechtbauer, 2015), bias-reduced linearization adjustment (Bell & 

McCaffrey, 2002), Hotelling's T-squared reference distribution (Hotelling, 1931), and 

Satterthwaite (1946) adjusted degrees of freedom. 

All systematic reviews should involve an assessment of study quality 

(Applebaum, et al., 2015). Study quality indicators are factors influencing the 

believability of statements arising from the study regarding the causal relationship 

between modality and recall. An indicator approach, or drawing consensus from 

attempting multiple methods, to study quality was used instead of a recognized study 

quality scale because study quality is (a) not captured well with scale summary scores 

because it is a multidimensional construct, and (b) a contextually dependent construct, 

and no validity scales have been proposed that address note-taking modality research 

(Valentine, 2019). The individual study quality indicators chosen were (a) the use of 

random assignment to place participants into different modalities, (b) the overall attrition 

rate, and (c) the absolute value of the differential attrition rate (Valentine, 2019). 

For the final statistical model, I planned to predict recall from modality, 

controlling for the following study-level characteristics: the speaker’s pace in WPM, 

whether the note-taker’s transcription speed was used as a control variable, whether note-

takers had the opportunity to review their notes, the note-taker’s intentions (i.e., whether 

note-takers expected to have access to their notes before recall was evaluated), how recall 

was measured (e.g., conceptual vs. factual questions), whether there was a delay in recall 
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assessment4, and the three indicators of study quality. However, as elaborated in the 

results section, this full model was not viable due to missing data and a lack of variation 

across studies for some of these dimensions (see Table 2.3). 

Possible data censoring through possible publication bias or selective reporting 

were assessed with the rank correlation (Begg and Mazumdar, 1994), Egger's test (Sterne 

& Egger, 2005), and excess significance tests (Ioannidis & Trikalinos, 2007), along with 

the Henmi and Copas approach (Henmi & Copas, 2010), and a funnel plot with trim and 

fill (Duvall & Tweedie, 2000). Multiple publication bias methods, measures for assessing 

the potential of observing only the results of statistically significant findings in 

publications and the censoring of non-significant findings, were used due to the different 

assumptions each method uses so that I could triangulate across methods (Banks, Kepes, 

& McDaniel, 2012).  

Data wrangling was performed using the dplyr (Wickham et al., 2022) and stringr 

(Wickham, 2019) packages in the R software (R Core Team, 2022). All statistical 

analyses were done using the metafor package (Viechtbauer, 2010) and R. Outlier 

analysis was performed using studentized residuals (Viechtbauer & Cheung, 2010) and 

flagged effect sizes were marked (see Table 6). Influence analysis was conducted using 

the DFBETAS, Q test statistics, and studentized residuals by leaving each effect size out 

of the analysis and observing the change in overall effect size estimates, heterogeneity, 

and model fit along with evaluating the cause of their influence and their potential for 

highlighting additional moderators. I used the default settings for influence diagnostics in 

the metafor package to identify potentially influential studies (Viechtbauer, 2022, see p. 

4  I initially neglected to mention recall measurement in the methods section of the dissertation proposal, 
but listed it in the theoretically important potential moderators section of the introduction. 
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104) and one study (Cubilo, 2017) was flagged as potentially influential. I chose to leave 

the study in the analysis. See Appendix A for a link to all of the code contributing to the 

analyses reported in this manuscript. 
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CHAPTER IV 

RESULTS 

Description of the Included Studies 

As can be seen in Table 2.2, the typical study in this review was conducted on a 

convenience sample of American undergraduate students who were randomly assigned to 

a note-taking modality. In general, students were exposed to a short (10-15 minute) 

lecture on a topic with which they had little familiarity. Subsequently, they were 

administered a short quiz developed by the study authors — the psychometric properties 

of which we know very little — immediately after the lecture and/or after a delay of 2-7 

days. Most immediate post-tests were preceded by a distractor task (see Table 2.3). 

As an overview of the data contributing to this meta-analysis, I developed a forest 

plot. Forest plots display study results (effect sizes and confidence intervals) in a compact 

way. I used the aggregate function in R’s metafor package to create a single, overall 

average effect size for each independent sample in order to produce this plot (see Figure 

1). I used confidence interval line thickness to indicate each independent sample’s weight 

(thicker lines indicate greater weight). I also sorted the plot by the standard error, so each 

independent sample is ordered from the most precise to the least precise estimates. As 

can be seen, two independent samples have larger negative effect sizes than is typical but 

their standard errors overlap with the standard errors of many of the smaller sample 

studies, and the outlier and influence analyses did not suggest that these were overly 
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influential observations. At the effect size level (data not shown), there were there were 

76 effect sizes (13 of which were statistically significant) indicating a benefit for 

handwriters, and 20 (three of which were statistically significant) effect sizes indicating a 

benefit for typewriters. One effect size was exactly zero. 
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Figure 2 

Forest plot of independent sample effect sizes ordered by standard error 
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Note. Each independent sample used in this review is represented in the forest plot. 

Circles indicate the average effect size within each independent sample, and the lines 

extending out from the circles indicate the 95% confidence interval for each effect size. 

Initial Data Analysis and Results 

Below I present three different approaches to data analysis. First, I present the 

results for an intercept-only model, which is equivalent to the random effects weighted 

overall average effect size (Table 7). Next, I present meta-regression results for the three 

univariate moderator tests that I committed to a priori and that had sufficient data to 

support analysis (Table 8). Finally, I present the results of the combined meta-regression 

model that tests all three moderators simultaneously (Table 9). 

The intercept model estimates a statistically significant and positive overall effect 

for handwriting compared to typewriting across all studies. Specifically, the overall meta-

analytic effect size is g = +0.144 [0.023, 0.265] indicating a small, statistically 

significant, positive benefit in recall associated with handwriting over typewriting. To 

interpret this effect, consider a study that administered participants a quiz and reported 

results in terms of the percentage of items that were answered correctly. The median 

percentage correct from my dataset is approximately 50% in the typewriting condition. If 

the participants who took notes by typewriting scored 50%, the effect size of g = +0.144 

implies that students taking notes by hand would have scored 56.5% on average (see 

Valentine, Aloe, & Lau, 2016, for a description of this and other methods for translating 

effect sizes into more interpretable metrics). 

The homogeneity test was statistically significant, Q(87) = 139.6, p < .001, τ2 = 

.080, I2 = 55.9%, suggesting more variability in effect sizes than would be predicted by 
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sampling error alone. Unlike confidence intervals, which describe the likely distribution 

of the population effect, predictions interval describe the likely range within which some 

future observation might fall (e.g., the next study) and therefore represent a good way of 

thinking about the magnitude of true heterogeneity (Borenstein et al., 2016). For this 

overall effect size, the prediction interval ranges from a low of g = -0.013 to a high of g = 

+0.301. Using the method described above articulated by Valentine et al. (2016) to 

contextualize this overall effect size, the prediction interval suggests that the likely range 

in which the next study conducted on the effects of note-taking modality might find 

anything from a tiny benefit favoring typewriting (if the typewriting group scored exactly 

50% the lower limit of the prediction interval suggests that the handwriting group would 

score 49.4%) to a rather large benefit for handwriting (if the typewriting group scored 

exactly 50% the upper limit of the prediction interval suggests that the handwriting group 

would score 63.3%), suggesting a non-trivial degree of heterogeneity in the true effect 

sizes. 

Outlier and Influence Analysis 

The outlier and influence analysis found three potential outliers in the sample of 

88 effect sizes. No effects were removed from the analysis because the magnitude of 

influence was insufficient to remove them; see Figure 2 for a visualization of this at the 

study level and Table 6 for outlier and influence diagnostics.  

Moderator Analyses 

In an attempt to explain why true effect sizes might differ from study-to-study, I 

planned on conducting several univariate and one multivariate analysis. Due to the way 

the studies were conducted (i.e., data were unreported and therefore missing, or because 
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there was little variation on the factor across studies) only three of the originally proposed 

factors were feasible for univariate modeling (viz., delay, review, and measure type) and 

including all three of these factors in the same model reduces the number of studies from 

33 to 14 and samples from 42 to 19, introducing potential for finding statistical 

significance as a byproduct of the sub-sampling through missingness (see Table 9). The 

variables that could not be included in the planned univariate tests are reported and 

described in Table 6. For completeness I conducted additional exploratory univariate 

analyses based on factors that I did not commit to examining in advance of data 

collection. These analyses are reported in Table 11. 

Each of the planned univariate models that I could run used a different subset of 

studies due to the varying missingness of each variable in the data. None of these planned 

univariate moderator effects were statistically significant (see Table 9). In the planned 

multivariate model, the only statistically significant moderator was the opportunity to 

review. The standardized mean difference effect size of g = -0.414 for this variable 

suggests that the advantage for handwriters is nearly canceled out when there is an 

opportunity to review. That is, among studies that allowed participants to review their 

notes before taking the post lecture quiz, if typewriters scored 50% then handwriters 

scored 52% on average, controlling for the other variables in the model. However, it 

should be emphasized that compared to the intercept-only model, the sample of studies is 

significantly reduced, and in addition this moderator was not statistically significant in 

the univariate model (though the substantive interpretation of the results is similar across 

models). These results should be interpreted with caution.  
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Publication Bias Tests 

Almost half (48%; 6 dissertations, 8 theses, 2 conference presentations) of the 33 

studies included in this review were unpublished, suggesting that publication bias is 

unlikely to be a strong threat to the validity of my conclusions. In fact, four of the five 

publication tests that I committed to examining suggested that there is little evidence of 

publication bias5. The rank correlation test (p = .43) and Egger’s regression test (p = .39) 

were both non-significant. The trim and fill procedure did not identify any possibly 

censored effect sizes (see Figure 2; made with the metaviz R package, Kossmeier et al., 

2020), and the Hemni and Copas meta-analytic estimate changed very little (+0.002 

standard deviations). Only the test of excess significance suggested some possibility of 

publication bias (p = .03). Given the relatively large percentage of unpublished studies 

and the near-agreement among the publication bias tests, it seems unlikely that 

publication bias is operating in an important way in this meta-analytic dataset.  

Figure 3 

Funnel plot with trim and fill 

5 These tests were run using the aggregate function in the metafor package to create a single effect size per 
study because they were not designed to handle the assumption of independence being violated. 
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Figure note. Funnel plot showing each study’s aggregated effect size. 
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CHAPTER V 

DISCUSSION 

This systematic review and meta-analysis involved 33 reports, 42 independent 

samples, and 88 effect sizes, all evaluating whether there are recall differences — usually 

operationalized as scores on a quiz given after exposure to a short lecture — between 

participants taking notes by handwriting vs. typewriting, that is, the modality effect. 

Effect sizes were nested in participants and participants were nested in studies, and 

treating these effects as independent would violate the statistical assumption of 

independence, leading to standard errors that are too small. Therefore, a robust multilevel 

random effects meta-regression model was applied to address the dependence in the 

observed effect sizes. A statistically significant overall meta-analytic average was found 

g = +0.144 [0.023, 0.265], p = .021, benefiting handwriters over typewriters. Given that 

the typical quiz average was about 50% percent correct in the typewriting condition, this 

effect translates to an average percent correct of about 55.9% in the handwriting group. 

The test of homogeneity was statistically significant, suggesting the studies vary 

more than sampling error alone would predict. Therefore, in an attempt to explain this 

heterogeneity, I ran both univariate and multivariate models to assess the potential impact 

of moderators both individually and simultaneously. It should be noted that most 

moderator analyses I planned on conducting could not be run due to either little variation 

on the dimension or to pervasive missing data. However, none of the viable moderator 
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analyses explained the observed heterogeneity, that is, none of the three moderators were 

statistically significant when tested using univariate models. When tested simultaneously 

(i.e., the multivariate model), opportunity to review was statistically significant and, in 

fact, almost eliminated the advantage for handwriters. However, this analysis is based on 

a much-reduced and potentially unique subset of studies, and it is possible that it is 

simply an artifact. 

This systematic review and meta-analysis provides some evidence that the 

opportunity to review one’s notes moderates the effect of note-taking modality on recall. 

Both note-taking modalities benefit from note-taking review because it primes recall of 

previously stored information. In addition, note-review is another opportunity to encode 

missed information. This theoretically puts verbatim note-takers at an advantage because 

of additional detailed information that would otherwise be summarized and because 

verbatim note-takers engage in less encoding when taking notes than summative note-

takers. So as discussed in detail in the Introduction, it was expected that the opportunity 

to review notes would moderate the modality effect on recall. 

It is worth noting that some studies used notes-review as a factor, allowing me to 

examine the effects of asynchronous review. Of note is that no studies have attempted to 

control synchronous note-review, that is reviewing notes while taking them. This is 

possible to do with handwriting for example by using digital e-writers, invisible ink, or 

ink that matches the color of the writing paper. Similarly, synchronous note-review can 

be tested among typewriters by not allowing users to see what they are typing. However, 

visual feedback is fundamental to the note-taking process and eliminating the opportunity 

for synchronous review would likely affect note legibility and interpretability. Critically 
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eliminating the opportunity for synchronous review would likely increase the cognitive 

burden on note-takers. These problems would likely make it more difficult to interpret 

such studies. 

I also examined the effect of using relatively immediate vs. a short (2-7) days 

delay on the modality effect. Because memories decay over time, if delay in recall 

measurement is a factor in a primary study, we would expect that there would be a main 

effect for delay, such that participants assigned to take a test immediately after exposure 

would score higher than participants assigned to take a test after some delay. The main 

effect for delay in recall theoretically interacts with note-review, because note-review can 

replenish lost information. So, for example, if both note-review and delay were factors in 

an experiment, we would expect to observe an interaction between these factors, such 

that the effect of delay would be smaller in the presence of note-review. However, I did 

not observe a significant effect for delay in these studies. It is possible that the delays 

observed in these studies were too short, or that the amount of information to be learned 

was too insubstantial (typically short 10-15 minute lecture videos), for the delay effect to 

be observed.   

Finally, I examined the nature of the questions asked on the recall quiz as a 

potential moderator. The factual vs. conceptual question type distinction is a factor often 

called out in modality studies as a plausible moderator. But there is inconsistency with 

how the distinction is applied, both within studies and at the synthesis level. Within 

studies, most quizzes administered in studies in this review were developed by the study 

authors, and we know very little about their validity. We also know relatively little about 

the consistency with which authors across studies applied the factual and conceptual 
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labels to the questions on their quizzes. At the synthesis level, I relied on the authors’ 

labels when they were provided, but I also attempted to categorize tests based on 

information provided in the studies and this process might have introduced error as well. 

In addition, I could only place 72% of the effect sizes into factual or conceptual question 

categories. It is possible that these considerations contributed to the very small, non 

significant effect sizes that I observed for this potential moderator. 

Limitations and Directions for Future Research 

In the following sections, I discuss three limitations and consequent directions for 

future research arising from my systematic review. These are: the extent to which the 

studies included in this review are practically relevant, the extent to which the studies 

included in this review are theoretically relevant, and the fact that there was a non-trivial 

degree of effect size heterogeneity that was largely unexplained. I conclude by offering 

recommendations to note-takers based on the results of this systematic review. 

Practical Applicability of the Evidence 

Scholars sometimes use the term “applicability” (a type of external validity) to 

describe the extent to which the conditions in experiments apply to real world conditions. 

The studies in this systematic review are not overly applicable. In most studies, students 

experienced a single 10-15 minute video lecture on unfamiliar content, took a short quiz 

developed by the study authors quickly after the lecture or, at most, a week later, and may 

or may not have had an opportunity to review their notes. In contrast, of course, many 

real-world applications of note-taking involve much more content, at least some 

familiarity/prior-knowledge of that content, knowledge-related applications that extend 

beyond recall (for example, synthesis), and over a longer time frame. All of this suggests 
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that while the effect size observed in this systematic review and meta-analysis is probably 

true, we do not know much about how these findings, based on a set of narrowly 

designed studies, will translate into a more practical context.  

Theoretical Applicability of the Evidence 

Another issue relates more to the theoretical meaningfulness of these results. 

Specifically, it is unclear if the statistically significant overall meta-analytic average 

observed should be taken at face value and attributed to modality. From a theoretical 

perspective, these studies are largely beside the point, because few studies attempted to 

break the connection between modality and note-taking style and this design feature is 

needed to approach answering the theoretical question about which note-taking modality 

is superior for learning. This is because when researchers assign participants to a note-

taking modality they are also indirectly assigning them to different note-taking styles 

(i.e., there is a strong tendency for typewriters to take verbatim notes whereas 

handwriters are more likely to take summative notes), and these different styles have 

inherent differences in their effects on cognition and therefore recall. Note-taking 

modality pairs and complements style through the interplay of transcription capacity and 

speaker pace. When speaker pace is fast (such as is typical in a university lecture) and 

transcription capacity is slow (handwriting; unimanual transcription) students are less 

likely to attempt to take verbatim notes, but when transcription capacity can approach 

speaker pace (typewriting; bimanual transcription) there is incentive to transcribe as 

much as possible (verbatim) for future storage without thought for the potential short 

term cost in encoding and comprehension that accompany this note-taking style.  
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In this regard, only two studies (out of 33) examined note-taking style as an 

experimental factor (Bui et al., 2013; Mueller & Oppenheimer 2014), so I was unable to 

test this as a potential moderator. In Bui et al. (2013), there was a small but not 

statistically significant advantage for typewriters (g = +0.015) when participants were 

constrained to take summative notes. But, in Mueller and Oppenheimer (2014; it should 

be noted that the authors identified fidelity of implementation issues with the verbatim 

condition, p. 5), the advantage for handwriters over typewriters persisted even when 

participants were assigned to take summative notes. However, this advantage was 

somewhat smaller (g = -0.04) relative to the handwriting advantage observed when note-

takers were not assigned to a particular note-taking style. These results suggest that one 

potentially illuminating direction for future research will be to examine the note-taking 

style as part of the dynamic system and environment that produces the kinds of notes 

taken with different modalities. That is, future studies could contribute to the theoretical 

discussion regarding modality superiority by including note-taking style in the study 

design, for example by training note-takers on strategies for taking verbatim notes and 

summative notes using a computer and keyboard, and then randomly assigning trainees to 

a note-taking style. Such a study should provide a fair test of the theoretical 

considerations suggesting that summative note-taking is superior to verbatim note-taking 

because it would hold modality constant. In addition, there is a strong need for more 

studies in more naturalistic settings/conditions, using materials that students are actually 

responsible for learning, multiple exposures to different parts of the material, and tests 

that are relatively far removed from content exposure. Finally, to help establish a solid 

basis for making practical recommendations, future studies should also be designed to 
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address the extent to which speaker pace, student transcription capacity, working 

memory, and student prior topic knowledge factor into the impact of modality.  

Unexplained Heterogeneity 

An issue that limits the ability of this evidence base to contribute to both theory 

and practice relates to the unexplained heterogeneity observed in these results. There is 

good reason to suspect that the modality effect should be moderated based on theory — 

that is, that the main effect of modality should interact with other factors, such as speaker 

pace. There is potential evidence from this study that the opportunity to review does in 

fact moderate the modality effect: When the factor for whether or not participants had an 

opportunity to review their notes was included as a study-level moderator along with two 

other potential moderators (whether the quiz was given on the same day as exposure to 

the lecture and whether the quiz was based on factual or conceptual questions), the 

overall average dropped from about g = +0.47 when there was no opportunity to review 

to about g = +0.05 when there was an opportunity to review, controlling for the other two 

variables in the model. This finding does make some conceptual sense — if typewriters 

have notes approaching a verbatim transcription of the lecture material and then are 

allowed to study these prior to taking the quiz, this should help make up for the lack of 

deep processing while the notes were being created, and it is in line with the research on 

the effects of reviewing notes introduced earlier. There are two important caveats to this 

finding. One is that opportunity to review was not a statistically significant moderator 

when tested by itself in a univariate model (p = .091), though, to be fair, the story that 

emerges from the univariate analysis is the same as the one that emerges from the 

multivariate model, that is, that having an opportunity to review notes largely eliminates 
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the recall advantage for handwriters over typewriters. Perhaps more important is that the 

multivariate result is based on a potentially unique subset of studies that had no missing 

information on all three potential moderators I was able to test, and therefore is based on 

less than half of the available evidence (i.e., 14 reports out of a possible 33). Clearly, one 

important direction for future research might be to treat the opportunity to review as an 

experimental factor that is manipulated along with note-taking, providing a stronger test 

of this potential effect. 

Regardless of whether one believes that opportunity to review is operating as a 

moderator in these studies, accounting for it reduced but did not eliminate unexplained 

effect size heterogeneity. This unexplained heterogeneity adds uncertainty to the 

interpretation of the evidence base — essentially it implies that the effect sizes vary more 

than would be expected given sampling error, but given the current data I cannot fully 

describe why this happened. 

Directions for Future Research 

Looking forward, with the increasing utilization of on-line learning, it is unclear 

what lecture note-taking modality research should look like. Lecture note-taking research 

has previously operated under the paradigm that externally there is limited exposure to 

information, with note-taking operating as one solution to the fact that there is a limit to 

how much information can be encoded at once. That is, note-taking reduces the amount 

of information that would otherwise be irretrievably lost. It is relatively easy to produce 

transcriptions of recorded material, so the fact that more instruction is occurring 

asynchronously suggests that students should embrace note-taking strategies that promote 

qualitatively better information processing. This suggests that it may be productive for 
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researchers to emphasize different strategies such as summarizing and annotating a 

transcript and note-taking from text. 

Recommendation to Note-Takers 

From a practical standpoint, the motivating question for this systematic review 

and meta-analysis can be thought of as this: If a student asks for advice on how to take 

notes, by using handwriting or typewriting, how should we respond? The answer, of 

course, is that "it depends". If the reason for taking notes is to pass a quiz or test shortly 

after lecture, then the results of this review suggest that handwriting is the better option 

that, on average, will result in a somewhat better score. This is probably because the 

student will likely take summative notes by hand, and even though I could not test this 

directly, there are strong theoretical reasons to believe that summative note-taking results 

in deeper processing and therefore better encoding of the information. However, this 

effect is small and performance will likely be improved by factors that the student is 

likely already aware of, such as limiting distractions while taking notes. In addition, if 

there is an opportunity to study for the quiz or test, then performance will likely be 

enhanced by following advice from the educational psychology literature (e.g., Dunlosky 

et al., 2013). Finally, if the student is taking notes to pass a test at some point beyond the 

near-term, for example a midterm exam, then the answer to this question will have to 

wait until a collection of studies designed to address this question are available. 
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TABLES 

Table 1 

Influences and constraints that might covary with modality assignment 

Influence/constraint Type Description Discussion 

Source type External Nature of the source or sources of 
information, e.g., live lecture, 
audio, book, etc. 

All sources require switching attention between the source itself 
and transcription, but some sources, e.g., lecture with slides, 
require switching attention between multiple sources and 
transcription. 

Length External Amount of time information is 
being shared. 

When information is shared for prolonged periods of time, the 
cognitive resources can be taxed and learning may be less 
effective. 

Pace External Speed at which information is 
being shared. 

When information is shared the speed at which it is distributed 
can vary and higher speeds are more taxing on cognitive 
resources. 

Intermittence External Pauses in the sharing of 
information. 

The frequency and length of pauses in speech affect the pace and 
might provide note-takers additional time to process and 
synthesize the information. Participants watching recorded 
material may have the ability to control intermittence (by pausing 
the recording). 

Novelty/Familiarity External How familiar the note-taker is with 
the information being shared. 

Note-takers may take qualitatively different notes and use 
different approaches if they are more or less familiar with the 
information being shared and in addition, familiarity leads to 
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Influence/constraint Type Description Discussion 

more effective long-term storage and retrieval 

Scaffold/Framework External Documents which guide or 
partially complete notes. 

Partial notes may reduce the transcription burden on note-takers 
and allow them to focus more resources on annotation, 
processing, and encoding information being shared. 

Primary language External Information source primary 
language compared with the note-
taker's. 

The primary language of the note-taker in reference to the 
language of the incoming information may play a role in 
additional cognitive demands that they have to allocate to note-
taking. 

Language 
complexity 

External Complexity of the information 
source. 

The complexity of the language used for note-taking may play a 
role in additional cognitive resource demand. 

Distraction External software / internet distractions 
from incoming information 

There are a number of studies in the note-taking literature 
discussing the negative effects that distracted students on 
electronic devices have to cope with that handwriters don't have, 
in educational settings. 

Transcription 
capacity 

Internal Speed of the note-taker to take 
notes. 

Note-taking speed enables alternative note-taking strategies 
which can provide additional time for processing and synthesis. 

Processing speed Internal Speed of the note-taker to process 
the incoming information. 

Processing speed in conjunction with pace modulates note-taking 
style and other meta-cognitive decisions. 

Working memory 
capacity 

Internal Amount of information able to be 
briefly stored. 

Working memory capacity varies across participants and affects 
the amount of synchronous synthesis that participants are able to 
do and the quality of verbatim notes. 

Short & Long term Internal Amount of information able to be Short & Long term memory varies across participants and affects 
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Influence/constraint Type Description Discussion 

memory temporarily stored. the ability of the note-taker to maintain information that was 
received while thinking about other subjects and the ability to 
store information for later retrieval. 

Prior experience 
with mediums 

Internal Experience with different note-
taking mediums. 

Note-takers' experience with different note-taking mediums can 
affect their concentration, cognitive load, and transcription 
capacity. 

Intent Internal Reason for note-taking. Note-takers' intention behind taking notes can affect the quality, 
quantity, and type of notes, as well as the metacognitive 
strategies behind what is transcribed. 

Review Internal Reviewing notes that have been 
taken. 

Note-review is a behavior often present during note-taking for the 
purposes of editing, proofreading, connecting concepts, ideas, 
and information, as well as for enhanced encoding benefits. It is 
also used as a strategy post-note-taking for further encoding 
benefits. 
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Table 2 

Meta-table of study characteristic tables 

Table number Table title Table content 

2.1 Publications over 
time 

Counts of distinct report identifiers, sample identifiers, measurement identifiers, 
and effect size identifiers over years. 

2.2 Report 
characteristics, 
setting, sample 

Year study was released, publication type (dissertation vs journal article vs other 
report), country conducted in, type of environment e.g., college/university vs 
secondary school vs primary school, average age or grade level, if US race/ethnicity 
(or study author description of the race/ethnicity of sample), % female. 

2.3 Independent variable 
considerations, 
Status on potential 
moderators 

Distractor, setting e.g., lab vs classroom, source audio only, visual only, audio + 
visual, if live, opportunities to participate, Transcription capacity, speaker pace, 
note-taking style, opportunity to review notes, and the note-takers' intention with 
their notes. 

2.4 Research design and 
study quality, 
measurement 

Assignment mechanism, attrition within and across groups, reliability (coefficient 
alpha, interrater reliability/agreement); variables used as statistical controls for 
effect size estimation, factual vs conceptual, multiple choice vs. short answer vs 
true/false vs. long answer, any reliability information, any validity information. 

2.5 Effect size 
information 

Effect size, standard error, sample sizes 
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Table 2.1 

Publication count over time 

Year dist_rid dist_sid dist_mid dist_eid 

1987 1 1 1 2 

2012 2 2 2 4 

2013 2 3 5 5 

2014 3 6 8 13 

2015 2 2 2 2 

2016 4 5 8 13 

2017 5 6 7 12 

2018 3 4 4 5 

2019 5 6 7 17 

2020 4 4 7 9 

2021 2 3 4 6 

Notes. 

dist_rid = distinct count of report identification numbers. 

dist_sid = distinct count of sample identification numbers. 

dist_mid = distinct count of measure identification numbers. 

dist_eid = distinct count of effect size identification numbers. 
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Table 2.2 

Sample characteristics 

Author(s) Publication Type Country Environment Setting 
Age 

(mean) Grade Race % Female 

Artz et al., 2020 Journal USA University Classroom 25 Undergraduates l 36% 

Bargione, 1987 Dissertation USA Secondary Lab 16 High School m 100% 

Beck, 2014 Journal USA University Classroom 25 Undergraduates --- 76% 

Blankenship, 2016 Dissertation USA University Classroom --- Undergraduates n 85% 

Bui et al., 2013 Journal USA University Lab 19 Undergraduates --- 66% 

Chiaraluce, 2019 Thesis USA University Lab 19 Undergraduate --- 66% 

Crumb et al., 2020 Journal USA University Lab 19 Undergraduates --- 55% 

Cubillo, 2017 Dissertation USA University Lab 22 Undergraduates o 54% 

Desselle & Shane, 2018 Journal USA University Classroom --- Undergraduates p 64% 

Devers, 2015 Other: Conference USA University Lab --- g --- 78% 

Duran & Frederick, 2013 Journal USA University Lab a Undergraduates --- --- 

Eason, 2017 Thesis USA University Lab 19 Undergraduates q 62% 

Flanagan & Titsworth, 2020 Journal USA University Lab --- Undergraduates r 61% 

Gür, 2021 Journal Turkey University --- --- --- --- 48% 

Jamet et al., 2020 Journal France University Classroom 19 Undergraduates --- 83% 

Kennedy, 2019 Journal USA University Classroom --- h --- 63% 

Kirkland, 2016 Thesis USA University Classroom --- Undergraduates --- --- 
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Author(s) Publication Type Country Environment Setting 
Age 

(mean) Grade Race % Female 

Kodaira, 2017 Dissertation USA University Lab 19 i s 85% 

Kuipers, 2019 Thesis Netherlands Secondary Classroom 17 Secondary --- 51% 

Kutta, 2017 Dissertation USA University Lab --- Undergraduates --- --- 

Lalchandani, 2016 Thesis USA University Lab --- Undergraduates --- --- 

Luo et al., 2018 Journal Germany University Classroom --- j t 80% 

Mitchell & Zheng, 2019 Journal USA University Classroom --- Undergraduates --- 51% 
1Morehead et al., 2019 Journal USA University Lab b Undergraduates --- 76% 
2Morehead et al., 2019 exp 2 Journal USA University Lab c Undergraduates --- 84% 

1Mueller & Oppenheimer, 2014 Journal USA University Lab --- k --- 50% 

2Mueller & Oppenheimer, 2014 Journal USA University Lab --- k --- 77% 

3Mueller & Oppenheimer, 2014 Journal USA University Lab --- k --- 75% 

Murphy, 2016 Other: Conference USA Secondary Classroom d HS Seniors --- 43% 

Schoen, 2012 Thesis USA University Lab e Undergraduates --- 76% 

Sheppard, 2015 Thesis Canada University Lab 20 Undergraduates --- 73% 

Slavina, 2018 Dissertation USA University Lab 19 Undergraduates --- 60% 

Tischner, 2017 Thesis USA Other: Remote Other: Remote --- Undergraduates --- --- 

Urry et al., 2021 Journal USA University Lab --- Undergraduates u 62% 

Wei et al., 2014 Journal USA University Lab 22 Undergraduates v 53% 



71 

Author(s) Publication Type Country Environment Setting 
Age 

(mean) Grade Race % Female 

Wood et al., 2012 Journal Canada University Classroom f Undergraduates --- 80% 

Notes. Superscript numbers or letters in the sample descriptor cells provide detailed information on sample characteristics. 

1 Experiment 1 

2 Experiment 2 

3 Experiment 3 

a "aged 18-26" 

b "...ages ranged from 18 to 44 (84% of participants were under the age of 22)." p.6 

c "...ages ranged from 18 to 38 with 90% of participants under the age of 22." p.14 

d "High school seniors from one northeast area Baltimore County high school, who were at least eighteen years old..." p.5 

e "ages 18-23" 

f "...males (Mage=20.67, SD=2.33) and females (Mage=19.56, SD=1.19)" 

g "There were 24 first-year, 8 second-year, 8 third-year, 5 fourth-year, and 13 graduate students." p. 774 

h "1st year pharmacy students" 

i "The majority reported being in their first year of school (57.5%), followed by students in their second year (30.0%), with the 

remainder in their third (8.75%) or fourth year (1.25%), or beyond (2.5%)." p. 37 
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j "Seventy-one percent were juniors and seniors..." 

k "university subject pool participants" 

l "Nonwhite: =1 if student's race is not white and 0 otherwise 0.105 (0.308)" p. 107 

m "There were 24 whites (60%) and 16 (40%) blacks." 

n "...participants were primarily female (85%) and Caucasian (90%)." p.38 

o "The examinees came from 22 different first language backgrounds including Chinese (40.5%), Korean (20%), Japanese

(14.5%), Spanish (5.5%), Arabic (4.5%), Vietnamese (2.5%), Turkish (2.5%), Cantonese (1.5%), German (1.5%)..." p.62 

p "Race/ethnicity Asian/Pacific Islander 55 (63.4) Black 5 (5.8) White 19 (22.1) Hispanic 4 (4.7) No Response/unknown 3 

(3.5)" p.9 

q "90.1% of the participants were not of Hispanic/Latino ethnicity, and 9.9% of the population was Hispanic/Latino. Racially, 

the participants identified as follows: 75.3% white, 11.1% Black, 11.1% Asian, and 2.4% other races." p.11 

r "Most participants were white (86%)" p.4 

s "...the racial/ethnic distribution was 81.25% White, 10.0% Asian, 3.75% Black/African American, 1.25% Hispanic, and 

3.75% Other." p. 37 

t "...most were Caucasians (94%)." 
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u "...5% were African American or Black, 24% were Asian, 58% were White, 5% were Hispanic or Latinx, and 7% were 

multiracial; two people declined to report their race/ethnicity." p. 328 

v "79.6% were Caucasian, 12.6% were African American, and the remaining were of other ethnicities." p.151 

Table 2.3 

Study characteristics 

Author(s) Setting Source Recording 

Live 

Lecture Distractor Style 

Transcription 

Capacity 

Speaker 

Pace Review Intention 

Artz et al., 2020 Class *A + V No True No --- --- No Yes Yes 

Bargione, 1987 Lab A + V Yes False No --- d No No --- 

Beck, 2014 Class A + V Yes False No --- --- No --- --- 

Blankenship, 2016 Class A + V Yes False Yes --- --- No No --- 

Bui et al., 2013 Lab AUDIO Yes False No Summary --- No No --- 

Bui et al., 2013 Lab AUDIO Yes False No Verbatim --- No No --- 
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Author(s) Setting Source Recording 

Live 

Lecture Distractor Style 

Transcription 

Capacity 

Speaker 

Pace Review Intention 

Chiaraluce, 2019 Lab A + V Yes False Yes --- --- No No --- 

Crumb et al., 2020 Lab A + V Yes False No --- --- No Yes --- 

Cubillo, 2017 Lab A + V Yes False No --- --- No Yes --- 

Desselle & Shane, 2018 Class A + V No True No --- --- No Yes Yes 

Devers, 2015 Lab A + V Yes False No --- --- No No --- 

Duran & Frederick, 2013 Lab A + V Yes False No --- --- No --- --- 

Eason, 2017 Lab A + V Yes False a --- --- No No --- 

Flanagan & Titsworth, 2020 Lab A + V Yes False Yes --- --- No Yes --- 

Gür, 2021 --- --- --- --- --- Verbatim --- --- --- --- 

Gür, 2021 --- --- --- --- --- Summary --- --- --- --- 

Jamet et al., 2020 Class Other Other False b --- --- No No --- 

Kennedy, 2019 Class A + V No True No --- --- No Yes Yes 

Kirkland, 2016 Class A + V Yes False Yes --- --- No --- --- 
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Author(s) Setting Source Recording 

Live 

Lecture Distractor Style 

Transcription 

Capacity 

Speaker 

Pace Review Intention 

Kodaira, 2017 Lab A + V Yes False No --- e No Yes Yes 

Kuipers, 2019 Class A + V Yes False Yes --- f No Yes --- 

1Kutta, 2017 Lab A + V Yes False No --- --- No No --- 

2Kutta, 2017 Lab A + V Yes False No --- --- No Yes --- 

1Lalchandani, 2016 Lab AUDIO Yes False Yes --- --- No No --- 

2Lalchandani, 2016 Lab A + V Yes False Yes --- --- No No --- 

1Luo et al., 2018 Class A + V Yes False Yes --- --- No Yes Yes 

2Luo et al., 2018 Class A + V Yes False Yes --- --- No No No 

Mitchell & Zheng, 2019 Class A + V Yes False c --- --- --- No --- 

Morehead et al., 2019 Lab A + V Yes False Yes --- g No --- No 

1Mueller & Oppenheimer, 2014 Lab A + V Yes False Yes --- --- No No --- 

2Mueller & Oppenheimer, 2014 Lab A + V Yes False Yes --- h No No --- 

2Mueller & Oppenheimer, 2014 Lab A + V Yes False Yes Summary h No No --- 



76 

Author(s) Setting Source Recording 

Live 

Lecture Distractor Style 

Transcription 

Capacity 

Speaker 

Pace Review Intention 

3Mueller & Oppenheimer, 2014 Lab A + V Yes False No --- --- No Yes --- 

2Mueller & Oppenheimer, 2014 Lab A + V Yes False No --- --- No No --- 

Murphy, 2016 Class A + V Yes False Yes --- --- No No --- 

Schoen, 2012 Lab A + V Yes False Yes --- i No No --- 

Sheppard, 2015 Lab A + V Yes False No --- --- No --- --- 

Slavina, 2018 Lab A + V Yes False No --- --- No No Yes 

Tischner, 2017 Other A + V Yes False Yes --- --- No Yes --- 

Urry et al., 2021 Lab A + V Yes False Yes --- --- No --- --- 

Wei et al., 2014 Lab A + V Yes False No --- --- No --- --- 

Wood et al., 2012 Class A + V No True No --- --- No --- --- 

Notes. Superscript symbols, numbers, and letters in the sample descriptor cells provide detailed information on sample 

characteristics. 

1 Experiment 1 

2 Experiment 2 
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3 Experiment 3 

* A + V = Audio plus visual input for participants

a "Once the presentation was over, the participants were given access to an online questionnaire that gathered demographic 

information, asking whether or not they had seen the presentation before, and also to assess their NCog rating using the Need 

for Cognition Scale (Cacioppo & Petty, 1982) and optimal arousal levels using the BMIS (Mayer & Gaschke, 1988)." p.16 

b "maybe; filled out 3 parts of questionnaire prior to learning outcomes section" 

c "After watching the video, students participated in regular classroom activities (i.e., lecture, notes, and in class activities) 

related to the regular content of the course (i.e., IS or Economics). The topic of the video was not discussed concluding the 

viewing. Approximately 30 minutes after watching the video, students took a closed-note quiz..." p. 4 

d "To control for typing ability each subject was given a typing test prior to the experiment. Subjects were placed into one of 

two subgroups (i.e., 30-40 words per minute or 50+ words per minute). Twenty subjects with high typing skill and 20 subjects 

with low typing skill were assigned randomly to two experimental groups: (a) note taking by microcomputer (10 high skill and 

10 low skill typists), and (b) note taking by hand (10 high skill and 10 low skill typists)." 

e "For subjects taking notes using a laptop, letter speed was measured using a modification of the Olinghouse and Graham 

(2009) task, whereby subjects were asked to access a word processing document to type..." p. 42 
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f "The typing test was taken on site where students had to write as many words as possible in a minute typing... Students in the 

written condition were asked to do as much as possible in one minute letter pairs, consisting of a capital letter and a small 

letter, to be noted below each other on order of the alphabet in their normal handwriting. Provide the legible and correct letter 

pairs up a point. The more points a student gets, the faster he can write. The writing test is based on Reddington et al. (2015)." 

pp.16-17 

g "For the typing speed measure, participants were shown a passage and given 1 min to type as much of the passage as they 

could, and the number of words typed in 1 min was calculated." p.7 

h "Participants then completed a typing test, the Need for Cognition scale..." p. 4 

i "All participants reported dexterity in both handwriting notes and typing notes..." 
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Table 2.4 

Research design and study quality 

Author(s) Reliability Assignment Question Measure Question Type 

1Mueller & Oppenheimer, 2014 irr = 0.89 Random Factual Other: Short Answer & Unclear 

1Mueller & Oppenheimer, 2014 irr = 0.89 Random Conceptual Other: Short Answer & Unclear 

Mueller & Oppenheimer, 2014 --- Random Factual Other: Short Answer & Unclear 

Mueller & Oppenheimer, 2014 --- Random Conceptual Other: Short Answer & Unclear 

Kodaira, 2017 --- Random Factual Multiple Choice 

Kodaira, 2017 --- Random Conceptual Multiple Choice 

Bui, Myers, & Hale, 2013 irr = 0.82 Random Factual Other: Free Recall 

Bui, Myers, & Hale, 2013 --- Random Factual Short Answer 

Chiaraluce, 2019 ca = 0.44 Random Factual Multiple Choice 

Urry et al., 2021 irr = 0.98 Random Factual Short Answer 

Urry et al., 2021 irr = 0.99 Random Conceptual Short Answer 

Desselle & Shane, 2018 --- Not-Random --- Multiple Choice 

Sheppard, 2015 --- Random Factual Other: Mix Mc/Short Answer 
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Author(s) Reliability Assignment Question Measure Question Type 

Morehead et al., 2019 --- Random Factual Short Answer 

Morehead et al., 2019 --- Random Conceptual Short Answer 

Bargione, 1987 --- Random Factual Multiple Choice 

Schoen, 2012 --- Random Factual Multiple Choice 

Wood et al., 2012 --- Random Factual Multiple Choice 

Duran & Frederick, 2013 --- Not-Random Factual Multiple Choice 

Beck, 2014 --- Random Factual Other: Mix Tf / Mc 

Wei et al., 2014 --- Random Factual Multiple Choice 

Blankenship, 2016 --- Random a Multiple Choice 

Blankenship, 2016 --- Random a Short Answer 

Kirkland, 2016 --- Not-Random a Multiple Choice 

Cubillo, 2017 ca = 0.85 Random a Multiple Choice 

Eason, 2017 --- Random Factual Multiple Choice 

Kutta, 2017 --- Random a Short Answer 

Kennedy, 2019 --- Not-Random --- Other: Mix Mc/Short Answer 
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Author(s) Reliability Assignment Question Measure Question Type 

Lalchandani, 2016 --- Not-Random Factual Multiple Choice 

Lalchandani, 2016 --- Not-Random Conceptual Multiple Choice 

Crumb et al., 2020 --- Random Factual Short Answer 

Crumb et al., 2020 --- Random Conceptual Short Answer 

Mitchell & Zheng, 2019 --- Not-Random Factual Other: Mix Mc/Short Answer 

Mitchell & Zheng, 2019 --- Not-Random Conceptual Short Answer 

Flanagan & Titsworth, 2020 ca = 0.779 Random a Multiple Choice 

Jamet et al., 2020 --- Not-Random Factual Short Answer 

Jamet et al., 2020 --- Not-Random Conceptual Short Answer 

Luo et al., 2018 --- Random b Multiple Choice 

Slavina, 2018 --- --- Factual Short Answer 

Artz et al., 2020 --- Random a Multiple Choice 

Gür, 2021 --- Random c Multiple Choice 

Murphy, 2016 --- Not-Random --- --- 

Tischner, 2017 --- Random Factual Multiple Choice 



82 

Author(s) Reliability Assignment Question Measure Question Type 

Tischner, 2017 --- Random Factual Short Answer 

Tischner, 2017 --- Random Factual Other: Fill In The Blank 

Devers, 2015 --- Random a Other: Mix Mc/Short Answer 

Kuipers, 2019 --- --- Factual Multiple Choice 

Notes. 

irr = interrater reliability 

ca = cronbach's alpha 

1 experiment 1 

a Other: mix Factual & Conceptual 

b "...contained a mixture of fact, relation-ship, concept, and skill items." p.953 

c = "The chance factor was tried to be minimized by using the fill-in-the-gap questions in all tests..." p. 136 
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Table 2.5 

Effect size information 

Author(s) g SE n - HW n - TW 

Mueller & Oppenheimer, 2014 0.055 0.244 33.5 33.5 

Mueller & Oppenheimer, 2014 0.340 0.246 33.5 33.5 

Mueller & Oppenheimer, 2014 0.115 0.200 50.33 50.33 

Mueller & Oppenheimer, 2014 -0.037 0.199 50.33 50.33 

Mueller & Oppenheimer, 2014 0.406 0.201 50.33 50.33 

Mueller & Oppenheimer, 2014 0.326 0.201 50.33 50.33 

Mueller & Oppenheimer, 2014 0.707 0.279 27.25 27.25 

Mueller & Oppenheimer, 2014 0.653 0.278 27.25 27.25 

Mueller & Oppenheimer, 2014 0.033 0.271 27.25 27.25 



84 

Mueller & Oppenheimer, 2014 -0.161 0.271 27.25 27.25 

Kodaira, 2017 0.496 0.227 40 40 

Kodaira, 2017 0.321 0.225 40 40 

Bui et al., 2013 0.000 0.316 20 20 

Bui et al., 2013 -0.151 0.317 20 20 

Bui et al., 2013 -1.240 0.345 20 20 

Bui et al., 2013 -1.299 0.348 20 20 

Chiaraluce, 2019 -0.044 0.277 30 23 

Desselle & Shane, 2018 0.689 0.327 11 75 

Desselle & Shane, 2018 0.583 0.326 11 75 

Bargione, 1987 0.286 0.318 20 20 
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Bargione, 1987 0.272 0.318 20 20 

Schoen, 2012 -1.350 0.380 17 17 

Beck, 2014 0.136 0.437 10.5 10.5 

Beck, 2014 0.121 0.437 10.5 10.5 

Wei et al., 2014 0.624 0.350 20 15 

Blankenship, 2016 0.155 0.221 52 34 

Blankenship, 2016 0.457 0.223 52 34 

Cubillo, 2017 -0.195 0.142 100 100 

Crumb et al., 2020 0.110 0.224 40 40 

Crumb et al., 2020 0.745 0.231 40 40 

Mitchell & Zheng, 2019 0.365 0.117 150 145 
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Mitchell & Zheng, 2019 0.105 0.117 150 145 

Flanagan & Titsworth, 2020 0.086 0.283 25 25 

Jamet et al., 2020 0.319 0.147 90 97 

Jamet et al., 2020 0.020 0.146 90 97 

Artz et al., 2020 0.125 0.133 103 127 

Artz et al., 2020 0.059 0.133 127 103 

Artz et al., 2020 0.039 0.133 103 127 

Artz et al., 2020 0.013 0.133 127 103 

Gür, 2021 0.929 0.276 29 29 

Gür, 2021 0.502 0.267 29 29 

Gür, 2021 0.937 0.277 29 29 
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Gür, 2021 0.969 0.278 29 29 

Murphy, 2016 0.305 0.279 30 23 

Murphy, 2016 0.460 0.281 30 23 

Kuipers, 2019 0.373 0.166 76 72 

Urry et al., 2021 -0.026 0.211 74 68 

Urry et al., 2021 -0.121 0.228 74 68 

Sheppard, 2015 -0.228 0.394 20 20 

Morehead et al., 2019 0.229 0.330 32 31 

Morehead et al., 2019 0.106 0.393 32 31 

Morehead et al., 2019 0.231 0.347 32 31 

Morehead et al., 2019 -0.019 0.386 32 31 
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Morehead et al., 2019 0.158 0.399 31 33 

Morehead et al., 2019 0.201 0.421 31 33 

Morehead et al., 2019 0.143 0.322 31 31 

Morehead et al., 2019 -0.258 0.350 31 31 

Morehead et al., 2019 0.111 0.313 31 31 

Morehead et al., 2019 -0.097 0.335 31 31 

Morehead et al., 2019 -0.231 0.323 30 30 

Morehead et al., 2019 -0.234 0.340 30 30 

Wood et al., 2012 0.125 0.380 21 21 

Wood et al., 2012 -0.032 0.431 21 21 

Wood et al., 2012 -0.098 0.377 21 21 
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Duran & Frederick, 2013 0.299 0.346 36 36 

Kirkland, 2016 -0.074 0.268 52.5 52.5 

Eason, 2017 0.137 0.344 28 29 

Eason, 2017 0.227 0.345 26 26 

Kutta, 2017 0.031 0.307 33.33 33.33 

Kutta, 2017 -0.034 0.321 33.33 33.33 

Kutta, 2017 0.013 0.348 33.33 33.33 

Kutta, 2017 -0.045 0.320 33.33 33.33 

Kennedy, 2019 0.108 0.261 60 71 

Lalchandani, 2016 -0.242 0.583 12 12 

Lalchandani, 2016 0.162 0.564 12 12 
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Lalchandani, 2016 0.306 0.522 12 12 

Lalchandani, 2016 -0.208 0.505 12 12 

Lalchandani, 2016 0.298 0.610 12 12 

Lalchandani, 2016 0.458 0.575 12 12 

Lalchandani, 2016 0.129 0.560 12 12 

Lalchandani, 2016 0.000 0.505 12 12 

Luo et al., 2018 0.287 0.320 32 34 

Luo et al., 2018 -0.181 0.337 30 30 

Slavina, 2018 0.147 0.267 40 44 

Tischner, 2017 0.058 0.399 17 32 

Tischner, 2017 0.171 0.367 17 32 



91 

Tischner, 2017 0.350 0.512 17 32 

Devers, 2015 0.418 0.262 30 28 

Notes. HW = handwriting; TW = typewriting 
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Table 3 

Platform and Databases Used in Literature Search 

Platform Databases 

EBSCO Academic Search Complete, Education Full Text (H.W. Wilson), ERIC, 
OpenDissertations, Psychology and Behavioral Sciences Collection, APA 
PsycINFO 

Proquest ABI/INFORM Collection (1971 - current), Alt-PressWatch (1970 - current), 
American Periodicals (1740 - 1940), APA PsycArticles® (1894 - current), 
ARTbibliographies Modern (ABM) (1974 - current), Business Market 
Research Collection (1986 - current), Career & Technical Education 
Database, Coronavirus Research Database, Dissertations & Theses @ 
University of Louisville, Early Modern Books, Ebook Central, EconLit 
(1886 - current), ERIC (1966 - current), Ethnic NewsWatch, GenderWatch, 
Global Newsstream (1980 - current), Linguistics and Language Behavior 
Abstracts (LLBA) (1973 - current), Literature Online, Music Periodicals 
Database (1874 - current), PAIS Index (1914 - current), Performing Arts 
Periodicals Database (1864 - current), Philosopher's Index (1940 - current), 
ProQuest Dissertations & Theses Global, ProQuest Historical Newspapers: 
Louisville Courier Journal (1830 - 2000), ProQuest Historical Newspapers: 
The New York Times with Index (1851 - 2017), ProQuest Recent 
Newspapers: The Courier-Journal, ProQuest Recent Newspapers: The New 
York Times, PTSDpubs (1871 - current), Publicly Available Content 
Database, Sociological Abstracts (1952 - current), Worldwide Political 
Science Abstracts (1975 - current) 
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Table 4 

Search Strategy in EBSCO & ProQuest 

Search number Search strategy Concept block 

1 AB("note-taking" OR "notetaking" OR "taking notes" OR "take notes") Note-taking 

2 AB((writ* OR handwrit*) AND (typing OR typed OR typewrit*)) Handwriting and 
typing 

3 1 OR 2 

4 AB(recall OR memory OR retention) Recall 

5 3 AND 4 

6 Repeat 5 for title and keywords as well as abstract. 
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Table 5 

Studies used for search validation 

Author Year 

Mueller & Oppenheimer 2014 

Kodaira 2017 

Bui et al. 2013 

Wei et al. 2014 

Mitchell & Zheng 2019 

Jamet et al. 2020 

Urry et al. 2021 

Morehead et al. 2019 

Luo et al. 2018 

Slavina 2018 
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Table 6 

Influence analysis 

Authors dfbs_intrcpt rstudent dffits cook.d cov.r tau2.del QE.del hat weight 

Mueller & Oppenheimer, 2014 0.008 -0.018 0.008 0.000 1.125 0.031 52.901 0.048 4.812 

Kodaira, 2017 0.202 1.021 0.202 0.041 1.040 0.026 51.224 0.038 3.766 

Bui, Myers, & Hale, 2013 -0.327 -1.990 -0.321 0.096 0.926 0.019 47.937 0.025 2.478 

Chiaraluce, 2019 -0.092 -0.600 -0.092 0.009 1.048 0.027 52.410 0.024 2.446 

Desselle & Shane, 2018 0.220 1.494 0.219 0.047 0.989 0.024 50.083 0.023 2.260 

Bargione, 1987 0.068 0.405 0.069 0.005 1.057 0.028 52.689 0.024 2.355 

Schoen, 2012 -0.462 -3.802 -0.429 0.170 0.808 0.013 37.199 0.015 1.475 

Beck, 2014 -0.002 -0.045 -0.002 0.000 1.036 0.027 52.899 0.014 1.406 

Wei et al., 2014 0.162 1.251 0.162 0.026 1.007 0.025 51.036 0.017 1.696 

Blankenship, 2016 0.127 0.604 0.127 0.017 1.080 0.028 52.291 0.038 3.848 

Cubillo, 2017 -0.543 -1.994 -0.575 0.228 0.826 0.012 46.584 0.055 5.470 

Crumb et al., 2020 0.197 0.998 0.197 0.039 1.043 0.026 51.303 0.037 3.739 

Mitchell & Zheng, 2019 0.126 0.429 0.122 0.017 1.154 0.031 52.179 0.068 6.832 

Flanagan & Titsworth, 2020 -0.024 -0.190 -0.024 0.001 1.060 0.028 52.851 0.024 2.371 

Jamet et al., 2020 0.036 0.093 0.036 0.001 1.149 0.032 52.882 0.058 5.833 
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Artz et al., 2020 -0.102 -0.439 -0.099 0.011 1.144 0.031 52.158 0.066 6.587 

Gür, 2021 0.435 2.624 0.425 0.150 0.817 0.013 44.406 0.032 3.204 

Murphy, 2016 0.139 0.791 0.139 0.020 1.049 0.027 52.024 0.028 2.840 

Kuipers, 2019 0.222 0.996 0.222 0.049 1.053 0.026 50.992 0.047 4.709 

Urry et al., 2021 -0.169 -0.848 -0.169 0.029 1.054 0.027 51.667 0.039 3.922 

Sheppard, 2015 -0.105 -0.889 -0.105 0.011 1.017 0.026 51.977 0.014 1.389 

Morehead, Dunlosky, & Rawson, 2019 -0.095 -0.593 -0.095 0.009 1.053 0.027 52.403 0.027 2.688 

Wood et al., 2012 -0.049 -0.388 -0.050 0.003 1.042 0.027 52.712 0.018 1.822 

Duran & Frederick, 2013 0.057 0.398 0.057 0.003 1.042 0.027 52.713 0.017 1.726 

Kirkland, 2016 -0.114 -0.715 -0.114 0.013 1.044 0.027 52.193 0.026 2.570 

Eason, 2017 0.020 0.099 0.020 0.000 1.054 0.028 52.891 0.021 2.081 

Kutta, 2017 -0.077 -0.499 -0.077 0.006 1.055 0.028 52.553 0.026 2.561 

Kennedy, 2019 -0.015 -0.128 -0.015 0.000 1.069 0.028 52.877 0.027 2.679 

Lalchandani, 2016 -0.023 -0.235 -0.023 0.001 1.029 0.027 52.837 0.012 1.181 

Luo et al., 2018 -0.024 -0.192 -0.024 0.001 1.057 0.028 52.851 0.022 2.245 

Slavina, 2018 0.006 -0.001 0.006 0.000 1.068 0.028 52.902 0.026 2.587 

Tischner, 2017 -0.003 -0.058 -0.003 0.000 1.046 0.028 52.897 0.018 1.769 

Devers, 2015 0.149 0.888 0.149 0.022 1.039 0.027 51.828 0.027 2.656 

Notes. Influence diagnostics for an aggregated single level model. 
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dfbs_intrcpt = The DFBETAS statistic; effect of deleting ith observation for the overall standardized mean difference. 

rstudent = The (studentized) externally standardized residuals; residuals for model fit for all values except the ith observation. 

dffits = The DFFITS statistic; scaled measure of the change in the predicted value for the ith observation from the deletion of it. 

cook.d = The Cook's distance value; effect of deleting ith observation on cook's D. 

cov.r = The covariance ratio; measure how precision is affected by the deletion of the ith observation. 

tau2.del = The τ2 deletion statistic; effect of deleting the ith observation on the estimate of heterogeneity in the model. 

QE.del = The Q deletion statistic; effect of deleting the ith observation on the test statistic for heterogeneity. 

hat = The hat value; effect of deleting the ith value on the fitted values. 

weight = The weight of that study in the model. 
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Table 7 

Intercept only model 

Effect Estimate SE t df p 

Intercept 0.144 0.059 2.438 28.862 0.021 
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Table 8 

Univariate moderator tests 

Model Estimate SE t df p ΔR² Reports Effect sizes 

Delay 

  Intercept 0.230 0.079 2.893 10.750 0.015 --- 33 88 

  Same day? -0.121 0.071 -1.697 9.690 0.122 4.874% --- --- 

Review 

  Intercept 0.246 0.081 3.024 10.540 0.012 --- 24 61 

  Review? -0.208 0.116 -1.803 15.390 0.091 2.775% --- --- 

Question 

  Intercept 0.075 0.113 0.659 8.940 0.526 --- 21 63 

  Question type? 0.023 0.108 0.218 5.070 0.836 0.000% --- --- 

Note. This table reports the results of a multivariate model. Same day = 1 if the outcome measure was given on the same day, 0 

if it was given on a different day. Review = 1 if they did not have an opportunity to review, 0 if participants had an opportunity 

to review their notes. Question type = 0 for conceptual questions and 1 for factual questions. 
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Table 9 

Multivariate Moderator Test 

Effect Estimate SE t df p 

Intercept 0.468 0.098 4.750 3.068 0.017 

Same day? -0.099 0.071 -1.390 3.578 0.245 

Review? -0.414 0.109 -3.803 5.900 0.009 

Question type -0.006 0.132 -0.044 3.412 0.968 

Note. This table reports the results of a multivariate multilevel model. Same day = 1 if the outcome measure was given on the 

same day, 0 if it was given on a different day. Review = 1 if participants did not have an opportunity to review, 0 if participants 

had an opportunity to review their notes. Question type = 0 for conceptual questions and 1 for factual questions. Reports = 14, 

effect sizes = 41, R2 = 24.560%. 
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Table 10 

Exploratory univariate model results 

Effect Estimate SE t df p ΔR² Reports Effect sizes 

Model 1 0.000% 32 84 

  Intercept 0.104 0.058 1.788 21.684 0.088 --- --- --- 

  Live lecture? 0.076 0.145 0.523 3.519 0.632 --- --- --- 

Model 2 0.000% 31 86 

  Intercept 0.229 0.068 3.384 6.558 0.013 --- --- --- 

  Random? -0.124 0.105 -1.185 11.201 0.260 --- --- --- 

Model 3 0.000% 33 88 

  Intercept 0.064 0.083 0.764 12.130 0.460 --- --- --- 

  Publication Type: Journal 0.112 0.122 0.915 24.680 0.369 --- --- --- 

  Publication Type: Conference Pres. 0.334 0.085 3.918 1.292 0.114 --- --- --- 

Model 4 0.000% 33 88 

  Intercept 0.123 0.066 1.859 25.088 0.075 --- --- --- 

  Environment: Secondary 0.225 0.073 3.084 2.404 0.072 --- --- --- 

  Environment: Other 0.047 0.075 0.623 1.611 0.610 --- --- --- 

Model 5 0.000% 32 86 

  Intercept 0.151 0.090 1.683 16.667 0.111 --- --- --- 

  Question Type: Short Answer -0.086 0.123 -0.697 15.918 0.496 --- --- --- 
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Effect Estimate SE t df p ΔR² Reports Effect sizes 

  Question Type: Other 0.055 0.138 0.398 11.196 0.698 --- --- --- 

Model 6 0.000% 32 84 

  Intercept 0.181 0.134 1.349 2.772 0.277 --- --- --- 

  Recording: Other -0.013 0.134 -0.094 2.776 0.932 --- --- --- 

  Recording: Yes -0.081 0.147 -0.553 3.588 0.613 --- --- --- 

Model 7 *42.56% 32 84 

  Intercept 0.155 0.039 3.995 18.988 0.001 --- --- --- 

  Audio -0.605 0.302 -2.004 1.135 0.271 --- --- --- 

Model 8 3.027% 31 83 

  Intercept 0.111 0.087 1.271 12.324 0.227 --- --- --- 

  Delay 0.062 0.089 0.693 10.797 0.503 --- --- --- 

Model 9 0.000% 19 53 

  Intercept 0.212 0.055 3.837 13.719 0.002 --- --- --- 

  Delay minutes 0.000 0.000 -0.009 1.586 0.994 --- --- --- 

Model 10 0.000% 32 84 

  Intercept 0.124 0.091 1.363 13.711 0.195 --- --- --- 

  Distractor -0.022 0.100 -0.223 19.433 0.826 --- --- --- 

Model 11 0.000% 7 24 

  Intercept -0.011 0.080 -0.134 1.002 0.915 --- --- --- 

  Intention 0.252 0.135 1.868 1.887 0.210 --- --- --- 
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Effect Estimate SE t df p ΔR² Reports Effect sizes 

Model 12 0.000% 33 88 

  Intercept 0.096 0.138 0.692 4.401 0.524 --- --- --- 

  Transcription Capacity 0.059 0.141 0.414 5.354 0.695 --- --- --- 

Model 13 0.000% 14 51 

  Intercept 0.132 0.066 2.005 6.090 0.091 --- --- --- 

  Overall Attrition 0.041 0.150 0.275 2.644 0.803 --- --- --- 

Model 14 4.339% 33 88 

  intercept 0.198 0.090 2.203 17.037 0.042 --- --- --- 

  Data type: Dichotomized -0.146 0.094 -1.545 22.200 0.136 --- --- --- 

Notes.This table reports the results of multiple univariate models. Same day = 1if the outcome measure was given on the same 

day, 0 if it was given on a different day. Live lecture =1 if the lecture administered was from a live lecturer. Random = 1 if the 

participants were randomly assigned to treatment and control groups. Publication Type = 0 for thesis and dissertations, 1 for 

journals, and 2 for conference presentations. Environment = 0 for university, 1 for secondary, and 2 for other. Question type = 

0 for multiple choice, 1 for short answer and 2 for other. Recording = 0 for no, 1 for other and 2 for yes. Audio = 0 audio + 

visual and 1 for audio only. Delay = 0 for no delay and 1 for a delay. Delay minutes = 1 for a 1 minute increase in the delay. 

Distractor = 0 for no distractor task and 1 for yes. Intention = 0 for no intention and 1 for yes. Transcription capacity = 0 for 
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true and 1 for false. Attrition = 1 for each individual who was dropped from the study. Data type = 0 for continuous and 1 for 

dichotomized. 

* = 76 out of 84 effect sizes (90.5%) were audio + visual input and 8 were audio only condition. 
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APPENDIX 

A. CODE 
https://github.com/timothyslau/dissertation 
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