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Abstract

Aerosols significantly influence atmospheric processes such as cloud nucleation, het-

erogeneous chemistry, and heavy-metal transport in the troposphere. The chemical

and physical complexity of atmospheric aerosols results in large uncertainties in their

climate and health effects. In this article, we review recent advances in scientific

understanding of aerosol processes achieved by the application of quantum chemical

calculations. In particular, we emphasize recent work in two areas: new particle for-

mation and heterogeneous processes. Details in quantum chemical methods are pro-

vided, elaborating on computational models for prenucleation, secondary organic

aerosol formation, and aerosol interface phenomena. Modeling of relative humidity

effects, aerosol surfaces, and chemical kinetics of reaction pathways is discussed.

Because of their relevance, quantum chemical calculations and field and laboratory

experiments are compared. In addition to describing the atmospheric relevance of

the computational models, this article also presents future challenges in quantum

chemical calculations applied to aerosols.

K E YWORD S

adsorption, heterogeneous chemistry, prenucleation, secondary organic aerosol, surface

1 | INTRODUCTION

Atmospheric aerosols, also known as particulate matter (PM), are suspensions of liquid or solid particles in the atmosphere with a wide variation

in composition and size. An aerosol is technically defined as a suspension of fine solid or liquid particles in a gas, but its use in atmospheric chemis-

try usually refers only to the particulate component. Particles emitted directly as particles are called primary aerosols, while particles formed by

gas-to-particle conversion in the atmosphere are called secondary aerosols. The concentrations of aerosol particles can be as high as 106 to

107 cm−3, and the diameters of these particles range over four orders of magnitude, from a few nanometers (nm) upwards to 100 μm. This size

range is so vast that a billion particles with a diameter of 10 nm have the same mass as one particle with a diameter of 10 μm. This tremendous

size range makes accounting for all particles in the atmosphere that could be called an aerosol quite challenging.[1]

The interfacial system of atmospheric aerosols is highly complex, as the properties of aerosol particles depend on multiple variables control-

ling their formation and their atmospheric processing. For instance, atmospheric aerosols may be emitted directly from natural or anthropogenic

sources (primary aerosol) or generated in situ from the chemical and physical changes during the processing of gaseous precursors (secondary

aerosol). Figure 1 shows several examples of primary aerosols, with differences in size and chemical composition that lead to large uncertainties in

their effects on climate, health, and the overall Earth system. Because of their relatively small size (2 nm to 10 μm), atmospheric aerosols have lit-

tle inertia and can remain suspended for several days, resulting in long-range transport and significant impact in the chemical balance of the
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atmosphere.[1,2] In fact, recent laboratory and modeling studies have shown that PM has important implications in biogeochemical cycles,[3–10]

heavy-metal transport,[11,12] cloud nucleation,[13–17] and heterogeneous reactions,[18–26] among other direct or indirect impacts.

Over the last two decades, a great deal of effort has been made to address the formation, evolution, and impacts of various aerosols. In par-

ticular, the increase of computing power and deeper experimental examination of the chemistry and physics that drive atmospheric processes

have allowed computational methods to advance our understanding of aerosol impacts on the chemistry of trace atmospheric gases and pollut-

ants, as well as climate in general. First, on a macroscopic level, box modeling has been used to assess the impact of aerosol particles on climate,

biogeochemical cycles, and the lifetime of potential pollutants.[24,27] Second, molecular dynamics (MD) simulations have been successfully

implemented to model physicochemical phenomena such as ice nucleation on sea-spray aerosols and water coverage mobility on atmospheric

aerosols.[28–31] While these two approaches are paramount to understanding the chemistry of aerosols as it pertains to climate and the environ-

ment, recent work has required the use of quantum mechanical (QM) methods to advance our understanding of aerosol phenomena at a molecu-

lar level.

The complexity of atmospheric aerosol studies arises from the wide range of chemical compositions known to provide active surface sites for

the adsorption of trace atmospheric gases, with the concomitant impact on aerosols sources, particle lifetime, climate, and interaction with sun-

light.[18,32] Quantum chemical calculations provide a molecular understanding of aerosol phenomena by aiding the interpretation of laboratory

experiments or by providing stand-alone models that allow for building complexity. Quantum chemical calculations have been used to understand

atmospheric aerosol particles in two broadly defined systems: (a) homogeneous chemistry, in which the formation of PM from gas-phase or

solution-phase species are modeled (eg, prenucleation, gaseous reactions leading to secondary aerosol formation, and chromophore adsorption

cross-sections), and (b) interface chemistry involving surface chemistry (eg, surface-bound molecules leading to the formation or growth of atmo-

spheric particles, adsorption of trace atmospheric gases onto aerosol surfaces, and spectroscopic simulations of atmospheric trace gases adsorbed

onto components of atmospheric particles). Given the substantial amount of work available on box modeling and MD methods involving PM, here

we briefly synthesize the current state of knowledge of QM methods applied to the chemistry of aerosol particles. In particular, this work empha-

sizes recent progress in prenucleation, secondary organic aerosol (SOL) formation, surface chemistry, and photochemistry.

2 | PARTICLE FORMATION

Without aerosols, there would be no clouds, as these particles serve as the nuclei that stimulate the formation of clouds. Particles that become

activated to grow to clouds or fog in the presence of a supersaturation of water vapor (ie, saturation (S) >1; or relative humidity (RH) > 100%) are

F IGURE 1 Top: Sea-spray aerosol, desert-sand dust, volcanic ash, and fly ash are sources of aerosols (photographs under Creative Commons).
Bottom: Matching scanning electron microscope images (not at the same scale) showing the wide variety of aerosol sizes and shapes.
Micrographs courtesy USCD/NSF-CAICE (Vicki H. Grassian) and Skidmore College/NSF-CAICE (Juan G. Navea)
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called cloud condensation nuclei.[1] Prenucleation is a process that occurs all the time as gas molecules continually add to or leave a particular sec-

ondary aerosol cluster. Sulfuric acid is one of the most important precursors of secondary aerosol in the atmosphere. Gaseous sulfuric acid in small

amounts is able to induce nucleation in the air even when the RH is less than 100%,[33] and for this reason is one of the most studied systems.

Details of quantum mechanics applied to the study of prenucleation are outlined below.

2.1 | Prenucleation through quantum chemistry

As mentioned in the Introduction, the sizes of aerosol particles range from nanometers to micrometers, with concentrations as high as 106 to

107 cm−3. In principle, we could refer to two gas-phase molecules that are stuck together by intermolecular forces as the smallest aerosol, or any

integer number n of molecules held together as an aerosol.[1] Many small molecules, such as water, acids, bases, and organic compounds, exist in

both gas and aerosol phases in the atmosphere. Gas-phase molecules form clusters by the addition of one molecule to the cluster at a time, and

they also lose molecules one at a time, so the atmosphere is filled with rapidly growing and shrinking gas-phase clusters. These small clusters can

be scavenged by large aerosols or potentially grow to become new aerosol particles. The latter is an atmospheric new particle formation preceded

by the aggregation of gaseous molecules from random collisions to form “prenucleation clusters,” which is held together through long-range

noncovalent interactions between the constituent gas molecules.[1,33–35] Overall, the concentration of gaseous monomers always exceeds the

concentration of all other clusters combined. Once the gas vapor becomes saturated (S = 1), the average concentration of all clusters at saturation

equilibrium is constant. At a level of saturation greater than 100% (S > 1, or RH >100% for water vapor), the excess of monomer molecules

increases the size and number of clusters that existed when S = 1. At a large value of S, some of the largest clusters exceed a critical size, such that

they can now grow rapidly into cloud condensation nuclei and form a new phase. The “critical cluster” has a steady-state size, with the nucleation

rate as the net number of clusters that grow past the critical size.[1]

Classical nucleation theory uses bulk properties to simulate the growth of aerosols. This approach requires two basic assumptions: first, an

isobaric transfer of gaseous molecules into liquid phase, and second, gaseous molecules separate from the liquid phase. The first step has a Gibbs

free energy change of zero, since the two phases are at saturation equilibrium, but the second step creates an interface between the gas and liq-

uid that has a free energy change based on the surface tension of the solute and the surface area of the cluster. The two assumptions, namely

(a) the surface tension of small clusters is the same as the surface tension of the liquid, and (b) the surface area of a cluster is derived assuming

that the cluster is spherical, do not hold for small clusters. One result of using macro properties to describe a nano-sized system is that classical

binary H2SO4–H2O homogeneous nucleation theory underpredicts atmospheric observations by over 10 orders of magnitude.[1] Much of this dis-

crepancy is due to the defects in the macro theory, and the rest of it is because base species and potentially other molecules also play a role in sul-

furic acid nucleation.

An alternative to classical theory is to use quantum chemistry to obtain a detailed understanding of the growth of small gas-phase clusters to

prenucleation clusters. These prenucleation molecular clusters have diameters on the order of 1–10 nm and may be composed of a single species

(homomolecular) or multiple species (heteromolecular) of gases.[36] For homogenous systems without phase boundaries to act as a substrate for

nucleation, only heteromolecular prenucleation clusters lead to eventual new particle formation. In fact, experiments showed as early as 1881 that

homomolecular clusters, namely water, require such high supersaturations of the molecular gas species that it is impossible to form aerosols in in

a homogenous medium.[37] As such, computational models of prenucleation have focused on heteromolecular processes in a homogenous

medium in order to acquire physical and mechanistic insights at the molecular level. Although the dynamics and bulk properties of prenucleation

cluster formation can be accessed through classical MD simulations, detailed molecular-level understanding of cluster formation requires a QM

description of the underlying physics. In this field, density functional theory (DFT)[38,39] has been the dominant quantum chemistry method

because of its low computational cost compared to correlated wavefunction-based methods such as Moller–Plesset perturbation theory

(MPn),[40] configuration interaction,[41] and coupled-cluster (CC).[42] Of the correlated methods, the second-order Moller–Plesset perturbation

theory (MP2) is utilized most because of its relatively favorable cost, and further reduction in cost using density-fitting (DF-MP2),[43] resolution of

identity (RI-MP2),[44] and their combinations makes it possible to treat large clusters at reasonable chemical accuracy. MP2 is particularly good for

pure water clusters[45–48] but overestimates the all-important long-range dispersion interactions for heterogeneous systems, thus requiring

parameterized dispersion corrections.[49,50] High-level model chemistries such as G3, CBS-QB3, and CBS-APNO have been quite successful for

looking at small clusters and gas-phase reactions.[51,52] DFT requires parameterized dispersion corrections, but offers the advantage of lower com-

putational cost. Hence, DFT has been the main tool of quantum chemists to study gas-phase molecular clusters and their implications in new par-

ticle formation and atmospheric aerosol chemistry. We now present recent advances in the application of these quantum chemistry methods to

the study of prenucleation clusters.

In order to extract the parameters needed for nucleation models from quantum chemistry calculations, one must first identify the low-energy

isomers of the prenucleation clusters. This is not a trivial undertaking, as the number of possible conformations of a cluster ensemble increases

dramatically as the number of monomers in the system increases.[53] To this end, many configurational sampling methods have been developed.

Past studies have employed manual construction guided by chemical intuition,[54] random sampling,[55–58] basin hopping (BH),[53,59] and frozen
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geometries extracted from MD[46,60–65] and Monte Carlo (MC)[66,67] simulations. Configurational sampling has recently benefited from various

applications of genetic algorithms (GA).[68–76] Temelso et al used the OGOLEM implementation of GA to characterize ternary prenucleation clus-

ters[77] and glycine–water clusters.[78] The artificial bee colony (ABC) algorithm has recently been employed extensively to study atmospherically

relevant clusters.[79–84] Recently, a new systematic method of configurational sampling based on the Fibonacci sphere has been applied to atmo-

spheric molecular clusters.[85,86] Once all the low-energy isomers are identified by one of these configurational sampling methods,[87] the main

parameter of interest to be computed using quantum chemistry is the equilibrium constant of formation under atmospherically relevant conditions

dictated by the temperature, pressure, and RH. This is accomplished by computing finite-temperature corrections to the gas-phase vacuum energy

of the molecular cluster and involves the computation of the vibrational structure of the cluster, so that the Gibbs free energy of formation can

be calculated at the desired temperature. Temperatures in the troposphere range from 298 K on Earth's surface down to 217 K at the top of the

troposphere.[1]

Atmospheric aerosol formation has been tied to gaseous hydrated sulfuric acid (H2SO4) since early studies by Doyle et al[88] and has been the

focus of many subsequent atmospheric measurements and laboratory experiments.[36,89–99] The ability of H2SO4 to form strong hydrogen bonds

to water molecules,[100,101] its low vapor pressure,[89,102] and significant atmospheric concentration[103] make it the main driver of new particle

formation, and early studies focused on the precursor clusters of binary nucleation of H2SO4. RI-MP2 electronic structure at the complete basis

set (CBS) limit combined with anharmonic vibrational frequencies from either second-order vibrational perturbation theory (VPT2) or scaled har-

monic values suggests that a single H2SO4 molecule at room temperature may form stable prenucleation clusters with up to four water molecules,

while the H2SO4 dimer can accommodate up to five water molecules.[65,100] However, the thermodynamic unfavorability of accommodating more

than four or five water molecules suggests that the purely binary H2SO4–H2O system lacks the binding strength to lead to new particle formation.

Recent systematic studies of gas-phase bimolecular H2SO4–X clusters, where X are hydrogen-bond acceptors, have revealed that the binding

strength is a function of the energy gap between the lowest unoccupied molecular orbital (LUMO) of H2SO4 and the highest occupied molecular

orbital (HOMO) of X.[104,105] It was shown that a smaller energy gap results in a stronger hydrogen bond. Methylation of X lowers the energy gap

and can lead to the deprotonation of H2SO4, which suggests that increasing the basicity of the interacting molecules stabilizes the bimolecular

H2SO4–X cluster.[106,107] In fact, this effect was observed in various studies of the precursor clusters of ternary nucleation where atmospheric

amines were added to the H2SO4–H2O system.[107]

The stabilizing effect of adding ammonia (NH3) to the H2SO4–H2O system has long been known and has been studied both in laboratory

experiments[98,108–111] and theoretical models.[107,112] The H2SO4– H2O–NH3 system is thought to be an important precursor to ternary nucle-

ation events leading to new particle formation. Furthermore, alkylamines have been shown to stabilize H2SO4–H2O clusters. A recent study

examined the effect of mixing ammonia and various alkylamines on sulfate aerosol formation and concluded that gas-phase basicity of the bases

in a cluster is the main determinant of binding strength in smaller clusters, while aqueous-phase basicity is more important for larger particles.[77]

This finding is in agreement with a field campaign over polluted cities in China, where it was discovered that sulfuric acid dimers bind more tightly

to dimethylamine than to other bases.[99]

Ion-induced nucleation is another potential pathway to grow clusters, and the presence of ions has been shown experimentally to enhance

the rate of nucleation.[113] The CLOUD chamber experiments at CERN revealed that ion-induced nucleation of pure organic particles constitutes

a potentially widespread source of aerosol particles in terrestrial environments with low sulfuric acid pollution.[114] Very high level quantum chem-

istry methods reveal that clusters of water around OH–, H2SO4
–, H3O

+, and NH4
+ ions will all have at least one full shell of water around each

ionic core.[115–118] So, for instance, for a system consisting of NH4
+ and up to 10 water molecules, if we use a concentration for NH4

+ of 1.02

× 10−10 M (quite common above industrial pig farms)[119] and a water concentration of 1.30 × 10−3 M (S = 1 at 298 K), then we can solve the

10 simultaneous equations for

NH+
4 + H2Oð Þn−1⇄NH+

4 H2Oð Þn ð1Þ

when n = 1–10. Using MP2 calculations extrapolated to the CBS limit reveals that only 102 NH4
+ cm−3 remains unhydrated, with the greatest

concentrations at hydration levels n = 4–5, and a maximum of 4.90 × 1010 NH4
+(H2O)4 clusters per cm3. The numbers of clusters with n = 3 and

n = 6 are on the order of 108 cm−3 under these conditions. Further up in the troposphere, as the temperature falls to 242 K, the water concentra-

tion drops to 2.39 × 10−5 M. However, the Gibbs free energies for these 10 clustering reactions become more negative, such that the estimated

amount of free NH4
+ decreases to 2 cm−3, and the maximum concentrations are 5.34 × 1010 for NH4

+(H2O)4 and 7.71 × 109 for NH4
+(H2O)5.

[117]

We expect that these results can be generalized to the saturation of any ion in the atmosphere with 1–6 water molecules.[115–118] Ion-induced

nucleation is the dominant process over large regions of the troposphere where particle formation rates are low,[98] but recent experimental evi-

dence suggests that they are scavenged relatively quickly by other particles in polluted urban atmospheres.[99]

Indeed, the high relative concentration of water vapor in the atmosphere, at any typical level of RH, means that water molecules outnumber

other molecular concentrations by many orders of magnitude. This results in some level of hydration for most gas-phase molecules. So, for

instance, MP2 calculations reveal that the Gibbs free energies of formation for HO2(H2O)n = 1–2 clusters are slightly negative, leading to the pre-

diction that when the HO2 concentration is on the order of 108, and S = 1 (100% RH) at 298 K, we would expect to have 107 HO2(H2O) clusters
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and 106 HO2(H2O)2 clusters.[119] The hydroxyl radical itself should also always be solvated, given that when the concentration of this radical is

1.66058 × 10−14 M (107 cm−3), and S = 1 at 298 K, G3 model chemistry leads to the prediction that the concentration of OH(H2O) is 104.[120] An

increase in the local OH concentration by a factor of 1000 would then produce 107 solvated hydroxyl clusters on a warm humid day. Even nonpo-

lar molecules such as carbon disulfide will form clusters with water when their concentrations are high enough. The MP2/aug-cc-pVTZ Gibbs free

energy of formation for CS2(H2O) is 3 kcal mol–1, and for the stepwise addition of a second water molecule to form CS2(H2O)2 it is 2.5 kcal mol–1.

Assuming an atmospheric abundance of 1.91 × 109 cm−3 leads to a prediction of 105 CS2(H2O) and 102 CS2(H2O)2 clusters when S = 1 at

298 K.[121] Carbon disulfide is quickly oxidized in the atmosphere. The most long-lived sulfur species in the troposphere is carbonyl sulfide, which

has an average lifetime of 7 years.[1] Highly accurate CCSD(T)/CBS//MP2/aug-pVDZ calculations on all the low-lying structures of

OCS(H2O)n = 1–4 reveal that the Gibbs free energy for the stepwise addition of successive water molecules is 2.92 (n = 1), 3.64 (n = 2), −1.25

(n = 3), and 1.35 (n = 4) kcal mol–1.[121] The negative ΔG� of formation for OCS(H2O)3 from the addition of a third water molecule to OCS(H2O)2

is a common phenomenon in these types of calculations, as three to five water molecules form planar cyclic structures that lower the overall ener-

getics.[46,52] Given the average concentration of OCS in the atmosphere of 1.23 × 1010 molecules per cm3, the predicted concentration of

OCS(H2O) is on the order of 106, while that of OCS(H2O)2 is on the order of 102.[121] This is another interesting idea: that is, as monomers always

have a higher concentration than dimers, and dimers have a higher concentration than trimers, the stepwise energetics must be considered with a

known or assumed concentration to predict how large certain clusters will grow in the atmosphere. For water itself, CBS-APNO calculations lead

to the prediction of 1014 dimers, 1012 trimers, 1011 tetramers, 1010 pentamers, and 104 hexamers per cm3 at S = 1 and 298 K.[122] Overall, our

work and the work of others lead to the prediction that most molecular species in the atmosphere will be hydrated to some extent, forming gas-

phase atmospheric clusters.

2.2 | Reaction pathways leading to SOL

Organic particulate matter (OPM) represents a significant fraction of the atmospheric aerosol budget and has important implications in climate

and public health.[123] Depending on their formation processes, these aerosol particles can be classified as primary organic aerosols, which are

emitted directly into the atmosphere from various sources, or SOAs, which are formed from the oxidation (usually by OH radicals) of organic gas-

phase compounds and the subsequent condensation into aerosol PM.[124–126] Laboratory studies have shown that the formation of SOAs occurs

in a complex system impacted by trace gases in the troposphere, such as NOX (NO + NO2) and SOx (SO + SO2 + SO3). This complexity presents

challenges in modeling SOA formation processes, resulting in an oversimplification of SOA sources in atmospheric models and therefore large

uncertainties in assessments of the impacts of SOAs on climate and health.

Over the last several years, QM calculations have provided a better molecular understanding of gas-phase reactions leading to SOA forma-

tion. Many of these reactions can be described as photo-induced, where atmospheric thermal energy alone is not enough to initiate the chemistry

that generates aerosol particles; instead, excited species generated by solar radiation, such as OH radicals, trigger the reactions that ultimately

form SOAs.[124,127–129] Other pathways involve reactions between gas-phase organic compounds and trace atmospheric gases, leading to low-

volatility products that ultimately form SOAs in the absence of light. In this section, we briefly summarize various reaction pathways that lead to

SOA formation modeled using QM methods.

Hydroxyl radicals (OH), generated during daytime from the dissociation of ozone (O3) and the subsequent reaction of O(1D) with H2O,[32,130]

are an important oxidizing agent that control aerosol aging and secondary PM. Most daytime reactions of volatile organic compounds (VOCs) that

produce functionalized organic products, whose lower volatility and higher solubility allow for SOA formation, involve �OH and O3.
[123,131,132]

Such secondary aging processes also involve other trace atmospheric gases such as NOX, which increases reaction complexity and affects the for-

mation and optical properties of SOAs. Over the last decade, modeling these daytime reactions has provided important insights into the roles of

trace gases in SOA formation mechanisms.

In general, reactions pathways in the troposphere involving OH radicals follow a second-order bimolecular reaction, �OH + VOC !k Products,

where k represents the kinetic constant. Recently, QM calculations have been used to model pathways of OH reactions with molecular proxies of

VOCs. Computationally generated potential energy surfaces (PESs) provide activation energies of multiple-step photoxidation reactions. These

QM calculations allow for the estimation of the reaction kinetic constant (k(T)) using the Eyring equation[133,134]

k Tð Þ= σ κBT
h

q‡TS
qRqP

e−
Ea
κBT ð2Þ

where Ea, κB, and h represent the activation energy and the Boltzmann and Planck constants, respectively.The terms q‡TS , qR, and qP are the total

partition functions of the transition state, reactants, and products, respectively. The collision cross-section σ, includes an Eckart tunneling correc-

tion.[135] A recent application of this QM method was the use of the ωB97X-D/6-311++G(2df,2pd) model by Milhøj et al to compute the activa-

tion barriers of the reaction between adenine and OH radical.[136] Their Ea calculations led to the resulting overall rate constant for the reaction at
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298K, k =2.17×10−12 cm3 per molecule per second, a significant improvement over previous estimates. Similarly, Chu et al determined pathways

of �OH reactions with acrylic acid, an unsaturated carboxylic acid and model system for VOCs in the atmosphere.[137] The models show a five-

step process leading to the oxidation of acrylic acid via hydrogen abstraction and C addition. PESs of this reaction were calculated via geometry

optimizations of reactants, intermediates, and activated complexes by BH and HLYP and M06-2X functionals, with a 6-311++G(d,p) basis set. Cal-

culated activation energies allowed for the estimation of the kinetic constant using Equation (2).[136,138] Chu et al determined that kOH(200 K)

= 2.3 ×10−11 cm3 per molecule per second for the pseudo-first-order reaction, assuming a constant global atmospheric concentration of OH radi-

cal (2.0 ×106 molecules per cm3). This calculation provided an estimated atmospheric lifetime of acrylic acid of approximately 20 minutes, calcu-

lated using τ = (kOH[OH])−1,[139] which is in good agreement with experimental data (�22 minutes).

Similar PESs were calculated recently for the aqueous-phase reaction of catechols and nitronium ions (NO+
2 ) to model the effects of NOX on

the atmospheric aging of VOCs and the formation of nitrated SOAs.[140] Nitroaromatic compounds present in SOAs are especially important cate-

chol derivatives known to have significant impacts on climate and health.[141,142] Because nitrocatechols are formed in the presence of NOX,

understanding the mechanisms that lead to their formation provides a molecular-level understanding of the effects of anthropogenic activity on

the atmosphere. Frka et al investigated the formation of methylnitrocatechol using the ab initio method MP2/6-31++G(d,p). While B3LYP density

functional gave results comparable to those obtained via the MP2 level of theory used in this work, B3LYP failed in computing local minima for

aromatic nitration pathways.[143] 3-Methylcatechol was used as a model system for the nitration reaction with NO+
2 . The theoretical calculations

suggest three possible reaction pathways leading to three possible products, 3-methyl-4-nitrocatechol (3M4NC), 3-methyl-5-nitrocatechol

(3M5NC), and 3-methyl-6-nitrocatechol (3M6NC), as shown in Figure 2 (left). The same calculations show that nitration on site 6 not only is ther-

modynamically unfavorable but also has the largest activation barrier (dashed red line in Figure 2, right), in agreement with previous work by

Andino et al.[144] Thus, QM results show that nitration at sites 4 and 5 is favored with negligible nitration at site 6, which is consistent with field

and experimental measurements.[140]

Similar to the work by Chu et al, this activation barrier calculation allowed for determination of the kinetic constant of catechol nitration using

Equation (2), with the kinetic constants (k) at 298 K of 1.1 × 1010, 2.6 × 1010, and 1.4 × 104 s−1, for 3M4NC, 3M5NC, and 3M6NC, respectively.

As anticipated by the difference in activation energies shown in Figure 2 (right), the reaction rate constants are six orders of magnitude larger for

nitration at sites 4 and 5 than that at site 6, which further proves the higher favorability of reaction at sites 4 and 5 and indicates an electrophilic

pathway for the reaction shown in Figure 2 (left).[140]

Similar pathways for the oxidation of isoprene, the most abundant non-methane hydrocarbon emitted into Earth's atmosphere, by OH radical

provide an important daytime source of SOAs in the troposphere.[124,145–147] This process is important to the balance of hydrogen oxide

(HOX = HO + HO2) radicals over vegetated areas and impacts ozone levels in urban areas.[145] Recently, experimental work and modeling simula-

tions have suggested that SOA formation from the photoxidation of isoprene is enhanced by anthropogenic pollutants such as NOX and

SO2.
[145,147] Isoprene oxidation occurs by way of hydroxyl peroxy (RO2) radical formation, and the fate of these radicals is dependent on the con-

centration of nitrogen oxides (NOX = NO2 + NO).[145] Under low-NOX conditions, RO2 radicals react mostly with HO2 to form lower volatility oxi-

dation products and, in turn, relatively high yields of SOAs. In contrast, under high-NOX conditions, RO2 radicals tend to react with NO, producing

alkoxy (RO) radicals that are likely to fragment into smaller, more volatile products, thus resulting in lower SOA yields.[145] DFT calculations carried

F IGURE 2 Left: reaction scheme for the nitration of 3-methylcatechol in aqueous phase. Right: PES for the reaction of 3-methylcatechol
(3MC) with nitronium ions (NO+

2 ). Three different reaction pathways lead to the formation of 3-methyl-4-nitrocatechol (3M4NC), 3-methyl-
5-nitrocatechol (3M5NC), and 3-methyl-6-nitrocatechol (3M6NC). The labels in the PES indicate the number of structures (intermediates,
activated complexes, and products) optimized by Frka et al[140]
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out by Lin et al verified the NOX influence over SOA formation.[146] Quantum chemistry, at the m062× density functional and 6-311++G(d,p) basis

set, was used to calculate the relative zero-point energy (ZPE) and product yields for the reaction involving intermediate meth-

acryloylperoxynitrate (MPAN) and �OH.[146] These calculations, combined with experimental data, suggest that the chemical pathway for SOA for-

mation from isoprene in the presence of NOX involves nitration of oxidized isoprene and a gas-phase intramolecular rearrangement, yielding

nitrate and methacrylic acid epoxide (MAE) as products. The overall process is shown in Scheme 1. The formation of SOAs results from the lower

volatility and higher solubility of MAE under acidic atmospheric pH.

Energy minimizations and vibrational frequency calculations were used to determine the chemical kinetics parameters, including the total rate

constant and yield of the reaction leading to the formation of MAE. The main reaction pathway for MAE formation is the addition of OH radical

to the nitrated intermediate MPAN.[146]Under low-NOX conditions, isoprene epoxidiols (IEPOX = β-IEPOX + δ-IEPOX) form as intermediates

rather than MPAN.[145] In this case, the presence of acidified sulfate seed enhances SOA formation over that in the presence of neutral aerosols

due to increased uptake of IEPOX by acid-catalyzed particle-phase reactions. Laboratory chamber studies performed by Surratt et al showed the

enhancement of isoprene SOA yields by a factor of 22 with increased aerosol acidity.[145] Under high-NOX conditions, the aerosol phase becomes

acidic enough to facilitate high SOA yields in the presence of nitric acid (HNO3) and/or organic acids.[145] Additional work on the aging of other

terpenes, an important class of VOCs made from isoprene monomers, has shown that the oxidation of VOCs is spontaneous once initiated by

trace gases such as O3 and that the reaction accelerates in the presence of water.[148]

In the past two decades, substantial work has been done on low-volatility species, which are of crucial importance to SOA formation. Cham-

ber studies quantifying SOA yields from VOC oxidation often report measurements below observed SOA concentrations in field studies. Kroll

et al justified this disparity as evidence of additional pathways of SOA formation from low-volatility parent compounds, primarily semi-volatile

organics, which are present in both gas and particle phases and allow SOA formation to be characterized by gas-particle (G/P) partitioning the-

ory.[124] However, Tong et al argued that G/P partitioning theory, while largely suggesting previously unrecognized pathways in SOA formation

and dynamics, underestimates SOA concentrations because it excludes volatile products such as aldehydes and ketones. These products are

absorbed into the aerosol phase, where they undergo heterogeneous aerosol-phase reactions with low-volatility products that ultimately increase

OPM.[149]

To thermodynamically evaluate these reactions, Tong et al developed a computational method for the QM calculation of ΔHf
0, ΔS0, and ΔGs

0

(solvation energy) for a given species. Heats of formation were calculated from ground-state energies obtained via gas-phase geometry optimiza-

tions at the DFT/X3LYP level of theory with the basis set aug-cc-pVTZ(−f), and from ZPEs as well as vibrational, rotational, and translational

OH

O2 , NOX

OONO2

O OH

OH

H+, NO3
-

NO3
-

CO

H+ H2O

H+, SO4
2-

MAE

O

OH

O

O
OH

O

HO

O

HO3SO

OH

O

OH

HO

OH

OH

O

O2NO

OH

OH

O

HO

OH

O

O

OH

OH

O

++

+

NO3
-

Isoprene
MPAN MAE

HMML
Hydroxyacetone

Organosulfate

2-methylglyceric acid (2-MG)

2-MG dimer

Organic nitrate

Gas phase

Aerosol phase

SCHEME 1 Mechanism based on the work by Lin et al for SOA formation from isoprene photoxidation in the presence of NO2
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enthalpies obtained via vibrational frequency calculations at HF 6-31G(d,p). A correction scheme, such as the J2 model based on the GVB-LMP2

method, was recommended to account for discrepancies between QM and experimental results. In solution phase, reoptimization at X3LYP/cc-

pVTZ(−f) using the implicit continuum solvent model accounted for changes in entropy due to conformational changes.[149]

Similar methods were used by DePalma et al in a study of oligomer formation, which occurs via the linkage of two or more monomeric VOC

oxidation products.[150] The authors argued that the deficiency of G/P partitioning theory in quantifying SOA lies in its failure to account for oligo-

merization. The complexity of oligomer formation, which can result in over a thousand unique products from the oxidation of a single parent

VOC, requires the coupling of experimental and theoretical techniques for an accurate gauge of oligomer impacts on SOA formation. Functional

groups of monomers involved in oligomerization include alcohols, carboxylic acids, ketones, aldehydes, and peroxides, which undergo dimerization

reactions such as aldol addition, esterification, and anhydride formation. The calculations of DePalma et al involved multicomponent clusters

aimed to provide a deeper understanding of the properties of aerosols with complex composition formed from the ozonolysis of α-pinene. DFT

and continuum solvent modeling were combined with MC sampling and semiempirical QM to determine thermodynamically favorable oligomer

formation pathways. All geometry optimizations used the AM1 level of theory. The field energy of each structure was sampled via MC conforma-

tional sampling, and vibrational frequencies were calculated using PW91/6-31++G(d,p). Both gas- and condensed-phase dimerization free ener-

gies were calculated as single-point energies using the PW91 functional with basis sets 6-311++G(2d,2p) and 6-311++G(3df,3dp); the appropriate

geometric and thermal corrections were determined from the basis set PW91/6-31+G(d,p) and were scaled by 0.982. Solvation effects for

condensed-phase compounds were accounted for by the calculation of ΔGs using the SMD universal continuum model and by post-solvation

reoptimization. In general, favorable gas-phase dimerization processes were found in noncovalent dimers of VOC models terpenylic acid and/or

cis-pinic acid, and covalently bound peroxyhemiacetal. Several noncovalent dimers, such as the peroxyhemiacetal dimer and the homodimers of

cis-pinic acid and terpenylic acid, were also found to be favorably formed in the condensed phase. However, only terpenylic acid was found to

dimerize and contribute to new SOA formation under atmospherically relevant conditions. The fraction of dimers to monomers was often found

to exceed 10%, a ratio large enough to impact overall SOA formation processes. The computationally obtained results of this study were in agree-

ment with recent experimental findings.

In a recent QM calculation seeking to model the formation and growth of atmospheric particles with a complex composition, Xu et al used

small clusters of atmospherically relevant acid/base VOCs. Proton transfer properties of methanesulfonic acid (CH3SO3H), methylamine

(CH3NH2), oxalic acid (C2H2O4), and water were studied using QM simulations and were correlated with experimental observations on new parti-

cle formation.[151] All geometry optimizations were carried out using the B3LYP functional with Grimme's dispersion correction and Dunning's

augmented double-ξ correlation-consistent basis set aug-cc-pVDZ. These levels of theory, along with MP2 calculations, were found to yield ΔG

values comparable to the experimental ones.[151,152] All complexes minimized the examined proton transfer between the conjugate acid and con-

jugate bases. Figure 3 shows two of the most stable binary complexes, namely [CH3SO3]
−:[CH3NH3]

+ and [C2HO4]
−:[CH3NH3]

+.

The binary structure simulating the proton transfer between the acid CH3SO3H and the base CH3NH2 (Figure 3A) shows the highest proton

transfer (δ = 0.83), in agreement with the strong acidity of CH3SO3H (pKa = −1.9).[151,153 When the binary complex used the weak acid C2H2O4

(pKa1 = 1.3 and pKa2 = 3.6),[154] shown in Figure 3B, the complex was driven by hydrogen-bonding interactions, resulting in the lowest proton

transfer (δ = 0.13). As tertiary and quaternary complexes were examined, proton transfer took place in all cases involving the strong acid

CH3SO3H. The calculated proton transfer of the acid–base small cluster system correlates well with the experimentally found ability of the system

to form new particles. Significant particle concentrations were found in experimental studies when a high proton transfer was calculated. In gen-

eral, QM calculations are providing substantial molecular-level studies on pathways for SOA formation and growth of new particles in the atmo-

sphere, with DFT calculations proving accurate to predict VOC atmospheric lifetimes and SOA yields in urban and rural environments.

3 | SURFACE CHEMISTRY AND PHOTOCHEMISTRY THROUGH QUANTUM CHEMISTRY

Atmospheric aerosols, both primary and secondary, are known to provide active surface sites for the adsorption of trace atmospheric gases.[18]

Depending on the strength of the substrate–surface interactions, the adsorption process can be classified as physisorption, driven by van der

F IGURE 3 Geometry optimization at the
B3LYP-D3/aug-cc-pVDZ level of theory of the
most stable binary complexes: A, [CH3SO3]

−:
[CH3NH3]

+ and B, [C2HO4]
−:[CH3NH3]

+. Partial
charges (δ) are reported in atomic units and
interatomic distances in angstroms[151]
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Waals forces, or chemisorption, with covalent-like interactions. Atmospheric trace gases adsorbed onto a particle surface undergo symmetry-

breaking processes in which geometry perturbations change the optical properties and the HOMO–LUMO gaps of the surface species.[32] These

changes open heterogeneous reaction pathways that cannot take place in a homogeneous system. Understanding the structural distortions

resulting from the gas–particle interaction is, therefore, paramount to our understanding of aerosol impacts on the atmospheric chemical balance

and energy budget.

QM computational methods have been implemented to model spectroscopic data of chemisorbed and physisorbed species on several compo-

nents of mineral dust, combustion particles, and sea-spray aerosols. Such models have increased our understanding of not only the adsorption

mechanism of trace atmospheric gases but also surface-mediated reactions. Simulations of surface processes on metal oxides, which serve as

proxies for mineral dust or combustion particles, are usually carried out using a two-metal-atom cluster to represent the substrate's active site.

The cluster is usually modeled based on existing crystal structure information, where the geometry of the substrate is not minimized. Hydrogen

terminals are typically included to maintain the cluster's neutrality at a singlet ground state. This approach does not model the bulk properties of

the atmospheric particle but allows for calculations of surface processes of the system at a lower computational cost. Other approaches include

the optimization of a multiple-atomic-layer slab of a metal oxide with one unit cell used for all calculations. Here we summarize the interaction of

trace atmospheric gases with model systems of mineral dust or combustion particles. In particular, we discuss conformational energies and spec-

troscopic simulation of adsorbed nitrates (NO−
3 ), carbon dioxide (CO2), and sulfur dioxide (SO2), as well as the effects of coadsorbed water.

3.1 | Surface-bound nitrates and nitric acid

Nitric acid (HNO3) is a natural trace gas that forms from reactions of NOX with atmospheric water. Gaseous nitric acid reaches higher concentra-

tions in the troposphere near populated areas as a result of higher NOX emissions and photochemical smog.[155] Until recently, nitric acid was con-

sidered to be a natural atmospheric nitrogen sink. However, experiments involving irradiation of broadband light onto nitric acid adsorbed on

alumina (Al2O3), a common component of mineral dust and combustion particles, showed a surface-mediated photochemical mechanism that pro-

duced HONO, N2O, and NOX; this renoxification reaction likely occurs in the troposphere and is triggered by aerosol particles and solar radia-

tion.[25,26,156] In order to examine this reaction at a molecular level, Baltrusaitis et al performed DFT calculations of ground-state vibrational

frequencies of nitrate adsorbed onto Al2O3, matching the experimental vibrational spectra with calculated frequencies adjusted for

anharmonicity.[157] Geometry optimizations of chemisorbed nitrates were carried out using a binuclear cluster ([Al2O3 (OH)n(H2O)2(NO3)]
−1 where

n = 4 or 5) with the basis set B3LYP/6-31 + G(d), which was found to be suitable for geometry optimization. Vibrational frequency calculations

were also performed at the B3LYP/6-31 + G(d) level of theory. The calculations showed that nitrate geometry is altered upon adsorption, chang-

ing from the C2V point group for “free nitrate” geometry to D2h for adsorbed nitrate. In addition, nitrate was shown to chemisorb onto Al2O3 fol-

lowing three binging geometries, as shown in Figure 4.

Compared to the C2V structure, the less symmetric D2h is more reactive in the presence of solar radiation, which is consistent with the afore-

mentioned heterogeneous photochemical pathway of adsorbed nitrates. Recently, Ostaszewski et al carried out QM calculations to simulate the

vibrational spectra of nitric acid chemisorbed on TiO2, a semiconductor component of mineral dust and combustion particles with a bandgap of

403 nm,[32,158–160] which corresponds to an energy value below the atmospheric cutoff of solar radiation.[21] Similar to the calculations done on

Al2O3, the geometry optimization and the vibrational frequencies were calculated using the B3LYP/6-31 + G(d) level of theory, adjusted for

anharmonicity factors.[157] While the same symmetry-breaking phenomenon was observed on nitrates adsorbed on both TiO2 and Al2O3, only

two variations of chelating complexes were observed on TiO2, due in large part to the lattice dimensions that prevented the bidentate nitrate

structure from forming. Ostaszewski et al reported six different surface nitrate geometries, all variations of monodentate or bidentate structures

as shown in Figure 4A. Overall, this work shows that surface-mediated photochemistry on semiconductor components results from a combination

of electron–hole pairs reacting with surface nitrates and D2h nitrates reacting in the presence of light.[21]

3.2 | Surface-bound carbon dioxide, carbonates, and bicarbonates

Another important trace gas with significant climate implications is CO2, the fourth most abundant gas in the atmosphere.[20] Recently, studies on

heterogeneous CO2 reactions with atmospheric PM examined the adsorption of gaseous CO2 onto the faujasite zeolites NaY and BaY, which are

F IGURE 4 Schematic diagram of “free nitrates” (C2V point group), surface
nitrates, and adsorbed nitrates (D2h point group). A, Nitrate; B, monodentate; C,
bidentate; D, bridging
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cation-stabilized aluminosilicate materials.[20] Galhotra et al conducted DFT calculations at the B3LYP LanL2DZ level of theory to understand the

vibrational frequencies of adsorbed carbon dioxide, along with surface-bound reaction products carbonate and bicarbonate. For carbonate and

bicarbonate models, geometry optimizations were carried out on the neutral clusters BaCO3, Na2CO3, BaOH(CO3H), and Na(CO3H).[20] These cal-

culations indicated that symmetry-breaking follows the adsorption of CO2 onto a modeled neutral zeolite structure; this symmetry-breaking led

to IR activation of the ν1 vibrational mode due to a strong surface influence. Additionally, the asymmetry of the adsorbed CO2 caused the ν2 bend-

ing mode to separate into two modes: in-plane and out-of-plane. The matching of calculated vibrational frequencies of adsorbed carbonates and

bicarbonates onto the faujasite zeolites confirmed a surface-mediated reaction. Similar to the ν2 bending mode in carbon dioxide, carbonates and

bicarbonates underwent a separation of the ν3 bending mode into two vibrational bands. DFT calculations were in agreement with those found

experimentally under both dry and humid conditions (vide infra).

Other QM studies of CO2 interaction with atmospheric aerosol components include studies on adsorption onto titania (TiO2), an important

semiconductor component of PM.[32] The work of Indrakanti et al examined computationally the chemisorption of ground-state carbon dioxide

onto titania polymorph anatase (001), (101), and (010) surface planes.[161] Titania serves as an important catalyst for the photoreduction of CO2,

with anatase having the highest catalytic activity; this photoreduction pathway could prove useful to technological developments in intermittent

solar energy and the reduction of fossil fuel consumption.[159] Similar to Galhotra's work, Indrakanti et al used DFT frequency calculations to

understand the convoluted vibrational spectra of CO2 adsorbed on TiO2.
[161] The optimized geometries were calculated at the B3LYP/6-31+G

(d) level of theory using the neutral binuclear cluster Ti2O9H10CO2. Calculated vibrational frequencies for all three surface planes were consistent

with experimental observations. Each of the three surfaces showed a distinct configuration of vibrational bands corresponding to carbonate-like

species adsorbed on the surface. Furthermore, the adsorption of CO2 results in an O–C–O angle distortion with a slight negative charge ranging

from −0.3 to −0.45 e−, suggesting a partial reduction of CO2. Through the localized ground-state cluster approach, Indrakanti et al modeled the

adsorption process of CO2 onto titania anatase surfaces, which furthered our understanding of reactive species created on metal oxide surfaces.

3.3 | Surface-bound sulfur dioxide

Sulfur dioxide (SO2), a precursor of sulfuric acid (H2SO4), is emitted into the atmosphere via natural processes (volcanic activity) and anthropo-

genic activity (combustion of oils and coal).[162–167] As was mentioned in Section 2.1, sulfuric acid molecules are hygroscopic and can serve as

cloud condensation nuclei.[162,163,168] Thus, a greater understanding of atmospheric SO2 behavior yields better climate modeling and insights into

human and environmental health. Recent work has investigated the adsorption of SO2 onto mineral aerosols, which may act as a sink for sulfur

dioxide and other trace atmospheric gases.[168,169] Zhao et al examined the adsorption of SO2 onto hematite (α-Fe2O3) under dry aerobic condi-

tions via PBE-GGA for the exchange correlation functional paired with the Hubbard model U interaction.[168] Figure 5 shows the five stable SO2

F IGURE 5 The five (A–E) stable structures of SO2 adsorbed on the α-Fe2O3 surface as calculated by Zhao et al.[168] Structure I is unfavorable
and structures II–V are favorable, with structure V being the most stable
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adsorbed structures found by Zhao et al to exist on α-Fe2O3. Four of the structures exhibited strong SO2–surface interactions through the distor-

tion of the calculated O–S–O bond angle from 119� to 108�–109�, indicating those structures to be the most favorable.

Elongation of S–O bonds from the gas phase to the adsorbed phase suggested that the adsorbed species resembled SO3. This was supported

by the calculated vibrational frequencies—of the three vibrational modes of gas-phase SO2, the antisymmetric stretching mode νas underwent a

red shift of 308–313 cm−1, suggesting a lengthening of the S–O bonds. Additionally, the calculated adsorption energies ranging from −0.97 to

−0.83 eV demonstrated the stability of the SO3-like adsorbed species in the four most stable structures shown in Figure 5. The significant charge

transfer between the adsorbed SO2 and the hematite surface in the most stable structure is indicative of chemisorption. The least stable structure

(structure I) showed a decrease in charge transfer, suggesting physisorption, and entropic effects indicated low coverage of the hematite surface,

even at SO2 pressure as high as 1 atm. Under aerobic conditions, Zhao et al found the adsorption of the only stable geometry of O2 on the hema-

tite surface to be weak, with an adsorption energy of −0.31 eV, compared to the −0.97 eV adsorption energy of the most stable SO2 interaction

with hematite. SO2 was therefore preferentially adsorbed on the hematite surface, and O2–SO2 interactions were found to take place on the sur-

face and yield sulfate and bisulfate products. Compared to the sum of these two gases' individual adsorption energies, −1.28 eV, the energies of

the SO4 species' adsorption onto the hematite surface were larger, ranging from −1.31 to −1.65 eV. Thus, SO4 adsorption was favored over the

individual adsorptions of SO2 and O2. Entropic effects supported the favored adsorption of SO4, and vibrational frequencies indicated that three

of the four stable geometries were bidentate structures, while one was a tridentate structure.

In a similar study, Lo et al investigated the chemisorption and physisorption of SO2 on γ-Al2O3, for both a clean (100)E surface and a

dehydrated (110)C surface. All computational calculations were run through the Vienna ab initio simulation package (VASP). Geometry optimiza-

tion employed the conjugate-gradient algorithm—vibrational frequency calculations used the harmonic approximation and double finite differ-

ences method; thermodynamic energy profiles were determined via ciNEB and RMM-DIIS methods.[162] Results indicated that physisorption took

place on the γ-Al2O3(100) surface when SO2 adsorbed onto a μ3-O atom, and chemisorption took place when SO2 adsorbed onto a terminal O

atom. For both the clean (100)E surface and the dehydrated (110)C surface, the most stable configurations were tridentates and bidentates, which

is in agreement with the conclusions drawn by Zhao et al.[168] In Lo et al's study, stabilities were determined by the energy profiles, in which the

most stable configuration on the clean (100)E surface had an energy of −45.24 kcal mol–1, and the most stable configuration on the dehydrated

(110)C surface had an energy of −70.82 kcal mol–1.[162] Thus, adsorption of SO2 to the γ-Al2O3 surface was found to be favorable. Calculated IR

vibrational frequencies were supported by experimental data.

3.4 | The effects of coadsorbed water through quantum chemistry

Water coadsorbed onto a surface has been studied in concert with the adsorption of the trace gases CO2, NO2, and SO2. In general, surface water

plays a dual role in the chemistry that takes place on the surface of atmospheric particles. First, water competes for active surface sites,

preventing the adsorption of trace atmospheric gases. Second, adsorbed water undergoes surface-promoted reactions similar to those described

for trace gases. For instance, water on TiO2-anatase undergoes an apparent dissociative adsorption in which a proton transfers to the oxygen

bridging Ti centers in the TiO2 crystal structure.
[170–172] This dissociation ultimately leads to an increase in OH surface density, with consequential

effects on the adsorption of atmospheric gases, water uptake, and cloud formation.[13,14,173–176

Baltrusaitis et al conducted a study on the effect of coadsorbed water on the adsorption of carbon dioxide onto metal oxides using the

B3LYP/6-31G(d) level of theory.[177] Under dry conditions, bicarbonate groups were the major product from the reaction of surface hydroxyl

groups with adsorbed CO2; wet conditions led to the formation carbonic acid, which was deprotonated to yield adsorbed carbonate and proton-

ated hydroxyl groups such as Fe-OH2
+. These findings were supported by a mononuclear cluster system of [Al(OH)3(H2O)n(CO3)]

2− where

n = 0–4. With increased solvation, bond length changes showed that the geometry of the carbonate ion was less distorted, and a decrease in the

difference between the ν3 vibrational modes indicated that the carbonate ion was relaxing to a less coordinated state. Similar findings were made

by Galhotra et al in a study on the effect of coadsorbed water on interactions between CO2 and zeolite surfaces using the B3LYP LanL2DZ level

of theory.[20] Results showed that coadsorbed water on the zeolite surface, especially with the barium cation BaY, decreased the number of active

sites available to adsorb CO2 and therefore led to a decrease in the magnitude of ν3 band splitting from 615 cm−1 under dry conditions to

506 cm−1 in the presence of two solvated water molecules. This decrease shows the same relaxation to a less coordinated state found in

Baltrusaitis' work.[20,177]

Baltrusaitis et al also conducted a study on the adsorption of nitrate onto aluminum oxide surfaces in the presence of coadsorbed water using

a binuclear [Al2(OH)3(μ-OH)2(H2O)11(NO3)] cluster analyzed at the B3LYP/6-31 + G(d) level of theory.[178] While dry conditions yielded mono-

dentate, bidentate, and bridging clusters, full solvation conditions at high RH yielded complexes in which nitrate was directly bound to the

binuclear alumina cluster, as well as complexes in which nitrate was not directly bound. Bond lengths, geometries, and vibrational frequencies for

both high-RH complexes were calculated and were in agreement with experimental data. Another study by Ostaszewski et al examined the gro-

und states of nitrate adsorbed onto TiO2 with coadsorbed water using a [Ti2O(OH)n(H2O)2(NO3)]
−1 cluster where n = 4 or 5, at the B3LYP/6-31

+ G(d) level of theory.[21] This work found modes similar to those reported by Baltrusaitis et al, but as the number of water molecules present
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increased from 0 to 6, competition for active sites between water and nitrate occurred, hydrogen-bonding interactions increased, and symmetry-

breaking of adsorbed nitrate decreased. Beyond three water molecules in the cluster, only the monodentate mode of nitrate was possible,

resulting in a single geometry coordination. Ostaszewski et al showed that upon adsorption of water, the vibrational frequencies of adsorbed

nitrate resembled those of aqueous-phase nitrate, as the two ν3 vibrational features initially separated by the surface effect converged towards

the vibrational frequencies expected for aqueous-phase nitrate, shown in Figure 6 as a decrease in the ν3 split (Δν3).[21] These simulations also

showed that coadsorbed water limited the degrees of freedom of adsorbed nitrate, decreasing the number of structures as more water was added

to the cluster. Once three water molecules were added to the simulation, only a monodentate structure was minimized, approaching the C3V point

group as evidence in the low Δν3. These computations were in agreement with experimental data, which showed less convoluted vibrational spec-

tra at higher RH levels.

Both Zhao et al and Lo et al conducted computational studies on the effects of wet conditions on SO2 adsorption onto metal oxide surfaces

via their aforementioned respective methods.[162,168] Zhao et al first determined that when a clean hematite (0001) surface was exposed to water

molecules, water dissociated, resulting in hydroxylated hematite. This finding was supported by changes in bond lengths and by the dissociation

energy being 0.25 eV lower than the adsorption energy. Thus, SO2 was coadsorbing with hydroxyl groups rather than with water. The same study

found that with an adsorption energy of −0.50 eV, SO2 was physisorbed onto a surface hydroxyl group. However, at typical atmospheric SO2

concentrations, the entropic gains of SO2 in gas form were found to surpass the adsorption energy, indicating that adsorption of SO2 to the

hydroxylated surface was unfavorable. Calculated bond lengths of the adsorbed species, which were similar to those of a free SO2 molecule, were

in agreement with this thermodynamic conclusion. RH therefore has little effect on SO2 adsorption. Similarly, Lo et al's study reported two modes

in which SO2 was physisorbed onto a surface hydroxyl group of a hydrated γ-Al2O3(110) surface with extensive hydrogen bonding.[162] Three

other modes were found that produced adsorbed bisulfite and sulfite. Adsorption enthalpies ranged from 17.53 to 34.79 kcal mol–1, and the most

favorable mode was that which formed sulfite. From these results, it was found that SO2 showed no selectivity between the clean (100)E surface

and the hydrated (110)C surface.

4 | CONCLUSIONS AND IMPACT

The complexity of aerosol particles has led to significant gaps in knowledge of the chemistry that controls the processes that drive atmospheric

PM. Therefore, there are large uncertainties in the role of aerosol particles in climate and health. Over recent decades, increasing computing

power and progress in our understanding of quantum mechanics as pertaining to chemical processes have made computational quantum chemis-

try a powerful tool to advance our knowledge of atmospheric chemistry. In particular, QM calculations have made significant progress in our

understanding at a molecular level of the prenucleation and formation of aerosols. Surface phenomena also increasingly rely on QM calculations,

particularly with regard to adsorption processes and conformational energies.

F IGURE 6 Top: Effect of coadsorbed water on surface nitrate
structures and vibrational frequencies. Size of the symbols represents
the number of surface-bound nitrate geometries minimized and
matches with experimental data. The split ν3 vibrational features show
three regimes: first, from dry to two water molecules, several nitrate
structures exist on the surface and the ν3 vibrational features diverge
to nearly 300 cm−1; second, for three water molecules, the nitrate
coordination number on the TiO2 surface decreases to only one
structure (monodentate), which shows a close interaction with the

surface and a highly symmetric structure approaching D3h symmetry.
Finally, as more water molecules are added to the model, the two ν3
vibrational features initially separate more, only to converge towards
the vibrational frequencies expected for aqueous-phase nitrate
(Δν3 = 49 cm−1). Bottom: Monodentate TiO2-nitrate representation
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The synergy between experimental methods and computational quantum chemistry has significantly augmented our knowledge of the chemi-

cal processes that govern atmospheric particles. Notably, spectroscopic simulation of surface-adsorbed species has advanced our understanding

of surface coverages and the relevance of terminal groups regarding heterogeneous chemistry and cloud formation. Quantum chemistry calcula-

tions have closed gaps in our knowledge of aerosol formation pathways whose complexity cannot be fully understood through experimental tech-

niques alone. Accurate calculation of transition states has allowed for direct comparison of QM calculations with experimental data and for

estimates of atmospheric lifetimes of trace gases. The calculation of PESs has provided a picture of reaction mechanisms and guided experiments.

QM calculations applied to atmospheric aerosol represent a unique and reliable method to answer pressing challenges in atmospheric aerosol

chemistry:

1. The variable pH between nascent and aged aerosol can affect SOA formation pathways—modeling pKa of carboxylic acids and their effects on

reaction pathways is paramount in our understanding of the roles of nascent vs aged aerosol.

2. The optical properties of aerosols and dissolved organic matter and their dependence on pH are still poorly understood. Recent QM calcula-

tions have shown that the behaviors of chromophores in the marine environment can open previously unrecognized photosensitization

reactions.[179]

3. Since thermal energy alone is not enough to justify all the chemistry taking place in the troposphere and the stratosphere, photochemistry

must be simulated.[32] Simulated photochemistry allows for changes in the reactivity of chromophores depending on their excited state. For

instance, QM calculations of processes involving excited-state reaction pathways of surface-bound species are needed to understand hetero-

geneous reactions.

4. Photosensitization mechanisms at different pH levels (combination of challenges 1 and 2) can potentially open additional pathways for SOA

formation.

The resolution of the challenges above represents just an excerpt of the potential impact that quantum chemistry computation can have in

the near future. As quantum mechanics advances, it is also becoming a common tool used in the classroom at the undergraduate level. Examples

that illustrate the application of quantum mechanics to atmospheric phenomena are inspiring a new generation of chemists to study and embark

on quantum chemistry. As undergraduate students become more involved in QM calculations, the challenges above will be tackled in new and

creative ways. Overall, quantum-based computational strategies provide useful tools to teach chemistry at the undergraduate level and to contrib-

ute significant physicochemical insights into atmospheric science.
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