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Abstract

In selection processes such as hiring, promotion, and college admissions, implicit bias toward socially-
salient attributes such as race, gender, or sexual orientation of candidates is known to produce persistent
inequality and reduce aggregate utility for the decision maker. Interventions such as the Rooney Rule and
its generalizations, which require the decision maker to select at least a specified number of individuals
from each affected group, have been proposed to mitigate the adverse effects of implicit bias in selection.
Recent works have established that such lower-bound constraints can be very effective in improving
aggregate utility in the case when each individual belongs to at most one affected group. However, in
several settings, individuals may belong to multiple affected groups and, consequently, face more extreme
implicit bias due to this intersectionality. We consider independently drawn utilities and show that, in
the intersectional case, the aforementioned non-intersectional constraints can only recover part of the
total utility achievable in the absence of implicit bias. On the other hand, we show that if one includes
appropriate lower-bound constraints on the intersections, almost all the utility achievable in the absence
of implicit bias can be recovered. Thus, intersectional constraints can offer a significant advantage over
a reductionist dimension-by-dimension non-intersectional approach to reducing inequality.

*A version of this paper will appear in the proceedings of the 2022 ACM Conference on Fairness, Accountability, and
Transparency (FAccT). When citing, please cite as: “Anay Mehrotra, Bary S. R. Pradelski, and Nisheeth K. Vishnoi. Selection
in the Presence of Implicit Bias: The Advantage of Intersectional Constraints. In Proceedings of the 2022 ACM Conference on
Fairness, Accountability, and Transparency (FAccT).”
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1 Introduction

Implicit bias is the unconscious association, belief, attitude, skewed observation, or lack of awareness toward
any socially-salient group, which may lead to systematic disadvantages for particular — often underprivileged
— groups [46], 54l 55 [47]. The negative impact of implicit bias on certain groups of the population is well
documented in many societal contexts [67, [1], including hiring [74), 090, 65] [8], university admissions [52] [71],
and healthcare [21], 44} [53]. Instances of implicit bias in hiring and other selection processes include higher
salaries for men than women despite the same qualifications [65], biased peer-review of fellowship applications
against women [87], and stricter promotion standards for women in managerial positions [61]. Affected
candidates can also face biases before participating in selection processes: For instance, they can face implicit
bias in the form of lower teacher expectations [42], or harsher grading policies [82], which may further hurt
their future prospects in hiring or promotion [68]. Implicit bias not only has adverse effects on individuals,
but also on decision makers who may hire/promote less qualified candidates. Moreover, such biases can also
affect downstream algorithms and policies, either through biased human decisions or through past-data used
to inform these decisions, giving rise to biases that affect different groups differently [30, 86, [11].

Policy makers, private entities, and researchers have introduced a host of measures to counter adverse
effects of implicit bias: affirmative action policies which increase representation of affected groups [811 50,
78, [T0, [69], structured interviews which reduce the scope for bias in evaluation criteria [73], 40, 87, [6],
and anonymized evaluations that blind decision makers to the socially-salient attributes of applicants [43].
Significant effort has also been devoted to reduce implicit bias itself: training that exposes individuals to
counter-stereotypical evidence opposing their implicit beliefs [89, [62] B9], enhanced accountability which
enables enforcement of other interventions [58], 60, [14], and information campaigns that increase awareness
about implicit biases [64].

Of interest here are affirmative action policies that introduce lower-bound constraints for groups adversely
affected by implicit bias. A popular instantiation of this strategy is the Rooney rule, which requires the
decision maker to select at least one individual from the affected group for interview. The hope is that during
the interview, the decision maker will assess the “true” value of the individual [I3] and this interaction will
reduce their implicit bias [29]. In addition, variants of the Rooney Rule have also been used for the final
stage of a selection process such as that for board membership or highly-priced entry jobs to directly counter
the effects of implicit bias [49] 19} 69} [78].

Recently, some works have analyzed the effectiveness of Rooney Rule type constraints for selection and
ranking processes [57), 20, [36]. In particular, [57] study the effectiveness of the Rooney Rule for selection
in the presence of implicit bias when there is a single affected group. Here, there are m individuals, where
each individual ¢ € {1,2,...,m} has a non-negative latent utility w; > 0, that is the value it adds to the
selection, and an observed utility w; < wj;, that is the decision maker’s possibly biased estimate of w;. The
decision maker selects n individuals with the maximum sum of observed utilities. [57] study a model where
implicit bias acts via a multiplicative factor 0 < S < 1: the observed utility of an individual ¢ belonging
to the affected group is w; = - w; while that of an unaffected individual j is @W; = w;. They argue that
this model is a reasonable approximation of the empirical findings of [87], who find that in peer-reviewed
evaluations for fellowships women’s score were systematically scaled down compared to men with similar
productivity. [57] study conditions on the parameters n, m, 8, and the distribution of latent utility w;,
where the Rooney Rule increases the total latent utility of the selection. Under the same implicit bias
model, [20] study a generalization of the Rooney Rule, where the decision maker is constrained to select at
least L > 1 individuals from the affected group. [20] show that, for a single affected group, there is an L for
which the decision maker, constrained by the generalized Rooney Rule, achieves near-optimal latent utility.

Intersectionality posits that one needs to take into account the interconnected nature of the multi-
ple socially-salient attributes, as opposed to viewing these attributes through a reductionist lens, that is,
dimension-by-dimension [28]. Intersectionality can lead to the creation of overlapping and interdependent
systems of discrimination or disadvantage, and there is a rich literature in social sciences and law that studies
it [56] 28, 241 [15] 25] [79, [72] [35, B8, 27, 28], [, [1]]. Intersectional implicit bias also arises in selection pro-
cesses. For instance, [87] find significantly lower scores for women unaffiliated with the evaluation committee
compared to other women and to men unaffiliated with the committee in peer-reviewed applications for a
fellowship in Sweden. Thus, neither gender nor affiliation alone explain the bias faced by individuals, and
to understand this bias, a combination of the two attributes must be considered. Recently, intersectional



bias has also been observed in the outputs of algorithms. For instance, [I7] audit commercial image-based
gender classifiers and find intersectional bias against Black women, and [83] report intersectional bias in
contextualized word representations.

However, the intersectional nature of social groupings and, thus, biases has been largely overlooked
when designing interventions to reduce or counter implicit bias. Further, data reporting, such as that by
the U.S. Census Bureau, is mostly dimension-by-dimension (for example, by race or by gender) and omits
intersectional data. Since this data is used to inform policies, it has inevitably led to policies that only focus
on reducing inequality along one identity dimension at a time, as highlighted in a report by the European
Union [R0]. In other words, existing data reporting and, consequently, policies are non-intersectional. They
specify lower-bound constraints on each affected group, but not on their intersections. But it is natural to
expect that the individuals at the intersection of multiple affected groups face higher and, possibly, different
implicit bias [56} [87, [16] [88]. In fact, as argued by [56], intersectional bias can be significantly higher and
often compound, or multiply, the biases faced by individuals in single affected groups. Thus, the following
question arises and is studied in this paper.

Are non-intersectional constraints sufficient to recover the entire latent utility with intersecting affected
groups or does one need to specify constraints across all intersections to achieve this?

1.1 Owur Contributions

We consider the effectiveness of lower-bound constraints on selection processes in the presence of intersec-
tional implicit bias. To capture the effect of intersectionality on implicit bias, we consider an extension of the
aforementioned model of [57] due to [20]: each individual may belong to zero, one, or more of the p affected
groups (such as the groups of all women or all Black people) (Section. For each group ¢ € {1,2,...,p},
there is an implicit bias parameter 0 < £, < 1 and the implicit bias experienced by an individual is the
product of parameters of each group they belong to.

We compare non-intersectional and intersectional lower-bound constraints when the latent utilities are
independently and identically distributed. Non-intersectional constraints specify the minimum number of
individuals to be selected from each affected group (e.g., the groups of all women or all Black people). They
do not specify the minimum number of individuals to be selected from a given intersection (e.g., the groups of
all Black women, all non-Black women, all Black non-women, or all non-Black non-women). For each of the
intersectional groups, intersectional constraints specify the minimum number of individuals to be selected
from this intersection. To compare the relative efficacy of constraints, we consider a utility ratio, defined as
the expected value of the ratio of the latent utility achieved under the constraint to the latent utility absent
any implicit bias (Section . By definition, the utility ratio is a number between 0 and 1 and the goal of
the policy maker is design interventions such that the corresponding utility ratio is 1.

We show that under general conditions on the distribution of latent utilities, no matter which non-
intersectional constraints are deployed, the utility ratio is strictly less than 1 (Theorems and . In
particular, our result applies to distributions such as uniform, truncated normal, and truncated power-law
distributions. Moreover, our result gives a quantitative bound on the maximum of utility ratio: it is at
most 1 — ¢, where ¢ is positive and depends only on the implicit bias parameters and generic parameters
of the distribution family, and independent of the number of candidates m. Concretely, when the utilities
are uniformly distributed on the interval [0, 1], there is a family of instances such that the maximum utility
ratio achievable using only non-intersectional constraints can be as low as 8/9 (Proposition . Further,
we show that this result also holds for generalizations of the implicit bias model where, for instance, the
implicit bias experienced by individuals in multiple groups is different than the product of the implicit bias
parameters of the groups they belong to (Theorem [3.4). Thus, these results imply that, unlike the setting of
a single affected group studied in [57} 20, B6], non-intersectional constraints may be insufficient to completely
mitigate the effects of implicit bias in the presence of intersections.

On the positive side, we show that there are intersectional lower-bound constraints that, for any amount
of implicit bias, recover utility ratio arbitrarily close to 1 (Theorem|3.2)). This result extends for all continuous
distributions of utility and for the generalizations of the implicit bias model considered above (Corollary.
We show that these intersectional lower-bound constraints end up being just a function of the sizes of
intersections and do not depend on the amount of implicit bias 0 < 31,...,8, < 1 or the specific utility



distribution. In fact, the constraints require at least a near-proportional number of individuals from each
intersection and, hence, they can be employed in practice where the implicit bias parameters f1, ..., 5, and
the distribution of utility are not known and can vary across contexts or over time. Thus, a policy maker
may choose intersectional constraints in order to obtain a utility ratio arbitrarily close to 1.

Overall, our results imply that the advantage of intersectional constraints can be substantial and a
reductionist dimension-by-dimension approach is not sufficient to mitigate the adverse effects of implicit
bias. They provide a utilitarian reason for policy makers to choose intersectional constraints over non-
intersectional constraints.

1.2 Related Work

Implicit bias and empirics. There are several theories about how implicit bias arises; e.g., [B 84, 48]
A7), [45] 63 [70, 2]. Specific examples include, [84] who propose that humans unconsciously use heuristics
to overcome their limited computing ability. Such heuristics can take the form of stereotypes where one
divides individuals into groups and, then, extrapolates the characteristics of specific individuals from the
characteristics associated with their group(s) [41l [2]. Another theory suggests that using stereotypes was
evolutionarily advantageous [48, 59]. One reason, according to [59], is that undervaluing the utility of
unknown out-group individuals and, hence, avoiding contact with them reduced the risk of contracting
new diseases. Apart from these theories, it has also been suggested that implicit bias “is a trace of [the
individual’s] past experience” [45] and that prior, explicit, racism has been channeled into implicit bias [63].
Regardless of the cause of implicit bias, studies identifying the adverse effects of implicit bias are abundant:
from police shootings [76], promotion and hiring decisions [9} 61], education [65], B3], to peer-review [87].

Models of implicit bias and decision-making in the presence of implicit bias. A growing literature
is studying decision making in the presence of implicit bias, ranging from works on set selection [57, 36, [3§],
ranking [20], to classification [12]. Among these, works on the set selection and ranking problems are directly
related to our work. [57] introduce a mathematical model of implicit bias for a single affected group and
study when the Rooney Rule increases the total latent utility of the selection. Unlike them, we consider
multiple and intersectional affected groups and also consider generalizations of the Rooney Rule. [20] study
the ranking problem, where the selected individuals also need to be ordered. Specializing their work to set
selection: they consider the setting with a single affected group where the decision maker must select at
least L > 1 individuals from the affected group and show that there are constraints which achieve near-
optimal latent utility in expectation. [20] also extended the model of implicit bias due to [57] to multiple
and intersectional groups. For this model, [20] show that for any set of utilities and amount of bias, there are
utility-dependent non-intersectional constraints that achieve optimal latent utility for the ranking problem.
However, since their constraints are a function of the latent utilities, which are not observed, these constraints
cannot be determined in practice. While we also consider the model of implicit bias [20] introduced, the
intersectional constraints we propose are different and do not depend on the, unknown, latent utilities. [36]
study selection under a different model of bias, where the decision maker’s observed utility has higher than
average noise for individuals in the affected group. They consider a family of constraints and show that, for
a single affected group, these constraints increase the latent utility. Unlike them, we consider multiple and
intersectional groups and study a different model of bias. Finally, unlike these prior works, we also study
the maximum utility achievable by using non-intersectional constraints.

Intersectionality as a source of bias. The discussion of being subjected to multiple biases has originally
focused on the experience of Black women versus that of non-Black women and Black men. The “double
jeopardy” and “multiple jeopardy” hypotheses posit that belonging to more than one affected group — as
is the case for Black women — disproportionately increases the experienced bias [37, [56]. Empirically, for
example, [35] show that returns to schooling in sub-Saharan Africa depend both gender and ethnicity and [87]
find that peer-reviewed scores for post-doctoral fellowships were a function of both the candidate’s gender and
their affiliation with reviewers. Since [37, [56], several works have proposed extensions of this theory beyond
two socially-salient attributes; e.g., [28] [72] 24] [15] 27], 26]. The implicit bias models that we consider in this
work can be viewed as motivated by these works, and in particular, by the multiple jeopardy model [56].



Intersectionality vs. non-intersectionality. To the best of our knowledge, there are only few examples
of mathematical studies that analyze how the belonging to intersectional groups interacts with policies. [4]
study how individuals suppress or foster different dimensions of their identity to increase economic reward.
[18] study the effect of intersectional vs. non-intersectional interventions on the share of different groups
among the selected individuals over time. Our focus here is understanding the advantages of intersectional
constraints over dimension-by-dimension non-intersectional constraints — albeit in the very different setup of
selection under implicit bias.

2 Model

Notation. For a number n € N, [n] denotes the set {1,2,...,n}. U denotes the uniform distribution over
[0,1]. We use w ~ D notation to denote that w is an independent sample from distribution D. For a
distribution D over R, we use pp: R — R>( to denote its probability density function and Fp: R — [0, 1] to
denote its cumulative distribution function. We say a distribution D over R is continuous if pup exists and is
finite at all points in R. The support of a continuous distribution D over R is the set {x € R: up(z) > 0}, and
is denoted by supp(D). Given two vectors z,y € R™, we use (z,y) to denote their inner product >\, z;y;.

2.1 Selection Problem

The task of selecting a subset of individuals from a pool of applicants or employees arises in many contexts
such as hiring, college admission, and selection for fellowships or board of directors. In these settings, the
basic mathematical problem is as follows: Given a number m and for each of the m individuals, or more
generally items, i € [m] a non-negative latent utility w; > 0, the set selection problem asks to find a subset of
n items that has the maximum sum of latent utilities. If we represent a subset by a binary vector x € {0,1}™,
where z; = 1 indicates that 7 is in the subset and x; = 0 indicates otherwise, the goal is to find x € {0,1}™
such that (z,w) is maximized subject to >..* | ; = n.

2.2 Affected Groups, Intersections, and a Model of Implicit Bias

We consider the setting with p affected groups (henceforth referred to as just groups) G1, Ga, ..., G, C [m].
Each of the m items may belong to one or more of the p groups that face implicit bias, or may belong to
none of these groups, i.e., in [m]\ (G1 UG2U---UG,), and hence, not face any implicit bias. These groups
can intersect arbitrarily. We use the following notation to capture all the intersections that can arise from
p groups: For a set S C [p] of groups, let o € {0,1}” denote the corresponding indicator vector, i.e., for all
tepl,or=1if £ € S and o, = 0 otherwise. Let I, C[m] denote the set of elements that belong to every
group in S and none of the groups not in S. Formally, when S # () and, hence, o is not the all Os vector
(denoted by 0), let

b () (U 06

For o0 =0, let Iy = [m] \ (G1 UG2 U---UG,) denote the items in none of the p groups. Where with some
abuse of notation we used Iy to denote Iyg for p = 2, Ipgg for p = 3, and so on. Thus, the sets {Ia}ae{o’l}p
partition the set of items [m)]. Figureillustrates this with two groups G and G (i.e., p = 2) which divide
the set of items into four disjoint intersections I11, I1g, Io1, and Iog, where I11 = G1 N Ga, I1p = G1 \ Ga,
IOl = G2 \G’l7 and Ioo = [m] \ (Gl U GQ)

We focus on the extension of the implicit bias model of [57] presented in [20]. Later, in Section [3.3] we
also consider further generalizations of this model. In this model, the decision maker does not observe the
latent utilities of the items. Instead, for each item i, they see an observed utility w;, which is their possibly
biased estimate of w;. In particular, the decision maker might perceive that items belonging to certain
groups have a lower observed utility: @; < w;. For each group ¢ € [p], there is an implicit bias parameter
0 < B¢ <1 that captures the relative implicit bias faced by items in Gy compared to items not in Gy. The
total implicit bias experienced by an item ¢ is assumed to be the product of the implicit bias parameters of



all groups it belongs to: Hze[p]: G,5i Be- Thus, for a given latent utility w; of item ¢, the observed utility is

Wi = <H£e[p]: G@iﬁe) " Wi

The property that individuals belonging to multiple groups are subject to more acute implicit bias is moti-
vated by similar observations in the real world, which have been reproduced across many contexts such as
hiring in industry, promotions in industry and academia, and peer-review in academia [87] [75], 31, 32] It also
aligns with [56], which proposes a multiplicative-model where individuals face the compounded effect of the
biases of groups they belong to.

As an illustration of this intersectional implicit bias model, consider two groups where the implicit bias
parameter of the first group is 81 and of the second group is S2. An item which belongs to both G; and
G2 (i.e., in I11) experiences an implicit bias 51 /32. Whereas items in G; and not G (i.e., in I1g) experience
an implicit bias 81 and items in G5 but not G; (i.e., in Ip;) experience an implicit bias S2. Items neither
G1 nor Gy (i.e., in Ipo) do not face implicit bias. As a numerical example, if 51 = 0.9 and 3 = 0.8, then
an item ¢ € I;; experiences an implicit bias 0.72, which is more acute than the implicit bias experienced by
items in I;g or in o, which experience biases 0.9 and 0.8 respectively.

In Section [3] we consider a generalization of this model, where for each intersection I, there is an increas-
ing function b,, and the observed utility of an item 4 in intersection I, is w; = b, (w;). This generalization
captures Equation (1) when by (z) =2 -[],c(,). 5,1 B¢ for all intersections o and x> 0.

(Implicit bias) (1)

2.3 Selection Under Implicit Bias: Intersectional and Non-intersectional Con-
straints

The decision maker would like to pick an z* € {0, 1}™ with n items, i.e., Zﬁl 27 = n, that maximizes latent
utility:

m
T* = argmax, g 13m (T, W), St in =n. (2)
i=1

However, due to their implicit bias, the decision maker instead maximizes the observed utility: They choose
a selection T with n items that maximizes the observed utility,

m
T = argmax,c o 1ym (7, W), st Zaji =n. (3)
i=1

Since T maximizes a different objective than z*, it could be very different from z*. Hence, it may have a
much smaller latent utility: (Z,w) < (z*,w). To see this, consider two items where the latent utility of
the first item is wy = 1 and of the second item is wy = 0.1. Suppose the decision maker has to select one
item (i.e., n = 1) and there are two groups. Since x* maximizes the latent utility, it selects the first item.

(a) Intersections (p =

(b) Implicit bias parameters (p = 2)

(c) Intersections (p = 3)

Tooo o
I [(]0 1 G1 1001 B3 Go
11 B152 Gy I P 5,8 G
101 01 28 A%
Lo In A Pa Lo Ioo b \5a) P
[110 ﬂlﬂZ

(d) Implicit bias parameters (p =

Figure 1: Model of affected groups and implicit bias: The first two sub-figures consider two overlapping affected
groups. Figure presents the four intersections created by these groups and Figure gives the implicit bias
experienced by items in each intersection. Here, items in both G; and Ga, i.e., those in 11, face the most acute
implicit bias, 81f2: this is the compounded effect of the implicit bias faced by each items each group 1 < 1 and
B2 < 1. The last two sub-figures this illustration to three overlapping groups.



However, if the first item is in I;; and the second item is in Iy, then their observed utilities are wW; = [132
and wy = 0.1 respectively. If 5185 < 0.1, then 7 selects the second item. Hence, it has a latent utility
(Z,w) = 0.1, which is significantly smaller than the latent utility of 2*: (z*,w) = 1. Apart from this, Z also
selected fewer items facing implicit bias, i.e., items 4 for which w; < w;; adversely affecting such items.
Affirmative action policies broadly seek to reduce and counter implicit bias and other systematic biases.
There are several types of affirmative action policies [R1L [7]. Here, we consider lower-bound constraints, such
as the Rooney Rule, which require the decision maker to select at least a specified number of candidates from
each group. Recent works [57, 20} [36] on decision-making in the presence of implicit bias have shown that in
the setting with a single group, such constraints can serve an additional purpose: to improve the latent utility
of the subset selected by the decision maker. Motivated by this, we study the efficacy of these constraints to
improve the latent utility in the setting with multiple and intersectional groups, as discussed in Section [2.2
Specifically, we consider two types of lower-bound constraints: non-intersectional and intersectional:

o Non-intersectional constraints are specified by lower bounds Ly, Lo, ..., L, € Z>(, and require that, for
each ¢ € [p], the decision maker include at least L, items from group Gy.

o Intersectional constraints are specified by 2P lower bounds, L, € Z>( for each o € {0,1}?, and require
that, for each o € {0,1}?, the decision maker include at least L, items from intersection I,.

When the context is clear, we use L to denote the vector of lower bounds in either intersectional or non-
intersectional constraints. Given a vector L defining a lower-bound constraint, either non-intersectional or
intersectional, let C'(L) C {0,1}™ be the set of all subsets with n items that satisfy the constraints defined
by L. Given a constraint L, the constrained decision maker chooses the selection = with the highest observed
utility in C(L):

T = argmax,cc(r) (¥, W) . (4)

Our goal is to understand how close to the optimal latent utility, (x*,w), can the decision maker (who
selects) get when a policy maker (who decides the lower-bound constraints) imposes intersectional vs. non-
intersectional constraints on them. In particular, given groups G, ..., G, and some unknown implicit bias
parameters 31, .., 3p, which lower bound vectors L have the property that the latent utility of the selection
Z, (T, w), is close to (x*,w).

2.4 Utility Ratio

As in [57, 20, B6], we study the setting where latent utilities of all items are drawn independently from
some continuous distribution D with a non-negative support. We begin with the uniform distribution and
later consider other distributions in Section 3.3} To measure the relative efficacy of different constraints, we
consider a utility ratio defined as the expected value of the ratio of (Z,w) to (z*,w). Here, 2* is the selection
with the highest latent utility (as defined in Equation ) and 7 is the selection picked by the constrained
decision maker (as defined in Equation (4))). For a draw of latent utilities w, <<;;f’;>> is the fraction of the
optimal latent utility obtained by the constrained decision maker. Hence, the utility ratio measures the
expected fraction of the optimal utility obtained by the constrained decision maker. Formally, given lower
bounds L and implicit bias parameters (3, the utility ratio is:

Pp(L,B) :=Eyp Lf*’ QZ?J . (Utility ratio) (5)

Where z* is a function of the utilities w and 7 is a function of utilities w, implicit bias parameters /3, and
lower bounds L. It can be shown that the utility ratio is invariant to scaling of utilities (Proposition [A.2)),
and its range is invariant across all distributions with the same mean and support (Proposition n
particular, for the uniform distribution on [0, C], for any C' > 0, the range is % to 1 (i.e., % < %u(L,B) <1).
When discussing the uniform distribution on [0, 1] we drop the subscript of Z and use Z(L, 3) to denote
r%Z/{ (Lv B) .



3 Results

3.1 Sub-Optimal Latent Utility for Any Non-intersectional Constraints

Our first result establishes an upper bound on the maximum utility ratio (Equation ) that a policy maker
can secure in the presence of implicit bias by using non-intersectional constraints (Section. For simplicity,
we first consider the case where utilities are distributed according to the uniform distribution on [0, 1] and,
later, consider generalizations to other distributions in Section By definition, the utility ratio Z(L, 3)
is at most 1. We show that for two groups (i.e., p = 2), if the utilities are independently drawn from the
uniform distribution, then no matter which non-intersectional lower bounds L; > 0 and Ly > 0 the policy
maker chooses, Z(L, /3) is bounded away from 1 whenever 8; < 1 and f2 < 1.

Theorem 3.1 (Non-intersectional constraints cannot recover full utility). Suppose the latent utilities
are uniformly distributed on [0, 1], the fraction of candidates selected is between n and 1 —n for some constant
n >0 (ie, n <> <1-—mn), and the size of each intersection is greater than pm (i.e., for all o € {0, 1}2,
|I,| > pm). For all implicit bias parameters 0 < 1,82 < 1 and constants n > 0 and p > 0, there is a
threshold mg € N such that if the number of candidates is more than this threshold, m > my, then for any
non-intersectional lower bounds L1, Ly > 0 the utility ratio is strictly smaller than one, where the difference
between 1 and the utility ratio depends up on n, p, 51, and B2 as follows:

A0 <1~ (L min {1~} (1— 1) (- B) (6)

Thus, Theorem establishes that for uniformly distributed utilities, a policy maker cannot recover the
full utility ratio with non-intersectional constraints for any bias parameters 0 < 81, 82 < 1. As an example,
suppose 1 = % and p = %, then Equation (@) says that Z(L,0) < 1 — (i(l —p1)-(1— 62))27 which is
strictly smaller than 1 for any 5; < 1 and B2 < 1 and is independent of the number of candidates m. This
is in contrast to the setting with a single group, where non-intersectional constraints can recover a utility
ratio arbitrarily close to 1 as the number of candidates m increase [57, 20, 36].

We emphasize that the upper bound in Theorem does not depend on the specific groups GG; and G2
or the specific value of n: it only requires that the intersection sizes are not too small and n is not too close
to 0 or m. For instance, in several admissions and hiring contexts, one can expect n non-vanishing as even
the most selective undergraduate programs in the US select more than 5% of the total applicants, which
corresponds to i > % [33]. Moreover, a majority of US undergraduate programs select between 0.4 and 0.8
fraction of the total applicants, which corresponds to % <n< % [33].

Theorem immediately implies the same result for p > 2, for instance, by adding empty groups or
repeating the family of groups. In summary, Theorem shows that non-intersectional constraints are
not sufficient to recover the entire latent utility in the presence of multiple and intersectional groups. The
dependence on implicit bias parameters 5, and bounds on intersection size p and selection rate 7 are also
natural and we discuss these below.

Dependence on 8. One can verify that as (81, 82) — (1, 1), the upper bound in Theorem goes to 1.
In particular, it becomes vacuous at §; = B2 = 1. This is expected as when 8; = 2 = 1, no item faces
implicit bias: for all items ¢, w; = @w;. Further, the upper bound in Theorem also goes to 1, as 1 — 1
while 83 € (0,1) is fixed (and vice versa). This holds as when $; = 1, only one group faces implicit bias.
Thus, one can use the constraints given by [20], for the p = 1 case, to recover the near-optimal utility.

Dependence on p. The upper bound also goes to 1 as p — 0. In particular, it becomes vacuous when
p = 0. This is expected as when p = 0, G; and G5 may not intersect. If the intersection is empty, then
non-intersectional and intersectional constraints are the same, and one can use intersectional constraints in
Theorem to recover the near-optimal utility.

Dependence on 1. The upper bound in Theorem also goes to 1 as n approaches either 0 or 1, while
p € (0,1) is fixed. This is because when 7 = 1, then both T and x* select all m items and, hence, = z*.
Therefore, when 1 = 1, the utility ratio is 1. When 7 is close to 0, n is significantly smaller than m and,
hence, the best n items in each intersection have latent utility very close to 1 with high probability. In this
case, even if a decision maker is extremely biased, say they only select items from one intersection (e.g.,
White men), they would select n items whose latent utility is very close to n, which is the maximum value
of the latent utility when utilities are drawn from the uniform distribution.
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Figure 2: Figures and [2(b)| plot the maximum utility ratio attained by non-intersectional constraints as a
function of (1) 8, where 81 := 8 and B2 := § and (2) as a function of 81 and 2 respectively. In these plots, we fix a
specific instance of the selection problem where half of the candidates are selected (i.e., n = %) and all intersections
have size 2 (i.e., Vo € {0,1}?, |I,| = 2). For this instance, these figures plot the value of the utility ratio in limit
that m — co. One can observe that the maximum utility ratio attained is strictly less than 1 for all 0 < 1,82 < 1
and approaches 1 as max {31, 82} — 1. Moreover, when the bias is extreme, i.e., 31 and B2 are close to 0, then the
maximum utility ratio, attained by non-intersectional constraints, approaches % (see Proposition . In contrast,
Theorem [3.2] shows that intersectional constraints achieve a utility ratio of 1, in the limit that m — oo, for all

0<pB1,B2< 1.

The basic property used to prove Theorem [3.1] is that: Any selection which deviates from proportional
representation has a latent utility smaller than optimal. At a high level, Theorem [3.1] holds because the
decision maker can alter their selection by selecting fewer (respectively more) items from I1; := G3 N G2 and
more (respectively fewer) items from Iy, and Iy, while keeping the number of selections from G; and from
G5 invariant. In the proof, we show that for any L; and Lo, the decision maker selects a significantly less-
than-proportional number of candidates from at least one of the four intersections. The proof of Theorem [3.1]
appears in Section [5.2] and an overview of the proof appears in Section [I.1]

3.2 Optimal Latent Utility With Intersectional Constraints

Complementing Theorem we show that, if the policy maker is allowed to place constraints on intersec-
tions, then they can recover all but a vanishing (with m) fraction of the total latent utility. In particular, for
any desired constant 0 < € < 1, number of items m, and groups G, ...,G,, we give lower bounds L, > 0,
for each intersection o, such that for any implicit bias parameters 0 < 1, ..., 8, < 1, constrained selection
leads to a utility ratio more than 1 — .

Theorem 3.2 (Intersectional constraints can (asymptotically) recover full utility). Suppose that
the fraction of selected candidates is greater than n for some constant n > 0 (i.e., == > n-m). For all
constants 0 < € < 1, n > 0, and number of groups p € N, there exists a threshold my € N, such that if the
number of candidates is more than this threshold, m > my, then for any groups G1,...,Gp, C [m], there exist
intersectional constraints, L, > 0 for each intersection o € {0,1}?, which for any implicit bias parameters
0<pi,...,8p £1 and any continuous distribution D with non-negative support, have a utility ratio at least

1—¢,ie, Zp(L,0)>1—c.

Thus, Theorem shows that a policy maker using intersectional constraints can recover utility ratio
arbitrarily close to 1 for any bias parameters 0 < 81, 82 < 1. In contrast to Theorem [3.1} here, the difference
between the utility ratio and 1 approaches 0 as the number of candidates increase. Moreover, Theorem [3.2]
holds for a larger choice of parameters than Theorem [3.1f (1) Any constant n and sizes of the intersections
(Vo € {0,1}™, |I,|) that satisfy the conditions in Theorem also satisfy the conditions in Theorem 3.2
and (2) while D is fixed to be the uniform distribution on [0,1] in Theorem D can be the uniform
distribution on [0, 1] or any other continuous distribution in Theorem

We note that the intersectional constraints promised in Theorem [3.2] do not depend on the values of the
implicit bias parameters 31, ..., 8, and the distribution of latent utility D and only depend on the intersection

10



sizes, i.e., |I,| for all o € {0,1}?. Thus, they are applicable in practice when the amount of implicit bias and
utility distributions are not know. Moreover, independence from fi,..., 3, allows the same constraints to
be used for different decision makers — who may have different implicit biases — and independence from D
allows them to be used across selection tasks with different utility distributions. Finally, the independence
also allows the constraints to be stable over time, while the implicit bias [77, 22] and utility distributions
may change [34]. The proof of Theorem appears in Section and its overview appears in Section

Independence from B and D. The independence from fi,..., 3, relies on the fact that if the optimal
constrained selection vector Z picks k € N items from an intersection, then these are the k items with the
highest latent utility in the intersection, irrespective of the value of 3i,...,8,. The independence from D
relies on the fact that the sets of items selected by x* and Z from an intersection only depend on the order
of the latent utility of items and not the actual values of latent utilities of items. Note, however, that while
the lower bound on the utility ratio is independent of D, the actual utility achieved by the non-intersectional
constraints depends on D.

Computational Complexity. Since each candidate belongs to exactly one intersection and there are m
candidates, there are at most m non-empty intersections. Hence, even when the total number of intersections
2P is larger than m, the decision maker has to consider at most m (non-empty) intersections (as they cannot
select candidates from empty intersections). Using this, we can show that the decision maker can find Z in
O(mlogm) arithmetic operations.

3.3 Extensions of Theorem [3.1] and Theorem [3.2]

Extensions of Theorem[3-1l A natural question raised by Theorem is: How small can the upper bound
on Z(L, ) be? We show that Z(L, ) < %+% - max (S, B2). While this bound becomes vacuous when
either g > % or By > 2%, in the regime of large implicit bias, i.e., when 81 and S5 are close to 0, this bound
approaches §.

Proposition 3.3. Suppose the latent utilities are uniformly distributed on [0, 1], the fraction of candidates
selected is & (i.e., 2 = 1), and Gy and G are such that all intersections have size 2 (i.e., for allo € {0,1}?,
|Is| = 7). For all implicit bias parameters 0 < (1,B> < 1 and for all non-intersectional lower-bound
constraint Ly, Lo > 0, there exists an threshold mg € Z, such that for all m > myg, the utility ratio is upper
bounded by a quantity that approaches % as B1 and Po go to 0, where the specific dependence of the upper
bound on B1 and Pa is as follows: Z(L, ) < % + % -max(f1, B2).

We do not know if the bound in Proposition s tight but conjecture that it cannot go below % for the
uniform distribution. The proof of Proposition appears in Supplementary Material

Another question is if Theorem is specific to the uniform distribution of utilities or to the implicit bias
model in Equation . Other relevant distribution families include power-law and truncated normal. These
families arise in peer-review and university admissions as distributions of citations [23] and test scores, e.g.,
SAT [34], respectively. As for the implicit bias model, Equation assumes that implicit bias experienced
by an item ¢ in two groups, say, G; and G is exactly the product of the implicit bias parameters §; and
B2 of these groups, i.e., 5182. But depending on the specific context, the implicit bias could be more severe,
e.g., (B1B2)2, or less severe, e.g., (5162)%.

We show that a version of Theorem holds for truncated power-law and normal distributions and the
above implicit bias models. We consider a family of models where the implicit bias at each intersection o is
given by a strictly increasing function b, : R>¢ — R>g, such that, the observed utility of each item ¢ € I, in
this intersection is:

Wi = by (w;). (7)

This model captures the model in Equation when b, (z) = x - Hee[p]: #y—1 Be. Further, when p = 2,

1
changing b1 (x) == z- (,Blﬁg)g or by1(x) == x-($182)? in the previous sentence captures the models mentioned
above. We prove a version of Theorem [3.1] under the following assumption:

Assumption 1. There is are constants c¢,d > 0 such that the probability density function of D, up, is
differentiable and for all x in the support of D and takes values between ¢ and % (i.e., ¢ < pp(x) < %), and
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the bias function for each intersection (i.e., by for each o € {0,1}) is differentiable, takes value at most
(i.e., by (z) < 1), and has a derivative between d and + (i.e., d < b, (x) < 1) for each x in the support of D.

The assumption on b/, ensures that two items with similar latent utilities also have similar observed utilities:
if [w; — w;| = € then de < |w; — w;| < £. The functions b, show up in the generalization of Theorem (3.1
and the upper bound on b, is needed to re-scale the right-hand side of Equation to be non-negative.
The assumption on D is satisfied, for instance, by the truncated normal and power-law distributions: This
is because their probability density functions are bounded between two positive constants at any point
in the support. As opposed to them, the un-truncated normal and power-law distributions do not satisfy
Assumption this is because their probability density function, p, approaches 0 for large values (i.e.,
u(x) = 0 as & — oo) and, hence, does not satisfy the lower bound. Because of this, for these distributions,
the constant ¢ decreases as the upper-end of the truncation interval increases. Further, the extensions of
the model in Equation discussed above also satisfy Assumption In particular, if D is the uniform

distribution on [0, 1] then Assumptionholds for ¢ = 1 and for d = ($13,)° (and d = (,Blﬁg)% respectively).

Theorem 3.4. Suppose the fraction of candidates selected is between n and 1 —n for some constant n > 0
(i.e., n < & < 1—mn), and the size of each intersection is at least pm (i.e., for all o € {0,1}2, |I,| > pm).
Under the implicit bias model in Equation , for any continuous distribution D with non-negative support
and set of strictly increasing functions by: R>¢9 — R>, where there is one function for each intersection
o€ {0,1}2, if Assumption holds, then there is a threshold mg € N such that when the number of candidates
is more than this threshold, m > mg, any non-intersectional lower-bound constraint Ly, Lo > 0 the utility
ratio #p (L, B) is at-most

2
1— <c4pmin {n,1—=mn} (boo — b1o — bo1 + b11) © (Fgl (1 — %))) (8)
Thus, for any bias functions and distributions for which (bgg — b19 — bo1 + b11) © (FD_ ! (1 — %)) is non-zero,
Theorem shows that the utility ratio is strictly smaller than 1 for any non-intersectional lower bounds
L, and Lo. Complementing this, we show that when this specific additive quantity is 0, there are non-
intersectional constraints which recover near-optimal latent utility (Proposition . We present the proof
of Theorem [3.4] in Section [5.5 and discuss how it differs from the proof of Theorem [3.1]in Section
Extensions of Theorem[3.2 The proof of Theorem [3.2] only needs the following property of the implicit
bias model: For two items in the same intersection, the order of their latent utilities is the same as the order
of their observed utilities. Abstracting this leads us to the generalization of Theorem to the implicit bias
in Equation , which was discussed in Section This, in particular, shows that intersectional constraints
can have an arbitrarily high utility ratio for the generalization of the model of implicit bias considered in
Theorem [3.4]

Corollary 3.5. Suppose that the fraction of candidates selected is equal to some constantn > 0 (i.e., 7= =n).
Given 0 < e <1 and n > 0, consider the threshold mo in Theorem[3.3, for all m > mqo and group structures
Gi,...,Gp C [m], the intersectional lower bound L from Theorem are such that, for any set of strictly
increasing functions by : R>o — Rxq, where there is one function for each intersection o € {0,1}?, they

satisfy Zp(L,B) > 1 —«.

Finally, we state a desirable fairness property of the constraints in Theorem [3.2] For each intersection
o € {0,1}?, the constraints in Theorem satisfy Ly, > (1 —¢€) - n - lfn—"l Hence, for small ¢ > 0, the
constrained decision maker must select at least a near-proportional number of items from each intersection.
Thus, these constraints can be seen as a form of affirmative action.

4 Overview of Proofs

4.1 Proof Overview of Theorem [3.1]

In this section, we explain the key ideas in the proof of Theorem under some simplifying assumptions.
Recall that utility ratio is Z(L,5) = E, [ (&w) } , where I is the selection picked by the constrained

(z*,w)

LGiven functions fi1, f2, fs, and f4, and a number = € R, we use (f1+ fo+ f3+ fa) o (x) to denote fi(x)+ fa(x)+ f3(z)+ fa(x).
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decision maker (as defined in Equation (4 ) and z* is the selection with the highest latent utility (as defined
in Equation (2 ) We are given the implicit bias parameters 0 < 51, 82 < 1 and the guarantee that for some
n>0and p >0,

Vo € {0,1}2, p<M<1—p and n<%<1—77. (9)
For n,p > 0, let ¢(B1, ) == (g min{n,1 —n}(1—F)(1 - ﬁg))Q. Our goal is to show that

max Z(L,5) <1-—¢(8). (10)

Ly,L2€Z5¢

In this overview, our first simplifying assumption is that for all L and 8: Z(L, ) = E,, { <<x* w” =g [[<< >>]]
This assumption is not true. In the proof we remove it by showing that the distribution of (z* w)
concentrated around its mean. Since z* is not a function of L, under the above assumption, it suffices to
show that
-~ *

L max [ w)] < (1= 0(8) By [0 w)]. (1)
Challenges in computing E,, [(Z,w)]. One approach to prove Equation could be to compute
E. [(Z,w)] explicitly as a function of L and then verify Equation (II). This is the approach that [20]
take for a single group. In their case, there is a simple iterative algorithm that, given L, and observed
utilities, computes Z. The algorithm is as follows: Pick L; items with the highest observed utility from G,
and from the remaining items pick n — L; items that have the highest observed utility. [20] analyze this
algorithm to compute E,, [(Z,w)] as a function of L;.

This algorithm and analysis straightforwardly extends to multiple non-overlapping groups: For each
¢ € [p], pick Ly items with the highest observed utility from Gy, then from the remaining items pick
n— Ly —Ly—---— L, items that have the highest observed utility. However, this algorithm breaks down
when groups overlap. This is because items at intersections of multiple groups can satisfy multiple lower
bounds. Moreover, at least in the case where the number of groups, p, is non-constant we do not expect there
to be a simple algorithm which computes Z: This is because the NP-complete hitting set problem reduces
to checking if T exists, i.e., if the specified lower bounds are satisfiable.

Instead of computing E,, [(Z,w)] as a function of L, we express E,,[(Z,w)] and E,,[(z*, w)] as solution to

(Z,w

two optimization programs. Then, we directly upper bound the ratio ﬁ by analyzmg the optimization
programs.

Step 1: Reduce computing z* and z to a small number of variables. A property of both * and =
is that if they pick k items from I, then these are the k items with the highest latent utility, or equivalently
the highest observed utility, in I, (see Observation. Hence, determining z* and ¥ reduces to computing,
the following quantities for each o € {0, 1}?

K;:fo and I?[,::Z%i.

i€l i€l

Step 2: Express K* and K as solutions to different optimization problems. Since z* and Z
are functions of randomly generated utilities, they and, hence, K* and K are random variables. Under
Assumption @, we show that K* and K are concentrated around the optimizers of optimization problems
and respectively; where for any v € [0,1]* and k € Ri

Z%m /  wdz. (12)

ko
ol

argmax; fi(k), (13)

ZU ke =n,

Vo € {0,1}%, 0<k, <|I,|.
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argmax,  fs(k), (14)
s.t., kio+ ki1 > Ly and ko1 + k11 > Lo,

Za ke =n,

Vo € {0,1}%, 0 <k, < |I,]. (15)

While the integral in Equation can be computed exactly, we use the integral-form because it generalizes
to other distributions and bias functions, where the resulting integral may not be possible to compute. Let
x(k) be the selection that picks k, items with the highest latent utility from I, for all o € {0,1}2. Suppose
k is feasible for Program and Program (14). The constraints in Program ensure x(k) selects a
total of n candidates, and the additional constraints in Program ensure x(k) picks at least Ly and Lo
candidates from G; and G3. fz(k) roughly measures the expected observed utility of z(k) and f1(k) roughly
measures the expected latent utility x(k):

fo(k) =E[(z(k),@)] £O0(m™") and fi(k) = E[{z(k),w)] £ O(m™"). (16)

f1 and fg can be shown to be strongly concave for all v, and hence, Programs and have unique
solutions. Formally, we prove the following concentration bound on K* and K.

Lemma 4.1. Let s* and s be the optimizers of Programs and respectively. With probability at
least 1 — O(m™ 1),

Vo € {0,1}%, |K:—s5| <O(mm™3) and |K,—3,] <O(nm™3).
Suppose that K* and K are equal to minimizers of Programs and with probability 1. Then, from
Equation ,

El{a*,w)] = fi(K*) £ Om™") and E[@Fw)] = f1(K) £ O(m™).

Suppose these hold with equality. Then because the feasible region of Program is a superset of the
feasible region of Program and K* maximizes f; over the feasible region of Program , it follows
that f1(K) = E[(Z,w)] < E[(z*, w)] = f1(K*). The question is: Is fi(K) significantly smaller than f; (K*)?
Does Equation (below) hold?

FLE) < (1—¢(8)) - fL(K*). (17)

Step 3: Prove Equation (Main argument). Our first observation is that both f; is

1
pm

1
(A=p)ym”
-Lipschitz continuous. Using the gradient test, we can analytically solve

K= {|L]- =}
U m ey

The claim follows because if K satisfies any inequality in Equation with equality, then [|[K™* — K 2 is
large. Namely,

strongly concave and fz is
Program to get

IK* = K3 = 2nm(1 = p) - $(5). (18)

Hence, by the m—strong convexity of f; and the fact that f(K*) < n, Equation holds. Otherwise if
K satisfies all inequalities in Equation with strict inequality, then because Program has only three
other constraints, while K has four coordinates, it follows that there is some constant to > 0 and a vector,
namely v := (1,—1,—1,1) such that for all —tq <t < ty, K + tv is feasible for Program (14). Since K is the
optimal solution of Program , this implies that

(Vf3(K),v) =0. (19)
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Using the value of K*, we have
(V) 0) = (1= =) - (1= B1) - (1= By). (20)

This is sufficient to show that, in this case, ||Vf/3(l~() — Vfa(K*)|2 is large:
~ 1 ~
IV 13(K) = VAl 2 o [(V 1K) = V(). v)
2
@9,y 1 n
BLED ~ (1= 2) (-5 (1= ).
m
Combined with the fact that fz is pim—Lipschitz continuous, this implies that
2,2

m

| = K3 >

(- 2Y =802 (- ) 2 2mn(1 - p) - 6(8).

Thus, in this case also Equation follows from -strong convexity of fi.

1
(1—p)m

Generalization to other bias functions and distributions. The proof of Theorem [3.4]is analogous to
that of Theorem Let Fp be the cumulative distribution function of D and up be the probability density
function of D. The main difference is that f; and fz change to

2o (0) Zo (0)

I RIS ICES SN M (21)

where 2, (k) == Fp' ( |]; ‘) We choose this definition of f because of a similar reason: Under the general

bias model and distribution, f(k), roughly, measures the expected observed utility of (k) and fi(k), roughly,

measures the expected latent utility z(k). Next, we prove Lemma for the new definition of f. The rest
Q(1) o)

of the proof follows analogously once we prove that f; is (1_p)m—strongly concave and f is om -Lipschitz
continuous.
4.2 Proof Overview of Theorem [3.2]
Dicr, Tiwi

In the proof we show that with high probability, for each intersection o € {0, 1}?: % >1— £. This
implies:

<5,w> _ Za’ Z'LGIa Eiw’b Z Z’LEI .’E: (1 _ E) >1— E (22)

(a*w) 32, ZieIU Tw; Z Zzel 7w, 2 2

The claimed result follows by taking the expectation of the above quantity. At a high level, our strategy is
to find constraints such that Z selects a similar number of items from each intersection as x*. This suffices
to prove the result due to a property of the implicit bias model: If z picks K items from any intersection I,
then these are the K items with the highest latent utility in I, (Observation .

To see why this suffices, let v; < vy < -+ < wjy | be the latent utilities of items in I, in non-increasing
order. Let N and N be the random variables counting the number of items x* and Z select from I,. Using
the above observation, we know that z* and z select the items v1,vs,..., vy and vy, ve,...,v5 respectively.
Hence,

~ N N N
Dicr, Tiwi > Zj:l vj o Zj:l Y _ Zj:l Uj

Tier, W0~ Tier, 0 Lo YN v 45N oo

Using that for all ¢ > 0

» Z4- 1s an increasing function of z, we have

Ziesz1> N -vg S N -vg _N

Yicr, TiWi T a7 N - N N TN’
€lo N~vﬁ+2jzﬁ+1vj N-UN—F(N—N)'UN N

(23)
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Thus, if % > 1 — £ with high probability for all ¢ € {0,1}, then for all o € {0,1}2, it holds that

Towards this, we prove that for all ¢ € {0,1}?, N, is concentrated around |I,|- 2:

Lemma 4.2. For any fized o € {0,1}? and A > 2, it holds that

A2

E[N,] = |I,| - — and Pry, [Ny > E[N,] + A] < e~
m

Given Lemma 4.2} an obvious strategy is to set L, = |I,|- 7= for all 0 € {0,1}?. However, this does not work
because if |I,| is small, then the concentration bound in Lemma is weak. We overcome this by setting
slightly larger bounds for small intersections and slightly smaller bounds for big intersections:

I,

for all o € {0,1}7, L, = o] n-(1—e¢)+2"ne, (24)
m

where if RHS is larger than |I,,|, then we set L, = |I,|. Using Lemmal4.2] one can show that these constraints
suffice.

5 Proofs

In this section, we present the proofs of our results. For completeness, we restate some lemmas from Section [4]

5.1 Preliminaries

For reals z,y,z € R, let © € y &+ z denote © € [y — z,y + z]. For a constant ¢ > 0 and parameter = € R,
we use O(x) and Q.(z) to denote O(c¢™'z) and Q(cx) respectively. For all k € [m], let Uy be the k-th
order statistic from m independent draws from U, i.e., Uy is the k-th smallest value from m independent
draws.

Fact 5.1 ([3, Egs. 8.2, 8.8]). For all k € [m], it holds that

E(m—k+1) 1

E [Vt ] = (m+1)2(m+2) ~ m+2

and Var [U(k:m)] =

k
m+1
By using linearity of expectation and Fact to compute E [Zle U(m,iJrl:m)], we get the following fact.

Fact 5.2. For all k € [m], it holds that

k
k+1
Umfi m :k<1_>
; (m—i+1 )] 2(m +1)

Fact 5.3 ([3, Example 5.1]). Let Uiy, - - Upnim) and Vitimy, - -+, Vimam) be two sets of order statistics of
the uniform distribution. For any fived k € [m] and threshold t € (0,1), conditioned on the event U y.m) =t,

E

o foralll = k+1,k+2,...,m, the distribution of U(j4.¢.m) s the same as the distribution of t-+(1—t)V(p.m—p),
o foralll=1,2,...,k—1, the distribution of Uy.,,) is the same as the distribution of tV(e._1).
Fact 5.4. Let X be a random variable with support on [0,b] and &, F be some events, then

E[X] -~ E[X | &)| <b-(1-Pt[]) and [Pr[Z] - Pi[Z | &) <1 - Pr[é).
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Proof. We have that

E[X] = E[X | &] Pr[&] + E[X | =&](1 — Pr[&))

<E[X | &]+b(1 - Pr[&]), (25)
E[X] > E[X | &] Pr[&)

= E[X | 6] - E[X | £]- (1 - Pr[&))

> E[X | &] —b(1 — Pr[&£)). (26)

Chaining inequalities in Equations and , we get
[E[X] — E[X | £]| < b- (1 - Pr[&]).

The equation
[Pr[#] - Pr[.# | £]| <1 - Prlé],

follows by choosing X’ := I[.%] and observing that X’ € [0,1], Pr[.%#] = E[X'] and Pr[# | §] = E[X' | §]. O

Fact 5.5. For any set S C [m], U € [0,n], and event &, if conditioned on &, T selects at most U items from
S (i.e., Y cqTi <U), then

E[Y,

Proof. Let vi > vy > --+ > vjg| be latent utilities of items in Uyesl,. Here, v; is the (|S| —i)-th order
statistic of |S| draws from U. Hence, it is distributed as U(jg_;.|s)) We have that
U

B [Zies Tiwi g} B [Zi—l Ui (g}

(Using that vy > vy > --- > v|g) and conditioned on &, >, ¢ 7; < U)

é"} <U- (1—2I|JS,|)+n-(1—Pr[g}).

IN

U
< E [21 vl} +n-(1—Pr[¢]) (Using Fact and that ZlU:l v; <nasU <n)
2U .
O

5.2 Proof of Theorem [3.1]
Recall that utility ratio is

au(r.p) =5 | 0,

(2%, w)

where T is the selection picked by the constrained decision maker (as defined in Equation ) and z* is
the selection with the highest latent utility (as defined in Equation ) We are given the implicit bias
parameters 0 < (1, 82 < 1 and the guarantee that for some n > 0 and p > 0,

Is
Yo € {0,1}?, p<u<1—p and n<ﬁ<1—77. (27)
m m

Given 1 > 0 and p > 0, define

) 2
o(8) = (m min {1} - (1= B) - (1 —52)) .

Our goal is to show that

max  Zyu(L,B) <1—¢(B). (28)

L1,L2€Z>0
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At a high level, our strategy is to compute E,, [(z*, w)] and E,, [(Z, w)]. To do this, we give two optimization
programs such that (z*,w) and (Z,w) are concentrated around the values of these programs. We show that
the value of the second program is strictly smaller than (1 — ¢(3))-times the value of the first program. This
suffices to prove the result because E,, [(Z,w)] is concentrated around the value of the second program and
E, [(z*,w)] is concentrated around the value of the first program. More precisely, we divide the proof into
four steps.

Step 1: Reduce computing z* and = to a small number of variables. If x selects k, items from I,
(for some o € {0,1}?), then these are exactly the k, items with the largest observed utility in I,. Otherwise,
we can swap some selected item i € I, with some unselected item with a higher observed utility in I,. This
swap would increase the observed utility without violating the lower-bound constraints. Further, a property
of the implicit bias model in Equation is that: For any two items in the same intersection, the order
of their latent utilities is the same as the order of their observed utilities. Combined with the previous
observation, this shows that:

Observation 5.6. Fix any o € {0,1}?. If T selects k, € N items from I, then these are exactly the k,
items with the largest latent utility in I,.

Similarly, if 2* selects k, items from I, (for some o € {0,1}?), then these are exactly the k, items with the
largest latent utility. Otherwise, we can swap some selected item ¢ € I, with some unselected item with a
higher observed utility in I,.

Observation 5.7. Fiz any o € {0,1}?. If z* selects k, € N items from I, then these are exactly the k,
items with the largest latent utility in I, .

Hence, given the utilities w, to determine x* and z, it suffices to compute

Vo € {0,1}F, K := Z x; and K, = Z T;.

i€l i€l

Henceforth, we fix p := 2. For each o € {0,1}2, let

Bo = H /BZ~

Le[p]: op=1

Step 2: Compute (Z,w) and (Z,w) as function of K. In this step we show that K* and K are also
sufficient to determine the utilities of * and T respectively:

Lemma 5.8. Let x be any selection that, for all o € {0,1}2, selects top K, items from I, by observed utility.
Where x and K are possibly random variables. With probability at least 1 — Op(m’%),

(2,w) = fi(K) & Oyp(nm™%) and {z,8) = f5(K) £ Opp(nm~ %),

where f1 and fg are defined as follows:

1
xdx. (29)
1— ko

T ol

vy e[0,1]* and keRL, fy(k) ::Z%ug\./

Here, the function f, depends on both the uniform distribution of utility and the multiplicative implicit bias
model in Equation . We discuss other distributions and implicit bias models in Section An important
property of f, is that it is strongly concave, Lipschitz, and Lipschitz continuous

1
pm

Lemma 5.9. For ally € [0,1]%, £, is B2 0e _strongly concave, ||y||,-Lipschitz, and

a—pym -Lipschitz continuous.

Lemma [5.9|is a special case of Lemma The proof of Lemma [5.22] appears in Section [5.5.2

2A function f: R™ — R is said to be L-Lipschitz if for all z,y € R, | f(z) — f(y)|, < L ||z — y||, and M-Lipschitz continuous
if for all z,y € R, [V f(2) = VI ()l < M [lz = yll,-
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Step 3: Express K* and K as solutions of different optimization problems. Using the strong
concavity of f, and Lemma in this step, we show that K* and K are concentrated around the optimizers
of the following optimization problems:

argmax;,  fi(k), (30) argmax;  fg(k), (31)
s.t., ZJ ke =n, s.t., kio+ ki1 > Ly, (32)
Vo € {0,1}%, 0<k, <|I,|. ko1 + k11 > Lo, (33)
Zo‘ ke =mn,
Vo € {0,1}2, 0<ky, <|I,|. (34)

In particular, we prove the following lemma:
Lemma 5.10. Let s*,5 be the optimizers of Programs and respectively. With probability at least
1—0,(m™%),

Vo € {0,1}%, |K!—si| < Onp(nmfé) and ’IN(O — 55| < Ognp(nmfé).

Let & be the event that the following hold:

(@*,w) = f1(K*) £ Opy(nm™7), (@*, @) = fo(K*) £ Opp(nm™1), (35)
(#,w) = fi(K) £ Opp(nm™%),  and (&) = f3(K) £ Opp(nm 7). (36)
From Lemma [5.8| we get that
Pr(&] >1—0,(m™1). (37)
Conditioned on &, Equations and hold, and hence:
[@*w) = f1(s7)] < | (K*) = (") + Omm™ )|
Since [/(1,1,1,1)]|, =2, Lemma implies that f; is 2-Lipschitz, and hence
B [(@*, w)] = fi(s*)] < 2+ [ K* = 8[| + Opp(nm™%)
< Onp(nm_%). (Using Lemma [5.10) (38)
Replacing z*, K*, and s* by 7 in the above argument, by K , and s we get that
[E[(E w)] ~ 1(3)] < Opyo(nm™*). (39)

Step 4: Proof of Theorem
This step relies on the following lemma:

Lemma 5.11. Given L1, Ly € Z>q, if || — s*|l2 > 2nm(1 — p)¢(58), then
P 2
Fu(L,8) <1 (& -min{n,1—n}- (1= B1)- (1= B2)) .
Fix any L1, Ls € Z>(. Using the gradient test, we can analytically solve Program to get

5 = {|1,,| : %}06{071}2 . (40)

We consider two cases depending on whether 5 satisfies any inequality in Equation with equality. In
either case, we prove that

Is* = 3113 > 2nm(1 — p) - $(B). (41)
Since Equation holds, we can use Lemma to conclude that

2
Pu(L,B) <1-— (g -min{n,1—n}-(1-p1)- (1 —52)) .
Finally, as the choice of L1, Ly € Z>( was arbitrary, Theorem [3.T] follows.
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(Case A) s satisfies at least one inequality in Equation with equality: We further divide this
into two cases:
(Case A.1) Jo € {0,1}?, such that 3, = 0: In this case, it holds that

n 12
s* =32 > ‘ I —’
I 2= |lol—
> L), (Using that n > 7 - m due to Equation (27)

(Case A.2) 3o € {0,1}2, such that 3, = |I,|: In this case, it holds that

.~ n\ |2
I =313 = |11l (1= 2)]
m
> (1-n)?- |L,|2 . (Using that n < (1 — ) - m due to Equation )
Thus, in either case,
ls* =33 > (pmmax {n, (1 —n)})*. (42)

. 2 . .
Since ¢(8) < g—n -min {n?, (1 —n)?}, Equation follows.
(Case B) s satisfies all inequalities in Equation with strict inequality: Since apart from
Equation 7 Program has only three other constraints, while s has four coordinates, it follows that

there is some constant tp > 0 and a vector, namely v := (1, -1, —1,1) such that for all —ty <t < g, s+ tv
is feasible for Program . Since s is the optimal solution of Program , this implies that

(Vfs(s),v) = 0. (43)
Using the value of s*, we have
Soyv=(1-2).1-8)(1-
(Via(s)v) = (1= ) - (1= B1) - (1= By). (44)
This is sufficient to show that, in this case, ||V f3(5) — V fz(s*)||2 is large:
1
IV556) = Vs(6") 2 > o (9 56) = Vhals), o) (Using Cenchy-Schwarz inequality)
2
1
=3 (1 - %) (I1=51)-(1—p2). (Using Equations and (20)) (45)
Using Lemma in particular that fz is mln-LipSChitZ continuous, this implies that
Is* =313 > p*m? - [V f5(5) = V.f5(s")ll2 (46)
p*m? n\2 2 2
S 1= 2) = (11—
> (1= 2) -8 (- )
> 2mn(l —p) - o(B).

Thus, Equation holds in this case also.

5.2.1 Proof of Lemma [5.8

Proof of Lemma[5.8. For each o € {0,1}2, let v{” > vy > ... > Ul(?:‘ be latent utilities of items in 1.
Here, v;” is the (|I,| — i)-th order statistic of |I,| draws from U. Hence, it is distributed as Uz, -1, ))
From Fact m we have that for all o € {0,1}? and i € I,,,

Var [v;”'] = Var [Ug, i1, < ﬁ
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Since |I,| > pm,

1
Var [’UEU)] < —
pm
Using Chebyshev’s inequality [66], we get:
Voe{0,1}? icl,, Pr [yv;'” - E[v,”]| > m—%} <primo. (47)

For each ¢ € N, define
s(i)=(i—1)-mi+1.
For each intersection o € {0,1}2, starting from the first order statistic, consider order statistics at intervals
of mi:
(@) (0)

U1y Vg2 oo

Let & be the event that all of these order statistics are m~i-close to their mean:

Vo€ (0,1}, i€ {1,2,...,[m i - L[]}, |0} —Ep{)]| <m i (48)
Taking the union bound over all pairs of o € {0,1}? and i, by using Equation , we get that
Pr[4]>1—4mi-p 2m 2 =1—0,(m%). (49)
Conditioned on ¢, we have
_3
K, m 4K,
3
Z Zm,v;’ < Z ma ~’ygv;7(j) (v? are arranged in non-increasing order)
0e{0,1}2 i=1 oc{0,1}2 j=1
_3
m- 4K,
< Z mi Yo (IE [vg(j)} + mfi) (Using that ¢ implies Equation )

s 1 ) :
< o (Bl + - Otmt) + )
ce{0,1}2 i=1 7
(Using that for any |i — j| <k, |E[vf] — E[v7]| < 17 - Ok); see Fact f5.1)
Ko
= %o B[v7] + Op(nm ™).
ce{0,1}2 i=1

(Using that |I,| > pm (due to Equation (27)), 7, < 1, and K, < n)

o i i Ko o K, i 1 S .
From Fact E[v?] = T < qrop- Hence, YA Epy] <30 77 < fli‘%ﬁ‘ (x + ﬁ) dz. This gives us:

Ko 1
Z Z’ygv? < Z /1_Ko<x+sl>dx+0p(nm_i)

0€{0,1}2 i=1 oe{0,1}2 o]

< LK)+ Oyo(nm ™).
(Using that n > nm (due to Equation ) and K, < n, hence Op(nm_i) > Ee) (50)

Similarly, we can show the following lower bound on (Z, w) conditioned on ¥

S 3] = £ (K) — Ogplom). 61)

c€{0,1}2 i=1
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Substituting v = 8 in Equations and , and using that for all intersections o € {0,1}2, x selects top
K, items from I, by observed utility, we get that conditioned on ¢

= 2 Zﬁa = f5(K) % Oyp(nm—F).

oe{0,1}2 i=1

Further, substituting v = (1,1,1,1) in Equations and , and using that for all intersections o €
{0,1}2, z selects top K, items from I, by observed utility, we get that conditioned on ¢

Y S — Al £ Oyl

0e{0,1}2 i=1

5.2.2 Proof of Lemma [5.10]

Proof of Lemma[5.10 Let 5r € RL, be the vector that rounds each coordinate of $ to the nearest integer.
We have -

15 = 5Rll, < 2. (52)

Since |5, < 2, from Lemma we get that fgz is 2-Lipschitz. Combined with Equation , this implies
that

[f(s) — f(5r)| < 2|5 —5Rll, < 4. (53)

Consider the selection T that, for all o € {0,1}2, selects top K, items from I, by observed utility. Let .%#
be the event that the following hold:

(T, w) = f1(5R) + Opp(nm™5), (Tn, @) = f5(3R) £ Opp(nm™4), (54)
(2%, w) = fi(K") £ Oy(nm”7), (T, ) = fo(K) % Opp(nm™ 7). (55)
From Lemma we get that
Pr[Z]>1—0,(m %). (56)
Since T maximizes the observed utility, we have
(T, w) > (Tp, W)

Hence, conditioned on .%:

fa(K )iOnp(nm 4)>fﬂ(3R)iOnp 9 f5(8) £ Opp(nm )
This implies that: Conditioned on %
~ 1
[£5(K) = £53)| < Oyplnm™1). (57)
From Lemma we get that fg is 8 16)2 -strongly concave. This implies that: Conditioned on %
sl L
‘f 3(K) — f5(3 7) — ym 5,

Chaining this inequality with Equation (5 , we get that: Conditioned on &

HIN( - §H < \/W - Oyp(nm=1) = Ogm,(nmfé). (Using that n = O, (m) due to Equation )
2 152

Replacing I~(,§, w, and v = (8 in the above argument by K*, z*,w, and v = (1,1,1,1) we get that: Condi-
tioned on %

1
1K™ = ™[l < Oppp(nm™%).
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5.2.3 Proof of Lemma [5.11]
Proof of Lemma|5.11 Fix any L1, Ly € Z>(. Suppose that

15 = s*[13 > 2nm(1 — p) - H(8B). (58)

Since the feasible region of Program is a superset of the feasible region of Program and s* maximizes
f1 over the feasible region of Program , it follows that

fi(3) < fi(sY). (59)
Further, using that f; is m—strongly concave (Lemma , we have

1

If1(5) = fr(s™)] > m

15 =512 > no(B). (Using Equation ) (60)
Hence, substituting Equation in Equation , we get

[G) < A6 —ne(B) < fils™) - (1—9(B)).
(Using that fi(s*) <3, si =n (due to Program (30)))

Substituting E [(Z,w)] and E [(z*, w)] from Equations and respectively, we get that: Conditioned
on &

E[(F,w)] = Opp(nm™¥) S E (2%, w)] - (1 = $(8)) + Opyp(nm™¥).

1

Using that, conditioned on &, E [(z*,w)] > fi(s*) — O,,(nm~5) = O(n), we get that: Conditioned on &

E (@ w)] < El(@*,w)] - (1= 6(8) + Ogyy(m™H)) . (61)
Then, we have
%U(Lvﬁ) = IE |:<<ji:1:i)>>—
< ]E [(f*’ u;))> éa} +1—Pr[&] (Using Fact
= ]E {éﬁ’ q;)> g’} +0(m™7) (Using Equation (37))
=1-9¢(8)+ Ognp(m_%) + Op(m_i) (Using that & implies Equation (61])
2

— 1 (S5 min 1= (1= 8 (1= 5a) )+ Opyplm™), (©)

Pick my > 0 ((pnﬁlﬁg)s). Then, Olgnp(m_é) < & (p-min{np,1—n}-(1—51) (1- 3))%. Substituting
this in Equation , we get

Fu(L8) <1~ (& min 1=y (1= 1) (1- )

5.3 Proof of Theorem [3.2]

In this section, we give a proof of Theorem Recall that z is defined as z* := argmax, (z,w), and z*
is defined as ¥ = argmax,¢c(r,) (v, w). We first prove Lemma (presented below). Then, Theorem
follows as its corollary.
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Lemma 5.12 (Intersectional interventions recover near-optimal utility). Suppose that n =n-m for
some firedn > 0. For alle >0, n >0, and p € N, there exists a threshold mo € N, such that for all m > my

and group structures Gi,...,G, C [m], there exist intersectional constraints L € ZQ;O such that for any
implicit bias parameters 1, ..., By € (0,1] and continuous distributions D, the optimal constrained selection
T = argmax,cc () (¥, W) satisfies (T,w) > (1—¢)-max, (x,w) with probability at least 1—exp(—jT’;). Where

the probability is over the draws of latent utilities w.

Proof of Lemma[5.14 We show that with high probability, for each intersection o € {0,1}?, it holds that:
e (63)

Then, the claimed bound follows as

(T,w) Docqonyr 2ict, Liti Yooy 2icr, LiWi

- . —— (1-e)>1-c. (64)
(z*, w) 206{0,1}17 Zieja €L; Wi ZUE{O,I}I’ Zielg €Lj Wi

At a high level, our strategy is to find constraints such that = selects a similar number of items from each
intersection as x*. This suffices to prove the result due to a property of the implicit bias model: If = picks
K items from any intersection I,, then these are the K items with the highest latent utility in I, (see

Observation .

(Picking similar number of items = similar utility). To see why this is sufficient, let vy, va,...,v1,
be the latent utilities of items of I, ordered in non-increasing order of latent utility (or equivalently of
observed utility). Further, let N € Z>( and N € Z>o be the random variables that count the number of
items selected from from intersection /, by ¥* and ¥ respectively: N =}, ; z7 and N = > icr, Ti- Using

the above observation, we know z* and Z select the items corresponding to the latent utilities vy, ve, ..., vy
and vy, vs,...,v5 respectively. Then, we have
~ N N N
2ict, Tii 2=1Y =1V D j=1Yj

Yiier, Wi T Dier, TiMWi Zjvzl Yj Z;v;l vj + Zj‘vzﬁﬂ Uj .

Using that for all ¢ > 0, ;F is an increasing function of x, we have

dier, Tiw; N vz > N vz _ _ E (65)

Ziejax?wiiﬁ~ﬂﬁ+2;v:ﬁ+lvj N-UN—I—(N—N)-UN N

Thus if % > 1 — ¢ with high probability (for all o € {0,1}?), then Equation holds.

(A property of the implicit bias model). Next, we discuss why the observation about the implicit bias
model holds. Clearly, by the optimality of z, if it picks K items from any intersection I, then these are the
K items with the highest observed utility in I,. The observation holds because under the model of implicit
bias in Equation , for two items in the same intersection, the order of their observed utility is the same
as the order of their latent utility. To see this, note that for any two items ¢,j € I, w; > w; if and only if
W; = Bow; > Pywj = W; because B, > 0. (This is the only property of the implicit bias model we use in
this proof.)

It remains to pick constraints such that z* and z pick a similar number of items from all intersections.
For the remaining portion of the proof, fix an intersection o € {0,1}?. Let N, € Zxo be the random
variables that counts the number of items selected by x* from intersection I,: N, == ,; x}. The proof
now proceeds in two parts: 1) We estimate the value N, with high probability. 2) We choose the specific
constraints, taking inspiration from this estimate.

The following lemma shows that N, the distribution of is concentrated. We give an overview of its proof
here, and defer its full proof to Supplementary Material [5.3.1]
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Lemma 5.13 (Estimate of N, with high probability). For any fivzed o € {0,1}? and A > 2, it holds
that E[N,] = |I,| - % and Pry, [N, > E[N,] + A] < e .

m

Proof overview. Observe that z* picks the top n items with the highest latent utility. The main idea is that,
to count which items are selected, we only need to know the order of the items by latent utility. This allows
us to consider an equivalent urn model, where items correspond to balls and the color of the balls denotes
which intersection the item belongs to. Consider the process of picking n balls from the urn. Here, N, is
equivalently defined as the number of balls of color ¢ selected. It turns out that N, is a hyper-geometric
random variable. Using this fact, the result follows from standard properties of hyper-geometric random
variables. O

Thus, the Lemma shows that for all o € {0,1}?, N, is concentrated around [I,|- 7. The obvious
strategy to ensure that = picks a close to N, items, might be to set L, to |I,|- > (for all o € {0,1}7).
However, this does not work. At a high level, this is because if |I,| is small, then E[N,] is comparable to
A, so the concentration bound in Lemma [5.13|is weak. We can overcome this by setting a slightly larger
lower bound for small intersections and a slightly smaller lower bound for large intersections. Specifically,
we claim that the following intersectional interventions suffice:

I,
forall o e (0.1, Lo =1 o) 4 2omef] (66)
m
To simplify notation set A := 27Pne. Let & be the event that for all o € {0,1}?, N, < E[N,] + A, i.e.,

& =Useqo,13r (No < |Is]- & + A). Assume that event & occurs. Since Z picks at least L, items from I,
we have

Yier, Tiwi L,
dier, Tiwi  — Ng
> L
o |IU| ' % + A
{56) %Ww(l—&‘)—FA
|I<7| : % +A
2P 1A
> 1-
- 1+mAn-|Is])~!
2Pp 1A
> 1- - =
- 1+n1A
Choose mg = % - 2P+l Qubstituting the value of A in the above equation, we get
7Ziel” T >1—c.

*or
Zie]a L; W4

Now the lemma follows by Equation and showing that the event & occurs with high probability. To see
this, observe that using the union bound and Lemma [5.13] we have

Lemma A2
Pr[&] > 1—2Pe™ W
(A=ne27P) 2p

1-—9P. 677“522_

e?n
—l—exp (-2,
exp ( p4p) (67)

31f Ly > |I,|, we update Lo = |I5]|.
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Proof of Theorem (assuming Lemma . Set

mo = © <p4p In 1) . (68)

ne2 e

Consider the constraints for ¢g = § from Theorem and the event & for gy from the proof of Theorem
Then from Theorem we know conditioned on the event &,

{7, w)
(%, w)

R(L,B) = >1—eg.

Thus, it follows that
E[R(L,B)| 6] > 1 - 0.

Since, R(L, B) € [0,1], we can use Fact This gives us
B [R(L,B)] — B [R(L, 6) | 8] < 1 - Pr[4]

€0
< e par"

< % (Using Equation (68))
Combining the above two equations we get the required result: Zp(L,8) = E, [R(L,58)] > 1 —e. O

5.3.1 Proof of Lemma [5.13|

Proof. x* picks the n items with the highest latent utility, i.e., it picks the top n order statistics. Thus, N,
counts the number of the top n order statistics which fall in 1.

Equivalent urn model. Pick n items without replacement and color them blue. Color the remaining
items red. Let N, be the number of blue balls in I,.
Suppose N, = j. Then number of ways of coloring j out of |I,| balls in I, is (lljf"), and the number of ways

of coloring n — j remaining blue balls is (mn__ll.“ ‘). Therefore it follows that:

(5 ()

Pr[N, = j] = ——5=. (69)

Given numbers N, K, n, for an hyper-geometric random variable, HG, we have: Vk : max(0,n+K—N) <
k < min(K,n)

Pr[HG = k] = G)Cami) (70)

Thus, one can observe that N, is a hyper-geometric random variable. From the well-known properties of
the hyper-geometric distribution [51], we have that:

n
E[ NU]Z|IU|'E7 (71)
B3
Pr[N, > E[N,] + A] < e 2A%D7, (72)
where v := max(ual‘ﬂ + n7|}0|+1, %H + m%nﬂ) > n%rl Since for all A > 2 and n > 0, 2An2+_11 > %2, we
get that
A2
Pr[N, > E[N,|+ A] <e n.
O
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5.4 Proof of Proposition
Recall that the utility ratio is defined as

(@, w)
Z(L,B) =E
.0 = |22
where z* := argmax, (z,w) is a function of w, and T := argmax,cc(r) (z, ) is a function of w,L, and 3.
Our goal is to construct an explicit family of groups G; and G5 and a value of n, parameterized by m, such
that for all 0 < 1,82 < 1 and large enough m it holds that:
8

3
<,+7- Zg 1? .
L17r[I/123é}(ZZU%D(L7ﬁ) 9 2 max {1, o}

More precisely, we show that

8 4ﬁmax 1
< — — . .
s Ho(L8) S 5 b T e (B, )+ O ™H) (73
Proposition follows from Equation by choosing my > Q (m)
Towards proving Equation , we consider the following family:

n=% ad  Voe{01}’ I = %. (74)

Without loss of generality we assume that L > Lo. We consider three cases depending on the values of L,
and Ls:

1. (Case A) L; <
2. (Case B) L; >
3. (Case C) Ly > 3 and Ly >

In each case, we prove that Equation , for any L1, Lo > 0:

and Ly <

[ =3 »[3

m
4

and Ly < 7, and
m
4

~ 2
E[(Z,w)] <n <3 + 5max> +0(1). (75)
Using this one can prove Equation as follows: Let ¢ be the event that
(", w) — E[(2*, w)]] < O(nm™%). (76)
From Lemma [5.20] we have that
Pr[ 7] >1-O(m™¥). (77)

Using Fact Equation (77)), the fact that the utility ratio takes values between 0 and 1:
(T, w) (@, w) _1
E <E 0 3
{ =E ey | ] O

(2%, w)

E[@w) | f] 0O m=s Using Equation (76
T (Using Equation (75))

E [(Z,w)] + O(nm’%)

— +0(m™3)
E[(z*, w)] = O(nm™ %)
(Using Fact M Equation , the fact that (Z,w) <> /", T; =n)

2 4 nBax + O(1) + O(nm~5)
n (1 - ﬁ) — O(nm™73)

2
?’n + nﬂmax

+ O(m_%) (Using Lemma and Equation (75)))

IN

= iy T On(m_%) (Using that n < 2 <1—1n)
n(l-35)
8 4ﬂmax —1 . .

=9 + 3 + Oy(m™3). (Using Equation ([74))
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5.4.1 Additional Facts and Notation

From Observation we know that if T selects k, € N items from I, then these are exactly the k, items

with the largest latent utility in I,. Hence, given the utilities w, to determine z* and Z, it suffices to compute
Vo €{0,1}*, K, := Z Z;.

i€l

Here, K € N* is a random variable. If it K was deterministic and known, then since latent utilities are
drawn independently from U, we can use Fact to compute E [{(Z,w)]. Our strategy is to prove that K
satisfies certain linear inequalities with high probability. Then, using Fact we upper bound E [(Z, w)].
Towards this, consider the following event:

Definition 5.14. Let 7 be the event that: For each o € {0,1}2, the intersection I, has at least 2+ (1—3Bmax)
items with latent utility higher than 2Bmax.

We show that % holds with high probability (Lemma [5.15]), and that conditioned on .#, K does not satisfy
certain linear-inequalities (as specified in Lemma [5.16)).
Lemma 5.15. It holds that Pr[.#] > 1 — 4exp (—% B2 (1= 2Bmax)).

max

Proof. For all i € [m], let Z; € {0,1} be the indicator random variable that w; > 2Bmax, i.€., Z; =
I [w; > 2Bmax] - Since for all ¢ € [m], w; is drawn independently from U, we have

Pr(Z; =1 =1—-2Bmax and Vi,j € [m],i# j, Z; and Z; are independent. (78)

We prove the following: For each o € {0,1}2, it holds that

2 _
Pr [ZEIU Zi < % ) (1 _ Sﬁmax)} S exp (mﬁmax(l 26max)) ) (79)

12
Then, the lemma follows by a union bound over intersections o € {0,1}2. We prove Equation as follows:

Pr {Ziela Zz < % : (]- - 3ﬁmax)j| S Pr [ZiEIU Zz < % : (]- - 2ﬁmax) : (]- - Bmax):|
(Using that Bmax > 0)

= Pr {Ziela Zi < (1= Pmax) - E [Ziela Zz”

(Using linearity of expectation, Equation , and Equation )

< exp (; Bhax E [Zigo Zz])
< exp (15 B (1= 2Bar) )
(Using linearity of expectation, Equation , and Equation )
O
Lemma 5.16. Conditional on % none of the following events can hold:
1. (Event 1): Koo < 5 - (1 — 3Bmax) and Ko1 > 0 and Koy + K11 > Ly.
2. (Event 2): Koo < ¢ - (1 = 3fmax) and K19 >0 and Ko+ K11 > Lo.
3. (Event 3): Koo < 7 - (1 — 3Bmax) and Ko1 > 0 and K19 >0 and K11 < 7.
Proof. Assume that % occurs.
(Event 1) Since .# occurs and Koo < % - (1 — 2f8max), we can pick a j* € Iog such that
Wjx > 2Pmax  and T« =0. (80)
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Consider any i* € Iy; such that Z;» = 1. Construct a selection Z € {0, 1}™ by swapping ¢* and j* in Z. Thus,
compared to Z, T picks one less element from G; and the same number of elements from G5. In particular,
if Koy + K11 > L1, then T satisfies the lower bound constraints. Further, we can see that T has a higher
observed utility than z as follows:

R JURDN R o) R .
<§7w> = <:c,w> — Wi + Wgj* > (x,w) — Wix + 2ﬂmax > <:1:7w> + Bmax~
In the last step we use W+ = 1w+ < B1 < Bmax. We have a contradiction since T satisfies the lower bound
constraint and has higher observed utility than z.

(Event 2) The proof for this case follows by replacing L1, 81, Kig, and Ko by Lo, B2, Ko, and Kig
respectively in the proof for Event 1.

(Event 3) Since .7 occurs and Koo < 7 - (1 — 2fmax), We can pick a j; € Ioo such that
Wj, > 2Bmax  and  T; = 0. (81)

Consider any iy € Ip; and ia € ;o such that z;, = 1 and Z;, = 1 (these exist as Kp; > 0 and K9 > 0 ).
Further, consider any jo € I11 such that ;, = 0 (this exists as K1; < 4). Construct a selection T € {0,1}™
by swapping i1 and is for j; and js in z. Thus, compared to =, T the same number of items from G; and Gs.
In particular, then T satisfies the lower bound constraints. Further, we can see that T has a higher observed
utility than z as follows:

N — R R R By -

<x7w> = (x,w) — Wiy — Wiy, + Wy, + Wy, > (x,w> - ﬁl - ﬁ2 + 2Bma»x +0> <$7w> + ﬁmax-
Where we use @;, = f1w;; < 1 < Bmax (similarly for i5). We have a contradiction since T satisfies the
lower bound constraint and has higher observed utility than z. O

5.4.2 Step 1: Prove Equation ([75)) for Case A

Recall that in Case A, L1 < 2 and Ly < Zt. This step relies on the following lemma.

m m
4 4
m m
4 4

Lemma 5.17. If both L1 <

and Ly < ¢, then conditioned on .7, Koo > 7 - (1 — 3Bmax)-

The proof of Lemma [5.17] appears at the end of this section. Since T selects n items, we have that

> oeqo,1y2 Ko = n. Using this and Lemma it follows that: Conditioned on %

m
Koi + Ko+ K11 =n— Ky < T (1 + 3Bmax)- (82)

Further, since Ioo = 7 (by Equation ), it follows that

m
< —

(83)
Then, we have:

~ 7z = Tows | F T, w;
E [(;v,w} | J] - E {Zieloo Lt J] +E [ZiEIMUIwUIu Tithi

Using Equation , we can apply Fact mwith S = Iy, U == 3, and .#. On substituting |loo| = 5 and
Pr[.Z] from Lemma in the result we get:

m T+1
4 ( % + 2) * ZiEI(nUIlDUIll “

F ] (Using linearity of expectation)

y} 4 ne~m B
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Similarly, using Equation 7 to apply Fact with S = Igg, U = 7, and ., we get:

m T+1 _ 2 m (14 3Bmax) +1
< —(1— 4 Qe fras) —-(1 3 max) * 1- 4
= 4 < % n 2> + ne + 4 ( + 3Bms ) 3Tm )
- m 1 m 1+ Bﬂmax
— Z (1 2> + Z * (1 + 3Bmax) (1 6) + O(].)
< oD+ (20 vo) (Using Bmax = 0)
= 4 2) "4 \e e B Pmae =

2

- n. (3 + 5max) +0(1). (Using Equation )

Proof of Lemma[5.17. Suppose, toward a contradiction, that .# holds and Koo < % - (1 — 3fmax). Then
from Event 1 in Lemma we get that either Ko, + K11 = L; or Ko; = 0. Similarly, from Event 2 in
Lemma [5.16] we get that either Ko + K11 = Ly or K19 = 0. These give us four cases:

(Case I) Kyt = Kig = 0: Since Kg; = K19 = 0, we have that K11 = n — Kgg. Hence, if Koo <

T (1 = 3Bmax), then K11 > - (14 3Bmax). Which is a contradiction because |I11] = 7.

(Case II) Ko1 + K11 = L1 and Ko = 0: Since n = ) K,, in this case we have n < Koo + Ly. If
Koo < 3 - (1 = 3Bmax), then n < 7 - (1 = 3Bmax) + L1. Further, in Case A, we know that L < %. Hence,
n< G- %. This is a contradiction since n = % (see Equation )

(Case III) K9 + K11 = Lo and Ky = 0: This follows by replacing Ly by Ly in the proof of Case II.

(Case 1V) Ko1 + K11 = Ly and Kjg + K11 = Lot If K9 = 0, then this is a special case of Case II.
Hence, we must have K;y > 0. Similarly, we must have Ky > 0. Since K9 + K13 = Lo and Ky > 0,

K1 < Ly. Further, as Ly < 7, it follows that K11 < 7 Thus, we have a contradiction due to Event 3 in

Lemma [5.16l ]

5.4.3 Step 2: Prove Equation (75| for Case B

Recall that in Case B, L1 > 2t and Lo < Zt. This step relies on the following lemma.

Lemma 5.18. If both L1 > and Ly < 2t then conditioned on F, Koo > (n— L1) - (1 — 3Bmax)-

m m
4 4
m m
4 4

The proof of Lemma [5.18| appears at the end of this section. Since T selects n items, we have that
> 0e{0,1}2 Ko = n. Using this and Lemma it follows that: Conditioned on %

Ko1 + K19+ K11 =n — Koo < L1 + 3Bmax - (n — L1). (84)
Since K1g > 0, it follows that
Ko1 + K11 < Ly + 3Bmax - (n — L1). (85)
Further, substituting Ko; + K11 > L1 in Equation , we get
K10 < 3Bmax - (n — L1). (86)
Finally, as Ko1 + K11 < Lo and K9 > 0, we have
Koo =n— Ko — K19 — K11 <n— L. (87)

Then, we have

E[(Fw)|#] = E [Zielm Fw;

J:| + E [Ziello Lt Ji| + ]E |:Zi€f(]1U111 TeWi Ji|
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Using Equations (85) to (87) respectively, we can apply Fact [5.5] for each of the three terms in the RHS of
the above equation. On substltutmg |Ioo| = 5 and Pr[.#] from Lemma in the result we get:

BE ) -2 (1- PR ) 4 (=) <1 )

L max * - L 1 — .
b (4 3B (0 — L)) <1 1+ 3Bmax - (n — L1) + >+ne Q(m-p2,.,)

2+2

= (n—L1)~<1—2 3ﬁmax(”—L1))

)+3ﬁmdx'n_Ll)'<1_ m
L1+36max'(n_L1)> +O(1)

m

+ (Ll +36max . (n_Ll)) (1 — 2.

2

= (3 + 4Bmax + 126max)
2n

The above equation is a strongly-concave and quadratic function of L. It achieves its maximum at

L =
L 3 4 4Bmax £ 1282,

Substituting this in Equation , we get

~ m 1+ 2ﬁmax + 4ﬁmax
Bl | #] < 5 (st e )
3 Pmax max
m 2Bmax
< ZFmax
< o (1 L)
1|

3

2 4ﬁmax
(3 T )'

Proof of Lemma[5.18 Suppose, toward a contradiction, that .# holds and Koo < (n — L1) - (1 — 3Smax)-
Hence,

KOO < (n — Ll) . (]. — 3Bmax) (89)
< (n- %) (1 = 3Bmax) (Using that Ly > ™)
= % (1 — 3Bumax)- (90)

Then from Event 1 in Lemma [5.16] we get that either Ko + K11 = Ly or Koy = 0. Similarly, from Event 2
in Lemma |5.16| we get that either K19 + K11 = Lo or K19 = 0. These give us four cases:

(Case I) Ky = K19 =0: Since 7 satisfies the 1ower bounds, we have K11+ Ko1 > L. Using that Kog1 =0
in this Case I and L; > % in Case B, we get K13 > 7. This is a contradiction as |I11| = 3 and K1y < [I11].

(Case II) K¢+ K11 = L1 and K9 = 0: In this case, we have that Koo+ L1 +0 = n. Hence, Koo = n— L.
This is a contradiction to Equation .

(Case III) Ko+ K11 = Lo and Kp; = 0: Same proof as Case L

(Case IV) Ky + K11 = Ly and K9 + Ky1 = Lot Suppose K9 = 0, then this case is a special case of
Case II. But since Case II results in a contradiction, we must have K19 > 0. Similarly, if Ky = 0, this
case reduces to Case III. But since Case III results in a contradiction, we must have Ky; > 0. Finally, as
Ko+ K11 = Lg and Ky9 > 0, K11 < La. Since Ly < 77, K13 < 7. Thus, we have a contradiction due to
Event 3 in Lemma [5.16 O
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5.4.4 Step 3: Prove Equation ([75)) for Case C
Recall that in Case C, Ly > 7 and Lp > 7. This step relies on the following lemma.
Lemma 5.19. If both L1 > ¢ and Ly > 3, then conditioned on ., Koo > (n — L1 — Ly + %) (1 =3Bmax)-

The proof of Lemma [5.19 appears at the end of this section. Since T selects n items, we have that
Zae{o 132 Ko = n. Using this and Lemma it follows that: Conditioned on %,

Koi + Ko+ K11 =n — Ky

§L1+L27%+36max'(nfL17L2+%). (91)

Since K10 Z 0,

K01+K11SL1+L2_%+35max'(n_Ll_L2+%>~

Further, substituting Ko; + K17 > L1 in Equation , we get:

m m
K10§L2—Z+3ﬁmax'(n—Ll—Lz—i—*)

4
3 max .
< Lo — % + % (Using that L1, Lo > ) (92)

By symmetry, we have

m 3mPBmax

Kpn<Li——+———.
U + 1 (93)
Further, we have
Koo =n— Ko — Kio — Kn1
S n — Ll - L2 + Kll (USIHg that K10 + Kll Z Ll and K()l + K11 Z LQ)
3
< Tm — Ly — Ls. (Using that n = % and K1 < |I11] = 7} due to Equation ) (94)

Also, because |I11| = 2 (Equation ) and K11 < |I11], it follows that

Kllg% (95)
Then, we have:
BlEe)| 2] = E[Y,, &|2]vE[E,, 5|2 vE[E, 5| 2] B[, 5] 2]

Using Equations , , , and respectively, we can apply Fact for each of the four terms in
the RHS of the above equation. On substituting |I,| = 4 and Pr[.#] from Lemma in the result we get:

~ 3m 3m [ — Lo
E[(Z,w) | .#] < <4—L1—L2> <1—47§+2>
m  3mp Ly — 2 4 3mBmax
L, =My 9MPmax \ 1 1
+< 1 4+ 1 ) ( %_1_2
m  3mp Ly — o 4 3mBmax
L, My 3MPmax \ 1 1
+< 2 4+ 1 ) < %_’_2

1
+ % . (1 — 2> —+ ne_Q(m'ﬁfnax).
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Hence, we have

~ m — Ly — Ly
E —_— = — l1-2- ===
() (4 £a) )
@ 3m6max 1—-2 Ll_%_kgmé%
4 4 m
m.
4

+

@ 3m5max 1-9 LQ—%.'.W%M
4 " 4 m

4 <1—;>+0() (96)

This is a quadratic and concave expression in L1 and Ls. Maximizing it over Ly, Lo € R, we get that the
maximum is achieved at:
m

Ll :LQ = Z'(l_ﬁmax)-

Substituting these values in Equation , we get the following upper bound on E [(Z,w) | Z]:

ElE) | #] < 2 (168

< g (Using that n = %, due to Equation , and Bpax > 0)
Proof of Lemma[5.19. Suppose, toward a contradiction, that .# holds and Koo < (n— Ly — Ly + %) - (1 —
3Bmax)- Hence,

< (TL L2 + 4 ) ( - 3ﬁmax) (97)
< ( ZL) — 3Bmax) (Using that L1, Lo > 3t)
2T (1 3. (98)

Then, from Event 1 in Lemma we get that either Ky + K11 = Ly or Kg; = 0. Similarly, from Event 2
in Lemma we get that either K19 + K11 = Lo or K79 = 0. These give us four cases:

(Case I) Ky1 = K19 =0: Since 7T satisfies the lower bound constraints, K11+ Ko1 > L;. Further, Ko; =0,
we have K11 > L. Finally, because in Case C, Ly > 7, we have K113 > 7. This is a contradiction as
|111| = % and K11 S |111| .

(CaseIl) Ko+ K71 = Ly and K19 = 0:  Substituting that Ko +K11 = L1 and K19 =0, in 206{071}2 K, =
n, we get Koo = n — L1. However, because Lz > 7 in Case C and Byax > 0, Equation implies that
Koo < (n— Ly). Thus, we have a contradiction

(Case IIT) Ko+ K31 = Ly and Ky =0:  Same proof as Case L.

(Case IV) Ko + K11 = Ly and Ky9 + K11 = Lot Suppose K9 = 0, then this is a special case of Case
II. But since Case II results in a contradiction, we must have Kig > 0. Similarly, if K79 = 0,then this is
a special case of Case II. However, since Case III results in a contradiction, we must have Ky > 0. Now,
as K10+ K11 = L2 and Ko > 0, we have K11 < Lp. If K11 < 7, then we have a contradiction due to
Event 3 of Lemma Hence, it must hold that K11 > 5. As K11 <|I,| and |I,| = ¢, it must hold that
K1 = %. But, this implies that Koo =n — L1 — Lo + %. This is a contradiction to Equatlon @) O
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5.4.5 Proof of Lemma [5.20]
We note that the proof of Lemma does not depend on the family of groups chosen.

Lemma 5.20. E[(z",w)]=n (1 - 525 ) and Pr[|(e*,w) - E[(a*,w)]| >0(n?)| <O(m™ ).

Proof. Recall that Ujy.,,) denotes the k-th order statistic of m independent draws from U. Let Uy
correspond to the k-th smallest latent utility. Since z* maximizes the latent utility, it must pick items
corresponding t0 Utm)s Um—1:m)> 5 Utm—n+1:m)- Thus,

* o n ) Fact [5.2] _ n+1
El(e,w)] =E[> Upm-irtm| 22 0 (1 ey 1)> . (99)
It remains to show that the distribution of (x*,w) is concentrated.

For some § > 0 (fixed later), let % be the event: (z*,w) < (1 + ¢)(E[(z*, w)] + %nm_%). Fix any
v € ElU(m—n:m)] £ m~3. Substituting the value of E[U(11—n:m)] from Fact and using Equation , it
follows that

n(l+v) N 1
— € E[{(z*,w)] + Fnms.

Let & be the event that |U(m nim) — ]E[U(m,n:m)H <m~3. From Chebyshev’s inequality [66] and Var[U,, —n:m)] <
m+2 (Fact [5. , we get Pr[&] > 1— m~3. Thus, applying Fact using 0 < (z*,w) <mn,

wl=

(100)

[E[(z*,w) | &] = E[(a*,w)]| < nm™5. (101)
Then
Pr [% | U(m*"”n) = U} = Pr <‘T w> (1 + 6) ( [( *’ ’LU>] + % . nm_i) ’ U(mfn:m) = ’U:|
> el < 040 (M) g =]
) (Using Equation (L00)))
- pr (Z (v (1 U)U(’i:n))> < (143) <”(12+”)> Ut = v]
o (Using Fact

Y
2",
=

(1-v f:U(’m) (1+6) (“;”)

U(m—n:m) = 'U‘|

(Using that nvd > 0)

= Pr Z Ulamy < (1+ 5) (Using that v < 1)

Here, 0 <> | U (’ iy SIS the sum of n independent draws from /. Thus, from Hoeffding’s inequality [66]
Pr [ﬁf | Wim—nim) = v] >1—exp (727152) . (102)

Then

1
Pr[s#] = / Pr [ ’ W(m—nim) = V] - Pr{w(m_n:m) = v]dv
v=0

.

E[W(m—nm)]+m ™ 3
/ L Pr E4 | W(m—pim) = 0] * PrW(m—pim) = v]dv
V=E[W(1m —n:m)] N

v

=

B[ (1m—nim)|+m ™3

v

Pr{w(;m—pim) = v]dv (Using Equation (102]))

(1— exp (—2n8?)) - /

_1
=E[W(m—nim)]—m 3
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= (1—exp(—2nd?)) - Pr[&]
> 1-0(m %)

where we choose, e.g., § = n~3, and use that n = 1 - m for fixed a constant n > 0. Similarly, we can show
that

Pr [(m*,w) > E [(z*, w)] - O(n%)} >1-0(m~%).

Combining the two bounds, we get the required result. O

5.5 Proof of Theorem [3.4]

The proof of Theorem [3.4] is similar to the proof of Theorem [3.1] Instead of repeating the entire proof we
highlight how the proof of Theorem differs from the proof of Theorem

Recall that for each intersection o € {0,1}?, we have a strictly increasing function b, : R>¢g — R>¢ that
defines the observed utilities as follows: For each item i € I, its observed utility is:

Wy = by (w;), (103)

where w; is the item’s latent utility. The latent utilities of each item are drawn independently from some
distribution D over non-negative numbers with cumulative distribution function F(-) and probability density
function up(-). We assume that the bias functions and distribution D satisfy the following assumption:

Assumption 2. There is are constants c,d > 0 such that the probability density function of D, up, is
differentiable and for all x in the support of D and takes values between ¢ and % (i.e., ¢ < pp(x) < %), and
the bias function for each intersection (i.e., by for each o € {0,1}) is differentiable, takes value at most
(i.e., by(z) < 1), and has a derivative between d and + (i.e., d < b (x) < 1) for each x in the support of D.

Given 17 > 0 and p > 0, define

= <c4p~min{n,1 —n} - (boo — bio — bo1 +b11) © (1 — %))2

In the p = 2 case, under Assumption [2] we need to show that for all L; > 0 and Ly > 0:

Zp(L,B) <1 — .

Overview of the proof of Theorem We follow the same strategy as the proof of Theorem
The main difference is in the proof of Lemma [5.8] The proof of Lemma [5.8| uses closed form expressions
for the expectation and variance of order statistics for arbitrary distributions. However, unlike the case
with the uniform distribution, we do not have estimates or concentration inequalities for order statistics of
distribution D. Under Assumption [2} we prove concentration bounds for order statistics of distribution D.
This in turn, changes the definition of f, to an expression dependent on the distribution D and the bias
functions b,. We show that a version of Lemma holds for the new definition of f,. Then, the rest of the
proof is identical to the proof of Theorem but using the new definition of f,,.

Additional notation Let M be the maximum value in the support of D and M; be the maximum of
by (x) over all x in the support of D and all intersections o € {0,1}?:

M= sup = and M, = sup max b, (z).
z€supp(D) z€supp(D) oe{0,1}2

Let d and D be the maximum and minimum values of the PDF of D on its support:

d:= inf D(x) and D:= sup D(x).
zesupp(D) xzesupp(D)

Under Assumption [2} we the following bounds on M, M,,d, and D
1 1
e

M, M, < - and c<d<D< (104)
c
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Step 1: Reduce computing z* and z to a small number of variables. This step only requires the
property that: For any two items in the same intersection, the order of their latent utilities is the same
as the order of their observed utilities. This holds because b, are strictly increasing functions. Hence,
Observations and 5.7 hold.

Step 2: Compute (z,w) and (7, @) as function of K. In this step, we change the definition of f,. In
particular, instead of f; and fg we consider the following functions:

vk € Ry, fi(k) ::Z|Ic,|~/ 2dD(z), fo(k) ::Z\m-/ by (z)dD(z), (105)

o Za(k) o Za(k)

2o (0)

where z, is

Vo € {0,1}%, =z, (k) =F"" <1 — ?") .
For the above definition, a version of Lemma [5.8] namely, Lemma holds. If we have concentration
inequalities for the order-statistics of D, then the proof of Lemma [5.21|is analogous to the proof of Lemma/5.8
We prove a concentration bound on the order statistics of D under Assumption [2] This is the main addition
in the proof of Lemma [5.21| compared to the proof of Lemma
The differences in the statement of Lemma compared to Lemma are that: (1) the O,(-) and
Oy, (+) terms change to O, /an)(-) and Op/an) (+), and (2) it fs changes to fp.

Lemma 5.21. Let x be any selection that, for all o € {0,1}2, selects top K, items from I, by observed
utility. Where x and K are possibly random variables. With probability at least 1 — O,/ (mfi),
(z,w) = f1(K) + O(np/M)(”m_%) and  (z,w) = fo(K) £ Op 1) (nm_i).

The proof of Lemma [5.21] appears in Section [5.5.1

We require f; and f; to be strongly concave, Lipschitz, and Lipschitz continuous, for appropriate pa-
rameters, to use the proof of Theorem We show that f; and fj remain strongly concave, Lipschitz, and
Lipschitz continuous, but the specific parameters change as described in the following lemmaﬂ

Lemma 5.22. [t holds that:
o f1is m—stmngly concave, 2M -Lipschitz, and ﬁ—[/ipschitz continuous.

1
pmed

o fy is m—stmngly concave, 2My-Lipschitz, and -Lipschitz continuous.

Lemma, can be proved by computing the gradient and Hessian of f; and f;. And then, bounding their
norms using Assumption 2] The proof of Lemma appears in Section [5.5.

Step 3: Express K* and K as solutions of different optimization problems. The only change in
the proof of Lemma [5.10]is that it uses the new values of the strong concavity and Lipschitz constants from
Lemma This changes the O,,,(-) and Ogy,(+) terms to O, ar) () and Oy ar,) (+)

Step 4: Proof of Theorem [3.4. The only change in the proof of Lemma [5.11] is that it uses the new
values of the strong concavity and Lipschitz constants from Lemma [5.22] and changes the threshold mg to a

value such that
1 c _ n
md 2 0 (S (o = o o 0o (£ (1= 1))

This gives us a new version of Lemma [5.11] namely Lemma This version has two changes: First, the
term 2nm(1 — p) - ¢(8) changes to D - 2nm(1 — p)¢pp. Second, the upper bound on Zp (L, 3) changes to the
upper bound in Theorem

4A function f: R™ — R is said to be L-Lipschitz if for all z,y € R, |f(z) — f(y)|y < L ||z — y||, and M-Lipschitz continuous
if for all z,y € R, [V f(2) = VI ()l < M [lz = yll,-
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Lemma 5.23. Given L1, Ly € Z>q, if || — s*||2 > 2Dnm(1 — p)¢s, then

Fp(L,B) <1 - gzj\cjbg'(p'min{n’l_n}'(bOO_blo—bo1+b11)o (F‘l (1_%)»2.

Now the rest of the proof follows by using Lemma and observing that Assumption [2]

d2c? > o
DM ~

In particular, using Lemma and Equation (|104)), it suffices to show that for all L1, Ly € Z>¢:
Is* — 518 > 2Dnm(1 - p) - . (106)

Since the new definition of f; is concave, Equation remains convex. Hence, we can analytically solve
Program using the gradient test. This gives us that:

& = {|1a| : %}06{071}2 . (107)

In particular, the value of s* does not change compared to the proof of Theorem Fix any L1, Ly € Z>o.

(Case A) s satisfies at least one inequality in Equation with equality: This case remains the
same, and from Equation , we have that:

ls* =33 = (pmmax {n, (1 —n)})*.

Since ¢ < % min {n?, (1 — n)?}, Equation (L06) follows.

(Case B) 3 satisfies all inequalities in Equation with strict inequality: The proof of Equa-
tion is the same, except the following two changes: First, Equation changes to

n
(Vfo(s%),v) = (boo — b1o — bo1 + b11) © (F71 (1 — E)) . (108)
Here, we used the fact that the gradient of fj, is:

dfy (k) _ - ko
Yo € {0,1}2, T be <FD1 (1 - m)) )

Second, the Lipshitz constant in Equation changes to m. After these changes, following the same
argument as before implies that:

Is* =32 > 2Dmn(l - p) - 6.
Thus, Lemma implies that Equation (106 holds in this case also.

5.5.1 Proof of Lemma [5.21]

Proof. For each o € {0,1}2, let v{” > vy > ... > U\(IU)I be latent utilities of items in I,. For each i € N,
define

s(i) = (i—1) mi 41,

Starting from s(1) = 1, for ¢ = 1,2, ... values at an interval of mi. For each intersection o € {0,1}2, starting
from the v;‘(’{), consider v;‘a), then v;‘g), and so on, i.e., consider

(@) (@)
Uity Vs v
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Since we pick every mi-th value in each intersection and each intersection ¢ has |I,| < m values, we select
O(m%) values from each intersection o € {0,1}2. Since there are constant number of intersections, we select
O(m%) order statistics in total. Let ¢ be the event that all of these order statistics are m~i-close to their

mean, i.e., 4 is the event that:

ENG

Vo € {0,1}%, j €N, st., s(j) < ||, vein — B v

We prove the following three lemmas.
Lemma 5.24. Pr[9] >1—-0O,, (m_i)

Lemma 5.25. For all o € {0,1}? and all i € {1,2,...,|I,|}, it holds that

E[vy"] € F~! (1 - IIi) £ O0p(m™1).

Lemma 5.26. For all o € {0,1}? and all i,j € {1,2,...,|I,|}, it holds that
1

B[] =B [of7]] < 77 O i = dl) + Oy (%)

(@) ]E{“’)”<m_.

(109)

When D is the uniform distribution on [0, 1], the special cases of the Lemmas to are either well
known facts or have short proofs. Hence, they were not stated as explicit lemmas in the proof of Theorem 3.1]
When D is a non-uniform distribution proving these lemmas requires proving concentration bounds on the
order-statistics from D. We present the concentration bounds and the proofs of Lemmas to in

Sections [£.5.3] to [5.5.51

Conditioned on ¥, we have

Ko
Z Z bo(v7) < Z mi - by (v35)) (v? are arranged in non-increasing order)
ce{0,1}2 i=1 sef0,1}2  j=1
mng,,

IN

mi by (IE [U;’(j)} + m_i)

(Using that ¢ implies Equation ([109)))

K
- 1
< Z bo (E W] + T O(mi) + m_}l> (Using Lemma [5.26))
ce{0,1}2 i=1 o
Ko
< 3 Y (IE [v7] + op(m—4)) (Using that |I,| > pm)
se{0,1}2 i=1
K, Ko
o _1
< Z ZbO(E[Ui])+ Z ZOCp(m 7)
cef{0,1}2 i=1 0e{0,1}2 i=1
(Using that for all z € supp(D), 0 < bl,(z) < L due to Assumption
Ko
= Z Z bo (E[v]]) + Op(nm_i). (Using that K, < n)
se{0,1}2 i=1

Next, using Lemma [5.25] we get that

o & 1| — i
o —1 ol _1
2 2D = 2 Zb"(F <1|+1>)+Op(”m )
0€{0,1}2 i=1 oe{0,1}2 i=1 7
2, (ot (Mol =i .
< Z Zbg F 7, + Ope(m™") + Op(nm™7)
0€{0,1}2 i=1 7

(Using that |I,| > pm and for all = € supp(D), bl,(z), (F~1)" () < 1 due to Assumption
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K, .
—1 |IO'| —1 _i .
< g E by (F ( 1A )) + Ope(nm™ 1) (Using that K, <n)

0e{0,1}2 i=1

1o 1
S Z / bo' <F1 (IL‘ —+ )) dx + Opc(nm 4) (Usmg that |IO'| Z pm)
cef0,1y2 /o=~ Ky |I,| ~ pm

B (e () sont o

oe{0,1}2
(Using that K, <n, |I,| > pm, and for all « € supp(D), b (x), (Ffl)/ (z) <1 due to Assumptlon '

Sy il_Kab“ (7 (1y),) e Ooetom™

oe{0,1}2
(Using that n > nm, hence O,(nm~1) > E2) (110)

= fi(K) + Opc(nm_i). (Using Equation (T05)) (111)

Similarly, we can show the following lower bound on (Z, @) conditioned on ¢

K,
ST D 0. (09) = o) = Oyp(nm™ ). (112)
0€{0,1}2 i=1

Substituting v = 3 in Equations (111]) and (112, and using that for all intersections o € {0,1}2, z selects
top K, items from I, by observed utility, we get that conditioned on ¢

= > Zb (K) % Oyp(nm™%).
oe{0,1}2 i=1

Further, choosing 3, to be the identify function in Equations (111)) and (112), and using that for all inter-
sections o € {0,1}2, = selects top K, items from I, by observed utility, we get that conditioned on ¢

=Y S = Al £ Oyl

oce{0,1}2 i=1

5.5.2 Proof of Lemma [5.22]
Proof of Lemma[5.23 The gradient of f, is:

Vo €{0,1}%, (Vf(z ( ( |I>)
kg

Since Fgl (1 — k—") is in the support of D, b, (F (1 —

A )) is upper bounded by M;. Hence,

o]
Vo € {0,1}%, (Vfi(2)), < M.
It follows that
IV fo(2)lly < 2M,.
Thus, fp is 2Mj-Lipshitz. The Hessian of fj, is:

b (F5Y (1 — £
e 01p, (Ve - L U (L))
Vo, T € {0, 1}2’0 £, (V2fb(a:))m_ —0
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Hence, the Hessian is a diagonal matrix. We can upper bound its diagonal entries using that b/ (z) > ¢ and
up(x) < D for all x € supp(D) and |I,| < (1 — 3p)m (this holds as for all 7 € {0,1}2 7 # o, |I,| > pm):

vo e {011 (Voo <~ T 3,mD = U= D’

It follows that f3 is m—s‘crongly concave. Similarly, we can lower bound the diagonal entries of the

Hessian by using that b/, (z) < 1 and pup(z) > d for all « € supp(D) and |I,| > pm:

1
Vo € {0,1}%, (V2 > — )
701, (Vhla),, 2
Hence, f is ﬁ—LipShi‘cz continuous.
Replacing fy, My, by(x), and ¢ by f1, M, x, and 1 in the above proof it follows that f; is 2M-Lipshitz,
m—s‘urongly concave, and ﬁ—LipShitz continuous. O

5.5.3 Proof of Lemma [5.24]

Proof of Lemma[5.2] Fix any intersection o € {0,1}? and select an index j € N such that s(j) < |I,|. Here,
v;[(’]).) is the (|I,| — s(j))-th order statistic of |I,| draws from D. Using this, it can be shown that F(v{”’) is the
(|I5] — 9)-th order statistic of |I,| draws from U. It suffices to prove the following concentration inequality:

Pr[

v;[(’;.) —E [v;[(’;)} ‘ >0, (m_%)} < Op¢ (m_%) (113)
If we prove Equation , then lemma follows by taking a union bound over all pairs of o € {0,1}? and
select an j € N such that s(j) < |I,|. Here, we use the fact that there are O(m#) such pairs of o and j.

At a high level, the proof of this concentration inequality follows because F(v,”’) is concentrated around
its mean and F~! has a bounded gradient (by Assumption . Since 0 € {0,1}? and j € N are fixed, to
simplify the notation we drop the super-script and sub-script from U;C(’j).) in the rest of this proof. That is, we

use v to denote v'9),.
s(7)

As argued earlier, F'(v) is distributed as U\, |—s(j):|1,|)- From Fact we have that for all o € {0, 1}?
and i € I,

Var [F(v)] = Var [U(1, i1, ] < ﬁ
Since |I,| > pm, |
Var [F(v)] < o’
Hence, using the Chebyshev’s inequality [66], we get:
Pr ||F(v) — E[F(v)]] > m—ﬂ <pEmE. (114)
Let 7 be the event that |F(v) — E[F(v)]| < m~3. Thus, by Equation ,
Pr[ 7] >1—p 2m %, (115)

Conditioned on _#, we have that:

=

Fw)eE[F(v)]£m™ 4.

Applying F~! on both sides (using that F'~! is an increasing and continuous) we get that: Conditioned on

S

ve F! (IE [F(v)] + m*%) . (116)
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By Assumption [1} we have that up(z) < 1 for all z € supp(D). Hence, in particular, for all z € E[F(v)] +
m=1, pp(v) < 1. Equivalently, F'(z) < 1 for all z € E[F(v)] + m~i. This implies that (F~1)(z) < 1
for all z € E[F(v)] £ moi. Using this, Equation , and the fact that F'~! is increasing we get that:
Conditioned on _#

ve P EF@) +0. (m ) (117)
Hence, it must hold that
Elv| #]€ F (E[F()]) £ O, (m*%) . (118)
But from Fact and Equation , we have that
Ejv]eEv | /]:I:p_%m_%. (119)
Chaining the inequalities in Equations and we get that
Efv] € F~' (E[F(v)]) + O, (m*%) . (120)
Equivalently, that
F(E[F())) € Ev] + O,, (m*%) . (121)

Chaining the inequalities in Equations (117]) and (121), we get: Conditioned on _#
veE[v]£0,, <m*%> .
Thus, Equation ((113)) follows from the above equation and Equation (115)). O

5.5.4 Proof of Lemma [5.25|

Proof of Lemma[5.25 Fix any intersection o € {0,1}2. Since o is fixed, we drop the super-script from
v;”’. That is, we use v; to denote v{”. The proof of this lemma is similar to the proof of Lemma
In particular, we borrow the following fact from Lemma which is proved in Equation (120)): For any
te{l,2,...,|I,|}:

E[ve] € F~' (E[F(vg)]) £ Ogp(m™%). (122)

Since vy is the (|I,]| — £)-th order statistic of |I,| draws from D, it follows that F'(v,) is the (|1,| — £)-th order
statistic of |I,| draws from Y. Hence, using Fact it follows that

E[F(ve)] = Iﬁl :Lf =1- IIiI +0,(m™). (Using that |I,| > pm)
Applying F~! to both sides, we get that
F Y E[F(v)])=F! <1 - IIiI + op(m—l)) . (123)
By Assumption [1| we have that pp(z) < 2 for all € supp(D). This implies that
Vx € supp(D), (F71)(z) < % (124)
Using this, Equation , and the fact that F'~! is increasing we get that:
F Y (E[F(v)]) = F* <1 - Ilil) + O.p(m™1). (125)
Combining the above equation with Equation 7 it follows that
E[v)] € F~ (1 - Ii) + Opp(m™ 7).
O
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5.5.5 Proof of Lemma [5.26]
Proof. Fix any intersection o € {0,1}2. Since o is fixed, we drop the super-script from v{”’. That is, we use

v; to denote v{”’. By Assumption [1} we have that up(x) < % for all z € supp(D). This implies that

Va € supp(D), (F")(z) <

%. (126)

We have

I

IE [v;] — E[v;]] < ‘F‘l (1 - ’) —F! (1 - |1],,|)‘ + Ocp (m— ) (Using Lemma [5.25)
< .

— J 1 J 1 . . _1
<|F7! 1>F (1)+.OC(IZJI)+OC (m 4>
‘ o] Lo | Lo | ’
(Using Equation (126]) and the fact that F~! is a non-decreasing function)

1 . _1
< Ol = 1) 4 Oup (™).
Lo | O

5.6 Proof of Proposition [5.27

In this section, we prove Proposition which complements Theorem [3.4] when the implicit bias functions
satisfy the additive relation bog(z) + b11(z) = big(x) + bo1(x) for all x € supp(D).

Proposition 5.27. Suppose the fraction of selected candidates is between n and 1 — n for some constant
n>0 (ie,n<2<1—mn)and all intersections have size at least pm (i.e., for all o € {0,1}2, |I,| > pm).
Under the implicit bias model in Equation , for any continuous distribution D with non-negative support
and set of strictly increasing functions by: R>¢9 — R>o, where there is one function for each intersection
o € {0,1}2, if Assumption|1| and the following equation holds:

(boo — b1o — bo1 + b11) © (F51 (1 - %)) =0 (127)

then there is a threshold mg € N, such that when the number of items are larger than this threshold, m > my,
there are non-intersectional lower bounds L1, Ls > 0 such that the utility ratio is at least 1 — ¢, i.e.,

Pp(L,B) >1—e¢.
We claim that the following non-intersection constraints satisfy the claim in Proposition [5.2

G G
L1 == @ and L2 = M
m m
The proof borrows results from the proof of Theorem Beyond those results, the main step is to show
that for these values of Ly and Lo, if Equation ([127)) holds then s* = 3. Where s* and § are the optimizers
of Programs and respectively. If s* =3, then the proof can be completed as follows: Let

§ = ]\Z\Zb. (128)
Let 7 be the event that the following hold:
(z*,w) = fL(K*) £+ Os(nm™%), (%, @) = f5(K*) £ Os(nm™7), (129)
(@ w) = fi(K) £ O0s(nm™%),  and  (F,@) = f5(K) + Os(nm™1). (130)
From Lemma we get that
Pr[#] >1— Os(m™3). (131)
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Conditioned on 27, Equations (129) and ((130]) hold, and hence:

) = Fi(s)] < [Fi) = fa(s) + Osom )

<2M - [|[K* = s*||, + Os(nm™5).
(Using that f; is 2M-Lipschitz proved in Lemma [5.22))

Lemma also holds in for the implicit bias model in Equation (7)) and distributions D; see Section
Using it, it follows that: Conditioned on 7

(@ w) = f1(s)] < Og(nm™%). (132)

Replacing «*, K*, and s* by 7 in the above argument, by K , and 5§ we get that: Conditioned on J#
(&, w) — f1(3)] < Os(nm™%). (133)
Since s* = s, using the triangle inequality with Equations and implies that: Conditioned on 7
[(Z,w) — (%, w)| < Os(nm™%). (134)

Then we can prove the result as follows:

>E [ ’ %”} Os(m %) (Using Fact annd Equation (131]))
<x*’ w) — Os(n *% . .
>E (o™, w) H| —Os(m ) (Using Equation (134)))

=1- O(;(m*%). (Using that f1(K*) > % and 2 implies Equation (129))

1 1 M M,
den(2) @a()
np
it holds that %y, (L,5) > 1 —e.

Proof that s* = 5. Recall that s* is

Thus, for any value mg such that

B {|IU| ' %}06{0,1}2 ' (135)

One can verify that s* is feasible for Program . Moreover, s* satisfies the constraints and (33]) with
equality. Note that Program (B1) is concave, its feasible region is a subset of {k € R*: Yoo ko zg. and
s* satisfies constraints and (33]) with equality. These imply that s* is optimal for Program (31) if and
only if V fy(s ) has no component in the linear-subspace of {k € R*: 3k, = 0} which is perpendlcular to
constraints and . One can show that the corresponding hnear space is one dimensional and contains
the vector: v := (1,—1,—1,1). Hence, s* is optimal for Program (31) if and only if

(Vfp(s*),v)y =0.
Substituting the value of V f,(s*) from Equation (108)), we get

(Vfp(s),v) = (boo — b1o — bo1 + b11) © (Fb_l (1 — 2)) =0. (Using Equation (127))
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6 Conclusions, Limitations, and Future Work

In this work we studied the set selection problem in the presence of implicit bias where each item may
belong to any intersectional socially-salient groups. Focusing on lower-bound constraints and randomly (and
independently) drawn utilities, we first showed that no non-intersectional constraints achieve near-optimal
utility. We then presented intersectional constraints that recover almost all utility for arbitrarily chosen
biases for each intersectional group. Thus, the advantage of intersectional constraints is substantial over a
dimension-by-dimension approach.

Our work raises several questions. While we show that the upper bound on the expected utility ratio in
the non-intersectional case is 8/9 when ’s tend to zero and utilities have the uniform distribution, we do
not know if this 8/9 is tight. Moreover, it would be interesting to investigate if this 8/9 bound can go further
down for the distribution of utility changes or as the number of groups p increases. Absent constraints, we
know from Proposition that a ratio of 1/2 can always be guaranteed for the uniform distribution.

More generally, our analysis suffers from several limitations, also sometimes found in closely related
literature. First, the assumption of independent random draws of utilities is critical but may not be realistic
in practice. Second, bias is assumed to be exogenous and due to the lack of a temporal element in bias,
interventions cannot be evaluated in terms of their long-term equilibrium effects. Third, and relating to
the previous point, the interaction between affirmative action via setting lower-bound constraints and the
behavior of individuals or groups is not taken into account. To this end, the recently dropped law suit
by the U.S. Department of Justice against Yale Universityﬂ that accused admission to be biased against
Asian-American and white American, exemplifies how by prioritizing some groups others necessarily feel or
are deprioritized.

Moreover, lower-bound constraints — or affirmative action — is just one intervention to curb the adverse
effects of implicit bias. Any effective approach against implicit bias must consider a diverse set interventions,
including information campaigns and (re-)structured evaluations, complemented by increased accountability
and transparency to enforce and guide these interventions. Here, our work also raises the question of how
policy makers can incorporate intersectionality in other interventions and the potential advantages of doing
S0.

The presence of bias and discrimination unquestionably remains one of the pressing issues of our society.
Implicit bias — vis-a-vis explicit discrimination — is too often viewed as an inevitable byproduct of human
nature. To holistically address how policies can help rather than hinder the persistence of unjust outcomes
it is important to unpack many connected questions: Which groups merit protection and when? How does
affirmative action regarding one group affect another? Should interventions aim at reducing the existence of
implicit bias or is it sufficient if they counter its effects?
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A Properties of the Utility Ratio

To compare the efficacy of the constraints across different distributions, we would like Zp (L, 3) to take
similar values for different choices of D. Recall that we focus on distributions with a non-negative support.
Clearly, for these Zp(L, ) lies between 0 and 1. This is because (Z,w) is always non-negative, and it is at
most (z*, w). However, it is possible that its range, while a subset of [0, 1], changes significantly between
distributions. The next proposition shows that this is not true.

Proposition A.1 (Invariance of range). For all continuous distributions D and implicit bias parameters

B1,... By € (0,1], absent any constraints (i.e., L = 0), the range of %p(L,B) is (%, 1}.

As a special case, the above proposition shows that the range of the utility ratio is invariant across all
distributions with the same mean and support. Its proof is straightforward, and appears in Supplementary
Material Second, we have the following property.

Proposition A.2 (Invariance to scaling). Suppose D' is a scaled version of DE| For all implicit bias
parameters B1, ... 53, € (0,1] and constraints L, %p(L, B) = %p (L, B).

Proposition shows that the utility ratio, Zp(L, ) is invariant to scaling of the distribution. Its proof is
also straightforward, and appears in Supplementary Material [A2]

A.1 Proof of Proposition

Proof. Recall that 2* is the selection maximizing the latent utility subject to the constraint >, ; = n. Let
T be the selection maximizing the observed utility subject to the constraint » . ; #; = n. By the optimality
of x*, we have

Yw, (x*,w) > (T,w) <= Y, <<§: U:U>> <1
—  aws-z| 29 <1

It remains to prove the lower bound on Z(L, 3). To simplify the notation, for each intersection o € {0,1}?
define

BO’ = er[p]:ng:1 ﬁ€~

Then, let 01,09,...,020 € {0,1}? be the order of the intersections by non-increasing order of S,. We
construct a selection T which selects fixed number of items from each intersection and satisfies (Z, w) < (Z, w).
Construct = by first picking from I,, in non-decreasing order of latent utility, then from I, in non-decreasing
order of latent utility, and so on, until n items have been selected. Let S be the set of items picked by ¥
and S be the set of items picked by Z. We claim that any item in S\S has an equal or larger latent utility
than any item in §\§ . To see this, consider ¢ € §\§ and j € §\§ and suppose, toward a contradiction, that

w; < w;. Suppose © € I, and j € I5,. If & > £, then T would have picked ¢ before j, and hence, ¢ € S.
Which contradicts the fact that i € S\ S. Hence, we must have that k¥ < ¢, and hence

Boyw = Boy-
Further, since 7 selected ¢ but not j, we must have @; > ;. Using this, we have
Wy = Bo,w; > Po,wj = W,
Since By, > By, this implies that

Wi > Wy.

6Consider w ~ D. D’ is the distribution of w - v for some v > 0.
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We have a contradiction. Now, we can show that (Z,w) < (Z,w), as follows:
== X wt X e
i€S i€esnsS i€S\§

Since both T and ¥ select n items, we have |S\S| |S\§|. Using this and the fact that any item in §\§ has
a higher latent utility than any item in S\S we get:

i€Sn8 i€5\8
<Y wh X w
i€esns i€S\S
St
ies
= (Z,w). (136)

Suppose that for each o € {0,1}P, T picks k, € N items from I,. By the construction of Z, we know that
{ko,}, are fixed constants. For each intersection o, where T picks at least one item, we have

Zie] Tiw; ZZGI xlwl
Senm | ke L RPN (137)

i€ly

Using this we have

R e
E[Z,w)] = E[z,w)]
- ¥ |y
a:[SNI,|>0 1€ls
. wW;
l| Z E |:k[,— ) Zzlell,,| ]
a:|SNI,|>0 7
. Eyop v
= Z ko - w (Each w; is drawn independently from D)
o:[SNI,|>0 7
- v?’D [U] . Z ka
o:|SNI;|>0
= UDNED [v] - . (138)
Further, we have
m m
* frd < frd .
(@*, w) Zi_ wjwi <Y w-sup(supp(D)) = n - sup(supp(D)). (139)

Combining Equations (138) and (139)) we get

). (IEE) .
%’(L,B)ZE[@JW} -Z-E[ (T, w) } . ]E[ Eyup [v] -1 }: Eyp [V] .
w | (2%, w) n - sup(supp(D)) n-sup(supp(D)) ] sup(supp(D))
O
A.2 Proof of Proposition
Proof. Let v > 0 be such that D’ be the distribution of w - v where w is drawn from D. Then
<%7 w/> <‘%’ w - 7> (v>0) (T, w>
(L = E = E |——|''=" E = L,pB).
%D ( 7ﬁ) w!'~D’ |:<LTJ*, ’U},> w~D <$*, w - "}/> w~D <I‘*, U)> %D( ’ﬁ)
O
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