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QUICK TIPS
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This PowerPoint template requires basic PowerPoint 
(version 2007 or newer) skills. Below is a list of 
commonly asked questions specific to this template. 
If you are using an older version of PowerPoint some 
template features may not work properly.

Using the template

Verifying the quality of your graphics
Go to the VIEW menu and click on ZOOM to set your 
preferred magnification. This template is at 100% 
the size of the final poster. All text and graphics will 
be printed at 100% their size. To see what your 
poster will look like when printed, set the zoom to 
100% and evaluate the quality of all your graphics 
before you submit your poster for printing.

Using the placeholders
To add text to this template click inside a 
placeholder and type in or paste your text. To move 
a placeholder, click on it once (to select it), place 
your cursor on its frame and your cursor will change 
to this symbol:         Then, click once and drag it to 
its new location where you can resize it as needed. 
Additional placeholders can be found on the left 
side of this template.

Modifying the layout
This template has four
different column layouts. 
Right-click your mouse
on the background and 
click on “Layout” to see 
the layout options.
The columns in the provided layouts are fixed and 
cannot be moved but advanced users can modify any 
layout by going to VIEW and then SLIDE MASTER.

Importing text and graphics from external sources
TEXT: Paste or type your text into a pre-existing 
placeholder or drag in a new placeholder from the 
left side of the template. Move it anywhere as 
needed.
PHOTOS: Drag in a picture placeholder, size it first, 
click in it and insert a photo from the menu.
TABLES: You can copy and paste a table from an 
external document onto this poster template. To 
adjust  the way the text fits within the cells of a 
table that has been pasted, right-click on the table, 
click FORMAT SHAPE  then click on TEXT BOX and 
change the INTERNAL MARGIN values to 0.25

Modifying the color scheme
To change the color scheme of this template go to 
the “Design” menu and click on “Colors”. You can 
choose from the provide color combinations or you 
can create your own.

QUICK DESIGN GUIDE
(--THIS SECTION DOES NOT PRINT--)

This PowerPoint 2007 template produces a 36”x48” 
professional  poster. It will save you valuable time 
placing titles, subtitles, text, and graphics. 

Use it to create your presentation. Then send it to 
PosterPresentations.com for premium quality, 
same day affordable printing.

We provide a series of online tutorials that will 
guide you through the poster design process and 
answer your poster production questions. 

View our online tutorials at:
 http://bit.ly/Poster_creation_help 
(copy and paste the link into your web browser).

For assistance and to order your printed poster call 
PosterPresentations.com at 1.866.649.3004

Object Placeholders

Use the placeholders provided below to add new 
elements to your poster: Drag a placeholder onto 
the poster area, size it, and click it to edit.

Section Header placeholder
Move this preformatted section header placeholder 
to the poster area to add another section header. 
Use section headers to separate topics or concepts 
within your presentation. 

Text placeholder
Move this preformatted text placeholder to the 
poster to add a new body of text.

Picture placeholder
Move this graphic placeholder onto your poster, size 
it first, and then click it to add a picture to the 
poster.
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We replace the feed-forward neural network layers in each encoder block of Vision 
Transformers of Dosovitskiy et al. (2020) with Dynamic Routing proposed by Sabour, 
Frosst, and Hinton (2017).

● L=3 encoder blocks
● Number of heads: 8
● Dimension of embedding layers: 256
● Last layer: feed-forward perceptron.

People often listen to songs that match their mood. Thus, an AI music 
recommendation system that is aware of the user’s emotions is likely to provide a 
superior user experience to one that is unaware. In this work, we present an 
emotion-aware music recommendation system. Multiple models are discussed and 
evaluated for affect identification from a live image of the user. We propose two 
models: DRViT, which applies dynamic routing to vision transformers, and InvNet50, 
which uses involution. All considered models are trained and evaluated on the 
AffectNet dataset. Each model outputs the user’s estimated valence and arousal 
under the circumplex model of affect. These values are compared to the valence 
and arousal values for songs in a Spotify dataset, and the top-five closest-matching 
songs are presented to the user. Experimental results of the models and user testing 
are presented.

Abstract

System Overview

Affect Identification Architecture #1: InvNet50
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Image Acquisition and Processing 
In the web application, the user provides a picture of their face using the 
front-facing camera of their device.
    
Affect Identification
● The system runs the image through an affect identification model to predict the 

valence and arousal values, two continuous ranges representing human emotion:
○ Valence: level of positivity or negativity
○ Arousal: level of energy

● Our system randomly chooses one of the two following models trained on the 
AffectNet dataset (Mollahosseini, Hasani, and Mahoor 2017):
○ Dynamic Routing for Vision Transformers (DRViT)
○ Involution Residual Network with 50 layers (InvNet50)

● AffectNet provides targets for valence, arousal, and 8 affect classes:

● After generating the valence-arousal values, the system passes them to a decision 
tree classifier to interpret the values as English words.

Music Recommendation
● The system then uses a 600k-song Spotify dataset to match the songs’  normalized 

valence and arousal values with the pairs generated from the model. 
● The top-five songs (according to nearest neighbor on the valence-arousal plane) 

are recommended to the user. Users may listen to 30-second clips or follow a link 
to the song on Spotify.

Augmentation
● Both plans:

○ 20,000 images selected per class (or fewer if class size < 20,000)
○ Random application of: no augmentation, Gaussian blur, horizon flip, color 

jitter, random erasing
○ Performed online (during training)

● Plan A:
○ Image randomly selected from among the dataset up to 20,000 per class.
○ Augmentation (or no augmentation) is applied as above.
○ Result: 160,000 images with perfect balance between classes

● Plan B: 
○ Considers each previously selected image once.
○ Augmentation (or no augmentation) is applied as above.
○ Result: 108,021 images with imbalance between classes

Models x outputs
● 2 x 1: two models with the same architecture and one output, one trained on 

valence, one on arousal
● 1 x 2: one model with two outputs trained on valence and arousal

● Involution kernel of Li et al. 
(2021):
○ Spatial-specific: aware of 

spatial relationships.
○ Channel-agnostic: ignorant 

of channel-specific features.
● InvNet50 also adopts 

skip-connection, dropout, layer, 
and batch normalization to 
reduce overfitting.

Experiment Results and Analysis

● ResNet50 and ViT fail to significantly improve upon AlexNet.
● 1x2 versus 2x1 shows little difference in performance, but 1x2 is more efficient.
● DRViT and InvNet50 give better results than AlexNet, ResNet50 and ViT.
● DRViT prefers no augmentation, while InvNet50 prefers augmentation plan B.

○ Due to a full attention mechanism and dynamic routing, DRViT may require 
more data than InvNet50, hence the preference for no augmentation over 
random selection and augmentation plans.

Best InvNet50: 1×2 with augmentation B (row 10). 
Best overall: DRViT 1×2 with no augmentation (row 11). 

Application Overview

Experimental Setup
Image acquisition Affect identification

Capsule layer output:

Affect Identification Architecture #2: DRViT
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