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Further Knowledge on Featured Topics

Statistics in publishing: the (mis)use of
the p-value (part 1)

Introduction

In hand surgery research, most studies, whether
observational studies or randomized controlled
trials (RCT), are aimed at finding out whether there
is an effect (association or difference) of a certain
determinant on a specific outcome. This is usually
determined using null-hypothesis significance test-
ing (NHST), in which a p-value <0.05 is considered
as evidence that the findings are significant. Although
this method is widely used, it has been criticized
since its inception. The critique has been mainly
focused on the misuse of NHST, but also more con-
ceptually on the method itself. In part 1 of this
two-part article, we discuss some examples of how
the p-value can be misused, using a simulated data-
set partly based on real data from an RCT (Broekstra
et al., 2022). In part 2, we will discuss the conceptual
criticism and offer some guidance on alternatives.

In this example study, women with a distal radial
fracture were randomized either to an intervention
(cast þ rehabilitation programme) or control (cast
only) group in a 1:1 ratio. The intervention was
aimed at restoring hand function, which was mea-
sured using the Patient-Rated Wrist Evaluation
(PRWE), a validated patient-reported outcome meas-
ure for determining hand function in patients with
wrist problems, with a score ranging between 0 (no
problems) and 100 (severe problems).

Testing for baseline differences

One of the first steps that most researchers would
take after gathering their data from an RCT is to look
for any differences between the randomized groups
that they want to compare, whether this be in terms
of demographics, clinical characteristics or co-
treatments received. The reasons given are (1) to
make sure the randomization was successful, and (2)
to examine whether potentially found differences are
critical. Although this may seem a reasonable thing
to do, it is not recommended to do this as comparing
baseline characteristics of an RCT using NHST is not
necessary and even problematic (Altman and Doré,
1990; Moher et al., 2010). Why may this be the case?

First, a statistically significant difference at base-
line, for instance there is a difference between the
two groups in terms of age, does not mean that the
randomization process was incorrect. Because of
chance, even correctly executed randomization with
blinded allocation can yield differences at baseline
resulting in differences in age, gender or injury pat-
terns. This is especially the case in small samples as
shown in our example (Table 1). Additionally, there is
no cut-off point at which we can conclude that the
randomization had failed, or that the statistically sig-
nificant difference is a result of chance. It may be
better to define how differences at baseline are trea-
ted during the design of the study, which brings us to
the second reason often given by researchers to test
for baseline differences.

In contrast to what these researchers believe, the
decision to adjust for specific variables should not be
made based on statistical significance (i.e. a p-value
<0.05 when comparing baseline differences between
groups), but rather on the conceptual framework
determining whether this variable is prognostic for
the outcome. In other words, one should determine
whether variables might be of influence on the out-
come before the study is even conducted and account
for these variables in the analysis.

If we look at Table 1 again, using NHST we will
conclude that there are no differences at baseline
between the two groups in terms of age, fracture
type or affected side, as indicated by p-values
>0.05. Therefore, some authors might conclude
that it is better not to adjust the analysis for any
co-variables. However, conceptually, one might
expect that all these variables included in Table 1
should influence functional outcome. It may there-
fore be better to adjust the analyses for all these
variables.

Based on the results of univariable linear regres-
sion analysis (which is in fact equal to an independent
t-test in this case), we would conclude that the inter-
vention is beneficial since there is a statistically
significant difference between the groups (Table 2,
unadjusted model; p< 0.001). However, if we would
base our decision on the conceptual framework
instead of the p-value and adjust for the other
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variables that may influence the outcome, we would
conclude that the beneficial effect is absent (Table 2,
adjusted model; p ¼ 0.070).

Significance versus clinical relevance

Another area where we need to be wary is the clinical
implication of a p-value. Even when the p-value is
smaller than 0.05, we need to interpret it carefully
within the context of the research question and out-
come measure chosen. For example, our unadjusted
model indicates that there was a statistically signifi-
cant difference between the two groups of 4.4 points
in terms of the PRWE score. However, a statistically
significant difference does not necessarily indicate
that it is clinically relevant. What does this mean?
In this case, the minimal change in PRWE score
that is meaningful to the average patient, also
known as the minimal clinically important change
(MCIC), is 20 points (McCreary et al., 2020). This is
much larger than the difference that we observed
between the two groups. In other words, the statis-
tically significant difference observed between the
two groups is a difference that was too small for
patients to notice, namely it is not clinically relevant.

In this aspect, it would be more appropriate to con-
clude that there was no beneficial effect of the inter-
vention despite the p-value <0.05. It should be noted
that this conclusion only provides information on
group-level, that is for the average patient. Of
course, it is possible that individual patients did
have an increase in PRWE score larger than the
MCIC of 20 points. However, if we are interested in
such individual effects of the intervention, there are
other better methods for analysis, such as responder
analysis in which we would define the individual level
outcome here as attaining a change of 20 points or
more.

Figure 1 shows possible scenarios of an effect with
respect to statistical significance and clinical rele-
vance. The dots represent the point estimate, which
is for instance the observed difference in means
between groups when using t-tests, or the beta-
coefficient in regression analysis. The whiskers
represent the 95% confidence intervals (CI), which
provide an indication of the precision with which
this difference was estimated (this will be further
elaborated in Part 2). Note though that CIs are also
used to test for statistical significance, just like
p-values. In fact, whenever the 95% CI does not

Table 1. Descriptive statistics of the two study groups.

Intervention (n ¼ 33) Control (n ¼ 17) p-value

Age at inclusion in years (mean, SD) 63.7 (4.3) 61.1 (5.4) p ¼ 0.10a

Fracture type p ¼ 0.06b

Extra-articular 17 (51%) 14 (82%)

Intra-articular 16 (49%) 3 (18%)

Affected side p ¼ 0.09b

Dominant 27 (82%) 10 (59%)

Non-dominant 6 (18%) 7 (41%)

SD: standard deviation.
aTested with independent t-test.
bTested with Fisher’s exact test.

Table 2. Regression coefficients for the unadjusted and adjusted models.

Unadjusted model Adjusted model

Coefficient (95% CI) p-value Coefficient (95% CI) p-value

Intercept 52.35 (50.32 to 54.37) <0.001 33.44 (25.22 to 41.65) <0.001

Change in PRWE score with intervention 4.44 (1.95 to 6.93) <0.001 1.21 (–0.12 to 2.54) 0.070

Age — 0.32 (0.19 to 0.45) <0.001

Fracture type (intra-articular) — 5.17 (3.87 to 6.46) <0.001

Dominant hand affected (yes) — –3.56 (–4.94 to –2.17) <0.001

PRWE: Patient-Rated Wrist Evaluation; CI: confidence interval.
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include the neutral value (‘0’ in case of testing a dif-
ference of means), the effect is statistically signifi-
cant, and the corresponding p-value will be smaller
than 0.05.

In Figure 1, there are two scenarios where statis-
tical significance and clinical relevance are in line
with each other: (1) the case in which there is a stat-
ically significant difference and clinically relevant
difference (red) as indicated by the 95% CI not over-
lapping 0, and a point estimate being larger than the
MCIC; and (2) the case in which there is no statistic-
ally significant and no clinically relevant difference
(blue) as indicated by the 95% CI containing 0 and
the point estimate being smaller than the MCIC. In
the first scenario, there is evidence that the new
intervention is effective, and that it may be imple-
mented in clinical practice. Clearly, other consider-
ations, such as costs, side-effects or burden, should
also be taken into account in the decision to imple-
ment it. Additionally, the decision to implement it
should always be seen in the light of plausibility
and ideally not be based on a single study. The
second scenario shows absence of both statistical
significance and clinical relevance, which provides
evidence that the intervention should not (yet) be
implemented in clinical practice. The other scenarios
reflect situations where the two are not in line with
each other or where one cannot tell based on the
results. The third scenario (green) shows statistical
significance, but there is absence of clinical rele-
vance, which reflects the situation of our example

(Table 2, mean difference 4.44 (95% CI: 1.95 to
6.93)). In the last scenario (yellow), the 95% CI
reflects a very imprecise result that is clearly not
statistically significant, and for which clinical rele-
vance remains inconclusive since the 95% CI over-
laps the MCIC. In this situation, further research is
warranted.

Superiority testing versus equivalence or
non-inferiority testing

Using the example on distal radial fractures again,
our hypothesis was that the intervention was benefi-
cial for functional outcome. In other words, the
example trial is a so-called superiority trial.
However, we should note that often new interven-
tions emerge that are not expected to be better
than existing ones, but that are expected to have
equivalent (similar) or at least not inferior (not
worse) effectiveness with regard to the outcome.
The latter is especially common in clinical trials, for
instance, if we expect the (new) treatment to have
less side effects or if costs are expected to be
lower than the usual care. It is important to note
that this is a completely different starting point. In
such cases, regular (superiority) testing using
NHST will not answer the research question as to
whether the treatment outcomes are similar,
because it is only geared to test for superiority.
Testing for non-inferiority starts with the definition
of a margin of non-inferiority. This margin indicates
that the new treatment might result in a (slightly)
worse outcome, without clinical implications. The
margin is the cut-off after which we deem differences
to indicate worse outcomes for the new treatment as
compared with standard care. After results have
been obtained, again confidence intervals can be
used to make a statement about the results, in this
case, whether non-inferiority of the new treatment
can be assumed. When the lower limit of the confi-
dence interval lies before the margin of non-
inferiority (Figure 2, scenarios BD), the effects can
be considered as non-inferior. In cases where the
interval includes the margin (Figure 2, scenarios
E–G), the result is inconclusive. When both the
lower and upper limit of the confidence interval
exceed the margin (Figure 2, scenario H), the new
treatment can be deemed inferior. Note that the
conclusions for many of these scenarios are very
different from those from a superiority analysis.
For example, in a superiority analysis, scenario B
would imply that we cannot conclude that the new
treatment is better than usual care, whereas in a
non-inferiority analysis we conclude it is non-
inferior.

Figure 1. The four possible scenarios of statistically
(non)significance and (no) clinical relevance.
MCIC: minimal clinically important change.
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Conclusion

In conclusion, we have shown some common forms
of p-value and particularly NHST misuse, their pos-
sible consequences and offered practical solutions.
The issues we raised are well known among meth-
odologists, but less so among applied researchers
and clinicians. Furthermore, statistical behaviour
perpetuates with the behaviour of others as pre-
sented to us in the articles we read. We hope we

have provided an easy-to-understand explanation
applied to a hand surgery example, and a few
simple guidelines that can be followed in situations
where common mistakes are made. It is important to
note there is no ‘one-stop shop’ solution that will
overcome all drawbacks related to both NHST
(p-values) and the use of CI instead, and constant
discussions with a statistician or methodologist is
helpful. In part 2, we will discuss the conceptual
problems of NHST in further detail and also look at
more alternatives.
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Figure 2. Different scenarios showing the difference
between superiority and (non)inferiority.
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