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Abstract  

Quantum mechanical models are used to calculate a host of physical phenomena in 

molecular solids ranging from mechanical elasticity to the energetic stability ordering of 

polymorphs. However, with the many software packages and methodologies available, it can be 

difficult to select the most suitable model for the problem at hand without prior knowledge. A 

promising approach for evaluating the performance of solid-state models is the comparison of 

the simulations to experimentally measured low-frequency (sub-200 cm-1) vibrational spectra. As 

this region is dominated by weak intermolecular forces and shallow potential energy surfaces, 

even slight miscalculations in the solid-state packing arrangements can become readily apparent.  

In this work, terahertz time-domain spectroscopy and low-frequency Raman spectroscopy are 

used as benchmark experimental targets to develop computational methodologies for simulating 

and analyzing the lattice vibrations of molecular crystals such as torsions and translations. The 

developed computational approaches utilize solid-state density functional theory to account for 

the periodic nature of a molecular crystal and include careful consideration of the effects that 

functional choice, basis set composition, and energetic tolerances have on the frequencies and 

spectral intensities of the sub-200 cm-1 vibrations. These computational methodologies serve as 

standards for accurately modeling low-frequency vibrations across a range of molecular solids 

from a small molecule that exhibits unusual thermal behavior to the intricacies of an extensively 

hydrogen bonded oligopeptide.  
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Chapter 1: Introduction  

1.1 Motivation  

Computational models have been used across a wide range of scientific disciplines, 

finding uses from physics to food science.1-7 These models are applicable to all states of matter, 

but have often been applied to complex solid-state problems such as to help differentiate between 

the many polymorphs of chocolate, and explain why in the late 1990’s the HIV drug Ritonavir 

started failing dissolution tests and had to be pulled from the shelves.8-12 Quantum mechanical 

models are particularly advantageous over classical force fields, as they do not require the use of 

empirical parameters, however, they do come with a large computational cost that has proven to 

be overwhelming for large systems.13-15 This challenge has been addressed through continuous 

improvements to computers and software codes, increasing the potential applications of quantum 

mechanical models.16-18  

Even with improvements to scalability, the difficulty remains in knowing how far a 

quantum mechanical model can be trusted.19-21 A target accuracy of 1 kcal/mol (4.2 kJ/mol) is 

often used, but this has proven to be insufficient when describing small energy changes such as 

ranking the stability of polymorphs.22-28 To validate these models, replication of experimental 

measurements is necessary, with models often focusing first on accurately predicting atomization 

energies.29-31 This focus, however, is not an appropriate target for condensed phase systems, as 

their errors increase with system size.32-34 A promising benchmark for determining the success of 

molecular solid simulations is the replication of low-frequency vibrations. These vibrations       

(< 200 cm-1) are associated with large-scale, global motions of the molecular species in the solid 
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and require that the model accounts for not only the covalent forces within a single molecule, but 

also the intermolecular forces that hold the solid together.35-38  

Developing methodologies that focus on the low-frequency region of the electromagnetic 

spectrum provides realistic expectations for the simulation of condensed phase systems. In the 

past, the combination of quantum models and low-frequency vibrational spectroscopy has 

worked very well, but improvements to technology and software codes allow even further 

understanding to be gained.39-45 These insights can come in the form of observing low-frequency 

Raman vibrations within 5 cm-1 of the Rayleigh line, or through the use of a hybrid density 

functional in studying biomolecules.42, 46-49 As the restraints that previously bound quantum 

mechanical models are relaxed, a new set of methodologies can emerge to model physical 

phenomena in ways that were once thought to be impractical.  These approaches can then be 

used to draw new physical insight and serve as guides for the development of methodologies to 

be used to evaluate even larger and more complex systems. 

 

1.2 Background 

To rationally use quantum models in the investigation of solid-state properties, the 

theoretical methods that form the foundations of the simulations must be at least minimally 

understood, including an appreciation for the terms used to solve the Schrödinger equation.50-52 

Once solved, the Schrödinger equation can be used to describe all quantum aspects of a system. 

While this equation can be easily explained for a single electron case, as the size of the system 

increases to include multiple electrons, the interactions between these electrons greatly 

complicates solving the many-body Schrödinger equation.53, 54 
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 A commonly applied computational method to describe both the classical electrostatics and 

the quantum effects of condensed phase matter is solid-state density functional theory (ss-

DFT).55-58 In principle, this approach provides an exact solution as the exchange and correlation 

energy are included as a function of the electron density; however, without knowing the exact 

form of the exchange and correlation terms, approximations must be made.59, 60 When 

performing ss-DFT based calculations, it is important to note which terms can be solved exactly, 

versus those that must be approximated. In understanding the formation of the density functional 

used to approximate the exchange and correlation energy, as well as the formation of the 

molecular orbitals used to describe the electron density, one can begin to understand how one 

simulation differs from the next. Since these differences in the construction of the model can lead 

to large changes in the predicted physical properties, it is imperative that they are chosen with 

care and with respect to the type of system being evaluated.61-67 In the case of crystalline 

systems, this includes the use of periodic boundary conditions and the inclusion of London 

dispersion forces.68-73  

Since these models are often used to differentiate solids that differ only in their solid-state 

packing arrangement, and not molecular identities, the experimental measurements to which they 

are being compared should be able to do the same. One experimental technique that can monitor 

these often-subtle differences in packing arrangements is low-frequency vibrational 

spectroscopy. Low-frequency vibrational spectroscopy is governed by the same foundations of 

classical infrared and Raman spectroscopies. However, unlike spectroscopies that probe the 

frequency region > 1500 cm-1 and can only differentiate between the presence of different 

functional groups, low-frequency vibrational spectroscopy interacts with < 200 cm-1 frequency 

range that can be used to differentiate between slight changes to the intermolecular packing 
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arrangements of solids.74-79 It can be advantageous to use a combination of low-frequency 

vibrational spectroscopies to measure all optically allowed vibrations, regardless of vibrational 

selection rules, using both terahertz time-domain spectroscopy and Raman spectroscopy.80-82 Just 

as it is important to understand the energetic transitions and vibrational selection rules that allow 

a spectral feature to be observed, it is also important to understand how these spectra can be 

collected and applied.  

Another technique often used to characterize crystalline solids is X-ray diffraction.83-86 

Rooted in the directionality and intensity of the diffracted rays, X-ray diffraction is used to not 

only identify the dimensions of a crystallographic unit cell, but the location of the atoms within 

it.87 Knowledge of the foundations that govern X-ray diffraction leads to more meaningful and 

efficient data collections that can be used to help validate computational models.  

 

1.3 Summary of Chapters 

The opening sections of this work focus on the foundations that are used to characterize 

solids both theoretically (Chapter 2) and experimentally (Chapter 3), paying special attention 

to solid-state density functional theory and low-frequency vibrational spectroscopy. These 

foundations enable the processes and applications described in Chapter 4 to be used 

appropriately to gain the new physical insights that are detailed in Chapters 5-7. The work 

closes with a series of reflections on the key products of the work and the potential for future 

directions (Chapter 8).  

Chapter 2 begins by briefly exploring the core equations and principles that govern 

quantum mechanical models with the discussion progressing to the specifics of density 
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functional theory (DFT). As opposed to wavefunction-based methods, the crux of DFT lies in 

solving for the electron density, and while several of the energetic components can be solved 

exactly, there still exists a group of interactions that must be approximated. These approximated 

terms cover the quantum contributions to kinetic energy as well as electron-electron repulsion. 

To model these interactions, a number of density functionals and basis sets have been developed 

using varying levels of complexity. Finally, the application of these principles to solid-state 

calculations is explored, emphasizing the need for periodic boundary conditions.  

Chapter 3 begins by broadly describing a number of experimental approaches that can be 

used to characterize solids. The focus is then narrowed down to two regions of the 

electromagnetic spectrum that can be used to validate the quality of DFT calculations in the 

solid-state, the terahertz frequency range, from 3 – 333 cm-1, and the X-ray frequency range, 

from 10-9 – 10-7 cm-1. Two different forms of low-frequency vibrational spectroscopy are used to 

access vibrations in the terahertz range. Both approaches are governed by the same principles 

that apply to all types of vibrational spectroscopy, with the difference being the vibrational 

selection rules that are being investigated. Terahertz time-domain spectroscopy (THz-TDS) uses 

the generation and detection of terahertz waves to probe the infrared-active vibrations by 

measuring the transmission of light through a sample. Conversely, low-frequency Raman 

spectroscopy (LFRS) probes the Raman-active vibrations through precise filtering and analysis 

of the light scattered off the sample. The same types of large-scale global vibrations are seen 

regardless of which low-frequency technique is used, but having access to both provides a 

complete spectral picture for the samples being investigated.  The X-ray frequency range is 

utilized through two different approaches as well, powder X-ray diffraction (PXRD) and single-

crystal X-ray diffraction (SC-XRD), but these techniques are based on diffraction rather than 
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absorption. The first approach provides a representative pattern of the bulk sample, while the 

second approach focuses on the details of an individual crystal.  

Chapter 4 aims to provide practical applications for the foundations established in the 

previous chapters, and outline processes that can be followed to achieve reliable and sensible 

results. Cursory descriptions of a selection of tools available within the solid-state DFT software 

code, CRYSTAL17 are provided as well as examples of input files to start single point energy, 

geometry optimization, and harmonic frequency calculations for L-cystine, a proposed molecular 

standard.88 Also included, are detailed procedures for the collection and analysis of both THz-

TDS and LFRS measurements, with examples of spectra for each approach. This chapter 

concludes with PXRD and SC-XRD procedures for the use of the instruments in the Department 

of Chemistry at Syracuse University, including specific details about previously used data 

collection parameters.  

 Chapter 5 is a presentation of the proposed crystalline molecular standards to be used for 

both forms of low-frequency vibrational spectroscopy and ss-DFT calculations. With researchers 

currently having the accessibility to such a wide number of commercialized and home-built 

instruments as well as ss-DFT software codes, the situation necessitates the establishment of 

benchmark molecular targets. Three crystalline solids are proposed to serve as standards: α-

lactose monohydrate, biotin, and L-cystine. Each of these systems forms well-characterized 

crystalline solids under ambient conditions that are stable, inexpensive, and non-hazardous. All 

three targets also have a number of well-resolved spectral features at room-temperature 

obtainable through both THz-TDS and LFRS. The same materials were analyzed 

computationally using identical levels of theory, and good agreement with experimental results 
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were achieved for each solid. The ideal candidate to serve as a molecular standard across THz-

TDS, LFRS, and ss-DFT was determined to be crystalline biotin.  

 Chapter 6 reveals an unusual temperature dependence in a lattice vibration of a well-

known neurotransmitter, γ-aminobutyric acid (GABA). Typically, when a sample is cooled, the 

spectral features will shift to a higher frequency, and this is what was seen for the majority of the 

low-frequency terahertz and Raman peaks of GABA. However, the lowest frequency lattice 

vibration in crystalline GABA shifts to lower frequency when cooled. This anomalous shift in 

response to temperature is unusual, but not unheard of. To explain the origin of the unexpected 

shift, a series of ss-DFT calculations were run, employing numerous functionals, basis sets, and 

additional keywords to increase accuracy. Regardless of the approach, the anomalous shift was 

not reproduced using a harmonic approximation for the vibrational frequencies, and it was only 

once the quasi-harmonic approximation was utilized that the temperature-dependent shift became 

reproducible using ss-DFT. The combination of the quasi-harmonic approximation and the 

investigation into the character of the lowest terahertz mode revealed that the shift was most 

likely dominated by an unusually anharmonic hydrogen bond. 

Chapter 7 increases the size of the system studied to include an oligopeptide in the form 

of crystalline β-triglycine. β-triglycine is used as a benchmark system to evaluate the impact that 

different functional and basis set combinations have on the geometry optimization and harmonic 

vibrational frequencies of an oligopeptide. Successful modeling of an oligopeptide is one of the 

first steps necessary to developing a methodology capable of being scaled to include even larger 

biomolecular systems. It was found that while all functionals and basis sets examined provided 

general agreement with the experiments, the PBE0-D3 functional in combination with the VTZP 

basis set proved to be superior. In addition to demonstrating the value of the PBE0 hybrid 
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functional, this work highlights that the VTZP basis set shows great promise for use with large 

systems that require a hybrid functional to reach good chemical accuracy.    
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Chapter 2: Theoretical Foundations for the Characterization of 

Solids 

2.1 Introduction  

Every development that can be applied to a quantum model provides the opportunity for a 

more accurate chemical description.1-3 What started as a way to model a single hydrogen atom 

has grown to predict physical properties and observables for systems as large as biomolecules, 

with simulations lending themselves to predicting vibrational spectra, electronic band gaps, and 

thermodynamic stability.4-7 All the information needed to solve these problems lies in solving the 

wave function of a chemical system, the mathematical expression that encompasses the 

probability of a particle’s quantum state.8 In 1926, Erwin Schrödinger devised an equation 

capable of solving the wave function (Ψ) of a system that could be modified to include or 

exclude time-varying external forces.9  The time-independent Schrödinger equation takes the 

succinct form seen in equation (2.1), where the energy (E), is an eigenvalue of the Hamiltonian 

(H, energy operator).10  

 �̂�𝛹 = 𝐸𝛹 (2.1) 

 

The above equation (2.1) has been used to solve the exact wave function of a single 

hydrogen atom, however, systems composed of many nuclei and electrons such as solids require 

a many-body solution.11, 12 Solving the many-body problem of the time-independent Schrödinger 

equation begins with separating the total energy into its kinetic and potential energy components 

as seen in equation (2.2). This equation expresses the time-independent Schrödinger equation in 

terms of the electron coordinates, r, spanning the indices i,j for the number of electrons (N) and 
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the nuclear coordinates, R, spanning the indices I,J for the number of nuclei (M). Other variables 

included in equation (2.2) include: ℏ, the reduced form of Planck’s constant, me, the mass of an 

electron, MI the nuclear mass, e, the charge of an electron, ε0, the permittivity of a vacuum, Z, the 

atomic number, and ∇ 2, the Laplacian operator defined in equation (2.3). 
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While equation (2.2) is quite large it is an ab initio solution as none of the variables are 

empirically derived.13 The lengthy expression for the Hamiltonian enclosed in the above brackets 

can be reduced to a more approachable form seen in equation (2.4) by expressing the first two 

terms as Te and Tn, to represent the kinetic energy of the electrons and nuclei, respectively. The 

remaining three terms are expressed as Ve-e, Vn-n, and Ve-n, representing the Coulombic 

interactions of electron-electron repulsion, nuclei-nuclei repulsion, and electron-nuclei attraction, 

respectively.  

 [𝑇�̂� + 𝑇�̂� + 𝑉𝑒−𝑒
̂ + 𝑉𝑛−�̂� + 𝑉𝑒−�̂�]𝛹 =  𝐸𝑡𝑜𝑡𝛹 (2.4) 
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It is the Born-Oppenheimer approximation that allows for the electronic and nuclear terms to be 

separated, as well as the terms Tn and Vn-n to be removed from further consideration due to the 

overwhelming mass difference between the nuclei and the electrons.14   

While the exact wave function for the above equation can be solved for a single hydrogen 

atom, no exact solution has yet been obtained for a system containing more than a single 

electron, due to the electron-electron interactions causing multiple terms to be dependent upon 

one another. The most straightforward approximation to solving the multi-electron problem is to 

invoke the independent electron approximation, where electrons are treated as non-interacting 

particles, allowing the Hamiltonian to be separable for each electron. With the understanding that 

electrons do, in fact, interact with one another, the repulsive Coulombic term can begin to be 

reintroduced. To begin including electron-electron repulsion, the Hartree approximation can be 

used, applying the average potential felt by each electron to the entire system.15-17 This 

decomposes what was once a problem with 3N dimensionality into N three-dimensional 

equations and replaces the Ve-e  term in equation (2.4) with the Hartree potential, VH, and 

expresses the electron-electron repulsion in terms of electron density, n(r).18 While the Hartree 

approximation is a good starting point, it is only able to account for classical electrostatics and 

fails to include any quantum effects.  

To account for the missing energy terms attributed to quantum effects, such as exchange 

and correlation energy, either wave function or density-based methods can be used with both 

approaches constructing a many-body wave function (Ψ) through a series of one-electron wave 

functions (ψ). Wave function-based methods, such as Hartree Fock, use a Slater determinant to 

construct the final wave function, while density-based methods, such as density functional 

theory, rely on the electron density in place of explicitly solving the wave function.19, 20    
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2.2 Density Functional Theory 

 At the heart of all density functional theory (DFT) calculations are the two theorems 

developed by Hohenberg and Kohn in 1964. The first states that the ground-state energy is a 

unique functional of the electron density, and the second states the variational principle, that the 

electron density that corresponds to the solution of the time-independent Schrödinger equation 

will be the one in which the total energy is minimized.21 Only a single year after the Hohenberg-

Kohn theorems were released, the Kohn-Sham equations were published, expressing the electron 

density using single-electron wave functions. These equations allowed the theorems established 

by Hohenberg and Kohn to be applied to chemical systems as seen in equation (2.5), where the 

first term (
−ℏ𝟐

𝟐𝒎
𝜵𝟐) is the electronic kinetic energy, V(r) is the electron-nuclei interaction, VH(r) is 

the Hartree potential, and VXC(r) is the exchange-correlation potential for a position, r. The 

Hartree potential can be further defined in terms of electron density as shown in equation (2.6). 

 
[
−ℏ2

2𝑚
𝛻2 + 𝑉(𝑟) + 𝑉𝐻(𝑟) + 𝑉𝑥𝑐(𝑟)] 𝜓𝑖(𝑟) = 𝐸𝑖𝜓𝑖(𝑟)  (2.5) 

 

 
𝑉𝐻(𝑟) = 𝑒2∫

𝑛(𝑟′)

|𝑟 − 𝑟′|
ⅆ3𝑟′ (2.6) 

 

The exchange-correlation potential included in equation (2.5) accounts for the missing electron-

electron repulsion and kinetic energy terms left out when using only a classical approach.22, 23 It 

is this embracement of the quantum terms established by the exchange-correlation potential that 

differentiates the Kohn-Sham equations from the Hartree-Fock equations established at the end 

of section 2.1.24  While the inclusion of these additional terms makes for a more accurate 
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solution, the exact form of VXC is not known and must be approximated using an exchange-

correlation functional. While the theory behind DFT is exact, without knowing the true form of 

VXC, the equations can only be solved approximately.  

 

2.2.1 Exchange-Correlation Functionals 

 The exchange-correlation potential (VXC) is the functional derivative of the exchange-

correlation energy, EXC, with respect to the electron density, n(r) as seen in equation (2.7). 

 
𝑉𝑋𝐶(𝑟) =

𝛿𝐸𝑋𝐶(𝑟)

𝛿𝑛(𝑟)
 (2.7) 

 

The exchange-correlation energy functional in the above equation can be considered as the 

summation of both the exchange and correlation energies. A series of functionals have been 

developed to approximate this unknown term using varying levels of complexity. Some of these 

functionals only include corrections to a single energy component, exchange, or correlation, 

while others have been built to include both terms. Commonly, two functionals are combined to 

account for both exchange and correlation energies with a well-known example of this 

concatenation being the BLYP functional, composed of the B exchange correction, and the LYP 

correlation correction. When naming functionals, acronyms corresponding to the last name of the 

authors who developed it has become common practice. For example, the PBE functional was 

developed by John Perdew, Kieron Burke, and Matthias Ernzerhof while the LYP functional was 

developed by Chengteh Lee, Weitao Yang, and Robert G. Parr.25, 26  

Often, the classes of functionals are represented in reference to the Biblical story of 

Jacob’s ladder, as climbing the rungs leads to heaven, or in the case of DFT, the true form of the 
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exchange-correlation term. The original DFT version of Jacob’s ladder has 5 rungs, local spin 

density approximation (LSDA), generalized gradient approximation (GGA), meta-GGA, exact 

exchange and compatible correlation, and exact exchange and exact partial correlation.27 Figure 

2-1 provides a graphical outline of the exchange-correlation rungs, as well as selected examples 

from each category. 
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Figure 2-1. “Jacob’s ladder” of exchange-correlation functionals, with complexity increasing 

with the height of the ladder. 
 

Starting at the bottom of the ladder is the local density approximation (LDA), where the 

exchange-correlation energy is equal to that of a uniform electron gas and the contributions from 

spin density are equal.28-32 In the case of open-shell systems, the spin-polarized formalism can be 

incorporated in the form of a local spin density approximation (LSDA).33 Using the homogenous 

electron gas, the exact exchange energy can be derived, but approximations must still be used for 

the correlation energy.34 While success has been found using this class of functional in systems 

where the electron density is a slowly varying function, the LDA and LSDA overestimate the 



27 
 

 
 

binding energy, and are also prone to underestimating the magnitude of the exchange energy 

while overestimating the magnitude of the correlation energy.35  For solids, this class of 

functional also often leads to an underestimation of the lattice constants.36  

 The next rung of the ladder is the generalized gradient approximation (GGA) method, 

adding in the first derivative of the electron density (the gradient, ∇) to the LDA and LSDA 

methods. This approximation leads to improved internal and external structural components, but 

has a habit of overcorrecting the overbinding seen in the LDA.37, 38 The two most popular 

exchange functionals utilizing a GGA are PBE and B, while PBE and LYP are the two most 

popular correlation functionals in this category.39-41 The PBE functional has been modified to 

better predict the lattice dimensions of solids (PBEsol) however, it fails to replicate experimental 

atomization energies and has not worked well for the organic molecular crystals studied in this 

work.42 Moving to the third rung of the ladder are the meta-GGA class of functionals. The 

etymology of the word meta means beyond, and so a meta-GGA expands upon the foundations 

of a GGA by including the kinetic energy density (τ) or the Laplacian for electron density (∇2).43-

47  

Hyper-GGAs, also known as hybrid functionals, make up the fourth rung of Jacob’s 

ladder, and include a portion of the exact exchange of Hartree-Fock in the total exchange 

potential. The additional considerations of this category have led to improvements in modeling 

solid-state properties and justly have become very popular. Just as with a GGA, hybrid 

functionals incorporate both an exchange and correlation piece, producing well-represented 

approximations to the exchange-correlation potential. The B3LYP functional is the most 

commonly cited, and is a hybrid functional composed of 20% Hartree-Fock exchange, 8% Slater 

(LSDA) exchange, 72% B (GGA) exchange, 19% VWN1RPA (LSDA) correlation, and 81% 
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LYP correlation.48, 49 Other common hybrid functionals include PBE0 (composed of 25 % 

Hartree-Fock exchange, 75% PBE exchange, and 100% PBE correlation) and HSE.50, 51 While 

B3LYP is very popular it is not an ab initio approach like PBE0 due to the inclusion of 

empirically derived parameters. The chemical accuracy of hybrid functionals is quite 

advantageous, but due to computational expense, functionals in this class and above are often 

unreasonable for the use on solids.52-63 

A well-known limitation of the functional classes previously described is the ability to 

account for the correlation in the form of long-range van der Waals interactions.64-66 These 

dispersion interactions have been attempted to be corrected by using a series of methods 

including nonlocal vdW-DF, parameterized functionals, and semiclassical corrections (DFT-

D).67-70 The iterations of the dispersion correction developed by Grimme have gained traction 

with condensed phase calculations, with recent versions including the option to include the 

Becke-Johnson (BJ) damping function and the addition of the Axelrod-Teller-Muto three-body 

term (ABC).71-78  

As one moves up the ladder, the complexity of the functional increases and it is often 

assumed that this leads to more accurate approximations. In fact, the appropriate choice of 

functional is dictated by the type of system and the properties being studied.79, 80 Several reviews 

have been published focusing on the effect that functional choice has on computational 

calculations for a wide range of systems from gas-phase molecules to crystalline solids.81-83  
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2.2.2 Basis Sets  

To begin solving the Kohn-Sham equations that include an exchange-correlation 

functional, an initial guess must be made for the electron density, n(r). This guess begins a 

circular approach of solving for the electron density known as a self-consistent approach. Here, 

the initial guess is used to solve for the Hartree potential which is then used to solve the wave 

function. That wave function is then used to recalculate the electron density using equation (2.8), 

and the difference between the initial and calculated electron density are compared.84 

 𝑛(𝑟) = 2 ∑ 𝜓𝑖
∗(𝑟)𝜓𝑖(𝑟)

𝑖

 (2.8) 

 

The one-electron wave functions that are used to solve for the electron density are 

constructed using a basis set. Basis sets represent the molecular orbitals (ψ) using a sum of basis 

functions (φ) and molecular orbital expansion coefficients (c) as seen in equation (2.9).  

 

𝜓𝑖(𝑟) = ∑ 𝑐𝛼𝑖𝜑𝛼(𝑟)

𝑁

𝛼=1

 (2.9) 

While ideally a basis set would utilize an infinite number of functions, finite basis sets have 

shown excellent results, with the key to a chemically accurate basis set being the flexibility to 

describe any scenario. These finite basis sets are generally broken down into two groups, plane 

waves and atomic orbitals, but recently developed real-space methods are showing great promise 

as well.85 

Plane-wave basis sets are independent of atomic position, orthogonal, efficient, and 

inherently periodic, making them ideal for condensed phase calculations and resulting in their 

implementation in a multitude of DFT software packages.86-90 The total number of plane waves 
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used is set through a cutoff value, with larger cutoff values including a larger number of plane 

waves, leading to increased accuracy, at the cost of computational resources.91 Unfortunately, 

using plane waves to describe all the electrons is very computationally demanding as the core 

electrons require many basis functions for accurate modelling.92-94  

 Atomic orbital basis sets require fewer basis functions than their plane wave counterparts, 

with even the smallest localized basis sets yielding good results for a single atom. The atomic 

orbitals are most commonly described as Gaussian-type orbitals, with Slater-type orbitals and 

numerical atomic orbitals also available.95-97 Slater-type orbitals do a good job of describing the 

actual shape of the atomic orbital, but they are computationally difficult. Instead, the Slater-type 

shape can be mimicked using a linear combination of Gaussian-type orbitals whose integrals can 

be evaluated analytically, leading to a reduction in computational expense.98, 99  A single 

Gaussian function is better known as a primitive Gaussian-type orbital (g) and can be defined by 

equation (2.10), where N is a normalization constant, α is the orbital exponent, x, y, and z are the 

Cartesian coordinates of the nucleus, and the exponents a, b, and c sum to define the angular 

momentum. 

 𝑔(𝑟) = 𝑁𝑒−𝛼𝑟2
𝑥𝑎𝑦𝑏𝑧𝑐 (2.10) 

 

To continue reducing computational cost, a linear combination of primitive Gaussian-type 

orbitals can be used to describe a single basis function, known as a contraction. The contracted 

basis set introduces an additional term in the form of a contraction coefficient (d) expressing a 

basis function for an orbital as the summation of the primitive Gaussian-type functions 

established in equation (2.9) as seen in equation (2.11).  
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 𝜑 = ∑ ⅆ𝑛𝑔𝑛(𝛼, 𝑟)

𝑛

 (2.11) 

 

The simplest form of a contracted basis set is a minimal basis set, containing only a 

single basis function for each atomic orbital. The most-well known minimal basis sets are the 

STO-nG family where the n represents the number of primitive gaussians per basis function, 

keeping in mind that a single basis function can be composed of multiple primitive Gaussians.100, 

101 However, this level of theory, does not always allow for the flexibility necessary, and so basis 

sets with two or three basis functions (double-ζ and triple -ζ) per atomic orbital have been 

constructed.102-104 In the case that even greater flexibility is necessary, polarization or diffuse 

functions can be incorporated to allow electrons to occupy orbitals that are not typically occupied 

in the ground-state.105-108  

Not only are these larger basis sets typically more computationally accurate, they also 

tend to have a lower contribution of basis set superposition error (BSSE).78, 109-111  BSSE is 

caused by the overlap of basis functions from nearby atoms, artificially increasing the interaction 

energy between atoms.112 With the increased size comes computational penalties making large 

basis sets very expensive.23 To compromise, the valence electrons (which participate in bonding) 

can be treated with a larger number of basis functions than their core counterparts, producing 

split-valence basis sets, which have proven to be very successful.113-116 Just as with plane wave 

basis sets, effective core potentials can also be used in conjunction with atomic orbital basis sets 

to reduce the number of basis functions thereby reducing computational cost.103, 104  

 

 

 



32 
 

 
 

2.3 Solid-state Density Functional Theory  

Solid-state density functional theory (ss-DFT) has proven to be particularly useful to 

pharmaceutical and industrial applications with calculations being used to determine energetic 

favorability, predict crystal packing arrangements, as well as understand the materials response 

to external strain.117-124  While there are a number of computational choices available for 

performing ss-DFT calculations, they all share one thing in common: the implementation of 

periodic boundary conditions.86, 87, 125-130   Crystalline solids are made up of organized, repeating 

units that extend across three dimensions and for the purposes of computational models, can be 

viewed as an infinitely repeating arrangement. To model a crystalline solid, the repeating units 

must first be reduced to a finite number of parameters. This can be done by exploiting the 

periodicity of a solid as the repeating units can be broken down into a series of crystallographic 

unit cells, the smallest description necessary to replicate the pattern seen in the bulk. The unit 

cell can also be further decomposed into a series of asymmetric units, where the symmetry 

elements inherent to the assigned space group are used to replicate the asymmetric unit 

throughout each unit cell. A visual representation of a solid from an asymmetric unit to 

crystalline solid is found in Figure 2-2. 
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Figure 2-2. Visual representation of asymmetric unit (panel A), crystallographic unit cell 

(panel B), and three-dimensional packing (panel C). 
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To aid in efficiently modeling periodic solids, the conversion can be made from real to 

reciprocal space using Bloch’s theorem established in equation (2.12), dictating that solutions to 

the Schrödinger equation for equivalent positions in the lattice will differ by a phase factor. Here, 

k is the wave vector and r is a position vector given the periodic relationship described in 

equation (2.13), where R is a lattice vector of the direct lattice.131, 132  

 𝜓(𝑟 + 𝑅) =  𝑒𝑖𝑘𝑅𝜓(𝑟) (2.12) 

 𝑈(𝑟 + 𝑅) =  𝑈(𝑟) (2.13) 

In reciprocal space (k-space) a single unit cell is defined as a Brillouin zone, with the smallest 

space that can be used to represent the bulk solid composing the first Brillouin zone. 

Considerations of the k vector can be restricted to the first Brillouin zone due to the combination 

of Bloch’s theorem and periodic boundary conditions.133-136  As mentioned in section 2.2.2, plane 

wave basis sets are inherently periodic, and are often used in reciprocal space calculations as 

they naturally fulfil the Bloch condition established in equation (2.12). To use the atom-centered 

basis sets described in section 2.2.2, they must first be transformed into a series of Bloch basis 

functions to satisfy the Bloch condition. This is done by expanding the Gaussian-type orbitals to 

include a phase component.137-140  

A key difference between performing density functional theory calculations on a single 

molecule versus a crystalline material is in the interaction between neighboring molecules and 

unit cells.141-144 This becomes obvious in the calculation of low-frequency (< 200 cm-1) 

vibrational spectra, where this frequency range is governed by lattice vibrations, requiring that 

both intra- and intermolecular forces are accounted for in the model. Calculations performed on 

only a single molecule, or even a collection of supercells are not able to account for the weak 
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intermolecular interactions present throughout the crystalline solid and will fail to properly 

reproduce the low-frequency region.   

When calculating vibrational frequencies for the low-frequency region of solids, one 

should always start from an optimized structure, ensuring that the geometry is at a minimum on 

the potential energy surface. These optimizations are performed by varying the lattice 

dimensions and atomic positions until a set of convergence criteria are met. It is this structure 

that is then used to calculate vibrational frequencies by diagonalizing the mass-weighted Hessian 

matrix and obtaining a set of eigenvalues. The elements of this matrix, H, are seen in equation 

(2.12), where m and q represent the reduced mass and cartesian coordinates of atoms i and j, with 

respect to the energy obtained through a harmonic approximation. 

 
𝐻𝑖𝑗 =

1

√𝑚𝑖𝑚𝑗

𝜕2𝐸

𝜕𝑞𝑖𝜕𝑞𝑗
 (2.12) 

The second order partial derivatives of energy seen in equation (2.12) with respect to atomic 

motion can either be solved analytically or numerically, with the numerical method proving to be 

more common.145 Using the numerical finite difference of the gradient, each atom is displaced by 

a given distance (∆) for each cartesian direction using either a one- or two-point method as seen 

in equation (2.13) and (2.14), respectively.146-148 

 
𝜕2𝐸

𝜕𝑞𝑖𝜕𝑞𝑗
=

𝜕
𝜕𝑞𝑖

𝐸(𝑞𝑗 + ∆) −
𝜕

𝜕𝑞𝑖
𝐸(𝑞𝑗)

∆
 (2.13) 

 

 
𝜕2𝐸

𝜕𝑞𝑖𝜕𝑞𝑗
=

𝜕
𝜕𝑞𝑖

𝐸(𝑞𝑗 + ∆) −
𝜕

𝜕𝑞𝑖
𝐸(𝑞𝑗 − ∆)

2∆
 (2.14) 
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Some ss-DFT software codes have even implemented anharmonic corrections, such as, the quasi-

harmonic approximation (QHA), the vibrational self-consistent field theory (VSCF) and the self-

consistent ab initio lattice dynamics (SCAILD) method to produce more accurate models, 

however, they come with extensive computational costs.149-155 To calculate the associated 

intensity with each vibrational frequency a number of approaches have been developed. For 

infrared-active vibrations the intensity is related to the derivative of the dipole moment with 

respect to the atomic coordinates, while the intensity of Raman-active vibrations is solved 

through the derivative of the polarizability tensor with respect to the atomic coordinates.156-159 

The combination of predicted frequencies and intensities has been used to assign the calculated 

frequencies to those observed experimentally and from here, those assignments have been used 

to gain invaluable insight into the intermolecular forces governing crystalline solids.160, 161  
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Chapter 3: Experimental Foundations for the Characterization of 

Solids 

3.1 Introduction  

Matter in the solid state can be characterized using a wide array of analytical methods, 

with the most powerful analyses utilizing a collection of techniques.1, 2 One way in which these 

methods can be combined is by using complementary regions of the electromagnetic spectrum.3, 

4 The electromagnetic spectrum spans the entire range of electromagnetic radiation frequencies 

and is typically described as bands grouped by common characteristics such as source or the way 

in which they interact with matter.5 The terahertz (THz) frequency range, 0.1 – 10 THz (1 x 1011 

– 1 x 1012 Hz, 3 -333 cm-1, λ = 3 x 10-3– 3 x 10-5 m) has proven to be particularly useful for 

characterizing solids and bridges the gap between the infrared and microwave regions.6 

Accessing this region through low-frequency vibrational spectroscopy allows weak, noncovalent 

interactions to be explored, and it is due to the unique nature of these vibrations that solids can 

be characterized in this region. Another region commonly used to characterize solids is the X-ray 

region (λ = 0.1 – 10 nm), which is capable of providing details into atomic and molecular 

structures through X-ray crystallography.7  

Both frequency regions, the THz, and the X-ray, can be used to differentiate between 

different molecular identities, as well as different solid-state packing arrangements. These often-

subtle changes can have large consequences on the physical properties, and so the ability to 

detect the presence of a salt, hydrate, or different polymorphic form is critical to categorizing and 

understanding the chemical species.8-10 It is by combining low-frequency vibrational 

spectroscopy with X-ray crystallography that both a static and dynamic picture can be captured.11   
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3.2 Vibrational Spectroscopy  

   

Before delving into the intricacies of low-frequency vibrational spectroscopy, it is best to 

understand the foundations that govern vibrational spectroscopy as a whole. Vibrational 

spectroscopy refers to instances when the interaction of energy with a medium is sufficient to 

promote molecules from one discrete vibrational energy level to another, in turn causing the 

molecule to vibrate.12 The number of unique ways in which the molecule can vibrate is dictated 

by its vibrational degrees of freedom. The vibrational degrees of freedom for a linear system are 

given by 3N-5, where N is the number of nuclei present, whereas a non-linear system possess 

3N-6 vibrational degrees of freedom. Each vibrational degree of freedom gives rise to a 

fundamental motion in the form of a normal mode of vibration, and so for the simple case of a 

diatomic molecule (N=2), only a single normal mode of vibration would be expected (3(2)-6). 

Moving from a simple diatomic to a solid will increase the number of normal modes of vibration, 

as now the contents of the entire unit cell must be accounted for. Focusing on crystalline solids, 

these normal modes of vibration can be further decomposed into internal (molecular) and 

external (lattice) modes where the number of internal modes can be determined by using the 

formula 3N-6M, and external modes by the formula 6M-3, with M being the number of 

molecules, each with N atoms within a single unit cell.13, 14 To observe these normal modes of 

vibration, they must first meet a set of criteria established by their energetics and interaction with 

incident radiation.15  

The first criteria pertains to the transition between energy levels. For a diatomic 

molecule, each discrete energy level, 𝐸𝑛, can be expressed by the quantum harmonic oscillator as 

seen in equation (3.1), where n is a positive integer value that defines the energy state, ħ is the 

reduced form of Planck’s constant, c is the speed of light, and �̅� is the frequency. 
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𝐸𝑛 = (𝑛 +

1

2
) ħ𝑐�̅� 

(3.1) 

 

The frequency, �̅�,  can be further defined by equation (3.2) through the force constant, k, and the 

reduced mass, µ. 

 

�̅� =
1

2𝜋𝑐
√

𝑘

µ
 

(3.2) 

 

Using the quantum harmonic oscillator, the energy for the lowest energy level (n = 0) would not 

be equal to 0, but to 
1

2
ħ𝑐�̅�. This is known as the zero-point energy and gives the important 

implication that a molecule can never be completely at rest. The inclusion of the zero-point 

energy is one facet that differentiates the quantum harmonic oscillator seen above from the 

classical harmonic oscillator. If the energy supplied by the incident radiation is exactly equal to 

the difference in energy between discrete energy levels, the first criteria for observing a normal 

mode of vibration is met. 

Using the quantum harmonic oscillator described, the potential energy, V, can be 

determined by the force constant, k, as a function of internuclear separation using equation (3.3) 

with the change in interatomic distance (r) from the equilibrium position (re) represented as,   

𝑟 − 𝑟𝑒. 

 
𝑉 =

1

2
𝑘(𝑟 − 𝑟𝑒)2 

(3.3) 

 

Using equation (3.3), the energy levels will be evenly spaced due to the quadratic nature of the 

harmonic oscillator. However, in reality, the energy levels are not all evenly spaced, and there 

comes an energy limit where the bond will dissociate. These deviations from harmonic behavior 
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are known as mechanical anharmonicity, and result in the true potential energy curve being 

asymmetric, with unevenly spaced energy levels. To account for the real-life deviations from the 

quantum harmonic oscillator model described in equation (3.3), higher ordered terms can be 

included, and while these additional terms would improve the approximation, the quantum 

harmonic oscillator is still a fair assumption when the displacement from the equilibrium 

position is small.16, 17  

An alternative route to accounting for anharmonicity is to approximate the potential 

energy using a Morse potential as seen in equation (3.4) accounting for the dissociation energy, 

De, and the ‘width’ of the potential, β.  

 𝑉 = 𝐷𝑒(1 − 𝑒−𝛽(𝑟−𝑟𝑒))2 (3.4) 

 

This approach leads to the potential energy curve becoming flatter as the dissociation energy is 

approached and the force constant is reduced as seen in Figure 3-1.18  
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Figure 3-1. Deviation of an anharmonic Morse potential (red) from a quantum harmonic 

oscillator (black) as adapted from Herzberg, Spectra of Diatomic Molecules.19 

 

 

 

 

 

 

 



60 
 

 
 

The second criteria that must be met for a transition to be observed is based on 

vibrational selection rules. Transitions that meet the energy criteria and experience a change in 

the dipole-moment (μ) with respect to the vibrational coordinates (q) will be infrared-active 

(equation (3.5)) while changes to polarizability (𝛼) with respect to the vibrational coordinates (q) 

will be Raman-active (equation (3.6)).20, 21 The symmetry associated with each normal mode can 

also be used to determine if it will be infrared-active, Raman-active, both, or, potentially, 

neither.22 It is possible for a normal mode to be both infrared- and Raman-active but their 

intensities will be inversely related. 

 𝜕𝜇

𝜕𝑞
≠ 0 

(3.5) 

 

 𝜕𝛼

𝜕𝑞
≠ 0 

(3.6) 

 

Each of the normal modes that satisfy the above two criteria have the potential to yield an 

observable band in the vibrational spectrum.23 To observe these allowed vibrational transitions, 

infrared and Raman spectroscopy can be used. The core difference between the two 

spectroscopic methods beyond their differing selection rules described above is that in infrared 

spectroscopy, the light that is absorbed is measured, while in Raman spectroscopy the light that 

is scattered is measured.24  

To generalize basic infrared spectroscopy, a sample sits between a light source and a 

detector, and while the light source contains many different infrared wavelengths, only those that 

match the intrinsic vibrational frequencies of the system being studied are absorbed.25 The 

transmitted light is then sent to the detector where it is separated by wavelength, and the resultant 
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intensity of each wavelength is detected. One of the most common applications of infrared 

spectroscopy is the identification of functional groups in the 1500 – 3700 cm-1 range for 

characterizing organic compounds, however, it has also led to a better understanding of proteins, 

biological imaging, and the monitoring of produce quality to name only a few of the countless 

applications.26-34  

Conversely, Raman spectroscopy uses a monochromatic light source to raise photons to a 

virtual energy state and detects the resultant scattering of emitted photons. These scattered 

photons fall into two categories, elastic scattering, where the final frequency matches that of the 

incident beam (Rayleigh scattering), and inelastic scattering, where it does not (Raman 

scattering). Only 1 in 108 of the scattered photons falls into the latter category, with the 

remainder of the scattered light manifesting as an intense Rayleigh peak, making filtering out the 

inelastically scattered light more difficult as proximity to the Rayleigh line increases.35, 36 Of the 

inelastically scattered photons, the majority will shift to higher wavelengths as a result of losing 

energy, and are known as Stokes peaks. Alternatively, photons who gain energy will shift to 

lower wavelengths (anti-Stokes peaks). These shifts from the Rayleigh line are referred to as 

Raman shifts, 𝛥�̅� (cm-1), and can be calculated using equation (3.6), where 𝜆0 is the laser 

excitation wavelength in nm, and 𝜆1 is the scattered wavelength in nm. 

𝛥�̅� = 107(
1

𝜆0
−

1

𝜆1
) 

(3.6) 

The Raman shift between Stokes and anti-Stokes peaks will be symmetrical on either side of the 

Rayleigh line, differing only in intensity, as the anti-Stokes peaks are generated from molecules 

that are already in an excited state prior to the incident radiation (usually from thermal 

excitation), and are considerably weaker than their Stokes counterpart. This is due to the 
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population of molecules that start in an excited vibrational state being much lower than those 

which start at the ground state.37, 38  

 

3.3 Low-frequency Vibrational Spectroscopy   

 

Typically, when discussing vibrational spectroscopy, it refers to either infrared or Raman 

spectroscopy probing the frequency range between 200 and 4000 cm-1.39  At the higher end of 

this region, > 1500 cm-1, the position of the frequency correlates with specific functional groups, 

while the lower end has been deemed the fingerprint region.40, 41  The collection of spectra 

obtained below 200 cm-1 is considered low-frequency vibrational spectroscopy, and even though 

it is governed by the same foundational principles as higher frequencies, the types of vibrations 

seen in this region are quite different than those typically considered as infrared or Raman 

vibrations.42, 43 

 This becomes apparent when attempting to differentiate between solid polymorphs of the 

same chemical species.44, 45 The difference between polymorphs is in the packing arrangement 

within the unit cell, causing a change to the intermolecular forces that hold the distinct solids 

together. Two polymorphs of the same chemical species would have similar (and often 

indistinguishable) features above the > 1500 cm-1 frequency region, where the frequency region 

below 200 cm-1 would be unique. These differences in low-frequency spectra are due to the fact 

that the low-frequency region represents the intermolecular vibrations related to the crystal 

lattice, whereas the higher frequency range is dominated by intramolecular vibrations that apply 

to a single molecule.46-48 While low-frequency spectra can be easily used to differentiate between 

crystal structures, interpreting the spectra becomes very complicated as the nature of these 
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vibrations is unique to each crystalline solid. These complex vibrations in the low-frequency 

region often consist of a mixture of internal and external modes, making the collective vibrations 

difficult to classify, but it is these complexities that give low-frequency spectroscopy its power to 

differentiate even subtle differences in crystalline solids.49-51 

 

3.3.1 Terahertz Time-Domain Spectroscopy 

Accessing the frequencies between the infrared and microwave regions has previously 

been restricted by the physical limits of the instrumentation, but advancements to the generation 

and detection of terahertz pulses, has made this region much more approachable.52, 53 The 

technology to access this region is now commercially available, leading to decreases in costs, as 

well as increases in the standardization of measurements. The popularity of terahertz 

spectroscopy continues to grow, as it can be used in either imaging or spectroscopic 

configurations.54-56 Terahertz time-domain spectroscopy (THz-TDS) is both a chemically 

specific and penetrative technique, all while being non-invasive and non-destructive. However, 

due to the strong absorption of water vapor in the terahertz region, its applicability is often 

limited to laboratory settings.57-62 

The Toptica (Graefelfing, Germany) TeraFlash is an example of a commercial instrument 

that can achieve a bandwidth capability of more than 6 THz (Figure 3-2).63 This instrument 

includes a λ = 1.5 µm pulsed femtosecond laser, a THz emitter in the form of a InGaAs 25 µm 

strip-line photoconductive antenna, and a THz detector in the form of a InGaAs 25 µm dipole 

photoconductive antenna. The femtosecond laser pulse is split into two branches, with one sent 

to the emitter, while the other travels to the detector along a delay line. The branch that is sent to 

the emitter generates terahertz radiation, which is then guided to the sample. Once the terahertz 
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radiation has interacted with the sample, the modified wave travels to the detector where it meets 

the pulse that was initially diverted to the detector branch. Together, this allows for the electric 

field of the broadband THz pulse to be measured as a function of time producing a terahertz 

waveform that contains information on both the phase and amplitude components. 

 

 

  

 

Figure 3-2. Toptica TeraFlash Time-domain Terahertz Platform. 

 

 



65 
 

 
 

3.3.2 Low-Frequency Raman Spectroscopy  

Since the proposal of a “secondary radiation” in 1928, Raman spectroscopy has 

continued to grow in its capabilities and applications.64, 65 The availability of more advanced 

optical filters has led to spectral features close to the Rayleigh line being quickly resolved, since 

if not properly rejected, the intense Raleigh line can overshadow vibrations below 200 cm-1.66, 67 

Despite the fact that terahertz waves are not generated or detected, using Raman spectroscopy to 

probe the frequency range below 200 cm-1 is often referred to as terahertz-Raman spectroscopy, 

while more appropriately, it can be referred to as low-frequency Raman spectroscopy (LFRS). 

Just like THz-TDS, LFRS is also material specific and non-invasive, leading to similar 

applications, including monitoring the solubility and crystallinity of drugs, as well as polymorph 

identification.68-71 An advantage of LFRS over THz-TDS is that LFRS is not impacted by the 

presence of moisture in the air; however, it can be destructive under certain laser conditions, and 

due to its scattering nature is generally not a penetrative technique.72 

The Ondax (Coherent, Santa Clara, CA, USA) SureBlock XLF-CLM THz-Raman system 

can resolve spectral features as low as 5 cm-1 with the use of a SureBlock ultra-narrow-band 

volume holographic grating (VGH). This instrument utilizes a SureLock 785 nm laser source 

fiber coupled to an Andor Shamrock 750 spectrograph with an iDus 416 CCD, providing a 

resultant spectral resolution of 0.65 cm-1. The small, portable unit allows data to be collected 

with little sample preparation due to the equipped vial holder and has low risk of damaging the 

sample due to the sliding power adjustment (Figure 3-3). 
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Figure 3-3. Benchtop Ondax (Coherent) SureBlock XLF-CLM THz-Raman system with vial 

holder attachment. 
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3.4 X-ray Crystallography 

 Since the discovery of X-ray diffraction in 1912, over a dozen Nobel prizes have been 

awarded in relation to X-ray crystallography, and the technique continues to assert itself at the 

core of characterizing crystalline solids for use in fingerprint identification and structure 

determination.73, 74 As an X-ray wave passes through a crystalline material, diffracted rays 

(reflections) are generated, and the direction and intensity of the reflections are measured. These 

measurements can be used to garner information about the three-dimensional electron density of 

the unit cell, which in turn can be used to produce an atomic model.75-77 Dependent upon the 

goals of the experiment, X-ray crystallography can be performed on either a single crystal or a 

polycrystalline material.78 

 Instruments used to perform X-ray crystallography are known as diffractometers, 

minimally consisting of a source to generate an incident X-ray beam, a sample stage, and a 

detector to collect the resulting reflections.79 A common source for generating X-rays are X-ray 

tubes, where X-ray tubes use electrical power to accelerate electrons from the negatively charged 

cathode to strike the positively charged anode.80 This process generates two types of spectra, a 

continuous spectrum known as bremsstrahlung or white radiation, and a characteristic 

spectrum.81 The characteristic spectrum is a set of discrete peaks produced when an inner shell 

electron is ejected from the metal of the anode. The most radiation seen is the Kα peak which 

comes from a 2p → 1s transition while the weaker Kβ radiation if produced from a 3p → 1s 

transition. The wavelength of the Kα radiation is determined by the target material, with 

common materials typically being high in atomic number and melting point.  Copper (Cu) and 

molybdenum (Mo) are common choices for X-ray diffraction, while tungsten (W) is a common 

choice of target material for medical applications.82 The size and composition of the crystal 
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should be considered when choosing a target metal as Cu Kα radiation is typically used for large 

unit cells and small crystals, while Mo Kα radiation is more desirable when dealing with smaller 

unit cells or materials that contain heavy atoms.  

 When the generated X-ray beam strikes a sample, the X-ray waves are scattered. If the 

scattered waves interfere constructively, Bragg’s law (3.7) is satisfied, and a Bragg reflection is 

generated. Bragg’s law is defined by n, the order of diffraction (an integer), 𝜆, the wavelength of 

the incident X-ray, d, the spacing of the crystal layers, and 𝜃, the incident angle.83  

  

 𝑛𝜆 = 2ⅆ sin(𝜃) (3.7) 

 

It is by rotating the sample and/or the X-ray beam, that all possible reflections can be collected. 

These reflections are then measured using a detector, where the diffracted rays are converted into 

electrical signals that are counted.84 The collection of all possible reflections will yield a 

diffraction pattern that is used to help characterize the material.  

From the scattering angle of the reflections collected, the lattice parameters can be 

determined, while the intensity of the reflections can be used to determine the atomic positions. 

These lattice parameters (a, b, c, α, β, and γ) allow the unit cell to be classified into a series of 

seven crystal systems and represent the external dimensions of each unit cell.80, 85 The internal 

parameters of each unit cell can be described through a set of asymmetric units, or the smallest 

group of atoms representative to the crystal. These asymmetric units are replicated through a 

series of symmetry operations inherent to the unit cell, and it is these same symmetry operations 

that are extended outside the unit cell to describe the three-dimensional solid. Together, the 
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symmetry of the lattice parameters and the internal coordinates of the unit cell can be described 

by one of the 230 space groups.  

 

3.4.1 Powder X-ray Diffraction 

Powder X-ray diffraction (PXRD) has been used to characterize both organic and 

inorganic materials ranging from pharmaceutical polymorphs to quantum dots.86-92 The random 

arrangement of a polycrystalline sample assumes that all crystalline orientations are accounted 

for, making PXRD patterns representative of the bulk material. Each crystal orientation will have 

an associated 𝜃 value that satisfies Bragg’s law (3.7) creating a cone of diffracted rays (Figure 3-

4), and as these cones are counted by the detector, they appear as Debye-Scherrer rings as seen in 

Figure 3-5. While PXRD in theory can be used to discern unit cell dimensions and atomic 

positions, the feasibility of these tasks is limited by the symmetry of the crystal, but thankfully 

advancements to software have increased the applicability of indexing powder patterns.93-96  

One commercial option for the collection of PXRD data is the Bruker (Billerica, MA, 

USA) D2 Phaser. This benchtop instrument is equipped with a copper X-ray tube (λ = 1.54184 

Å) and a 1D LYNXEYE detector in a Bragg-Brentano geometry producing high quality 

diffraction patterns in a timely manner. The strip detector allows for much faster data collection 

than typical point detectors, as a point detector only records a single position in time, while the 

strip detector can record more than 150 2θ positions simultaneously. This specific instrument can 

hold up to six samples at a time, requires little to no sample preparation, and can also rotate the 

sample as data is collected to ensure that all possible crystalline orientations are sampled. The 

included software, DIFFRAC.EVA, allows for analysis of powder diffraction patterns, as well as 

sample identification through reference databases.97 
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Figure 3-4. Debye-Scherrer rings (solid lines) formed from a cone of diffracted rays (dashed 

lines) for a randomly oriented polycrystalline sample. 
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Figure 3-5. Debye rings generated from a polycrystalline sample of L-cystine.  
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3.4.2 Single Crystal X-ray Diffraction  

Unlike PXRD, single crystal X-ray diffraction (SC-XRD) requires careful selection of a 

single crystal, and when examined, should produce a number of discrete, bright reflections. If the 

crystal selected is not of high enough quality or size, the reflections collected will be difficult to 

impossible to use for further data interpretation. Preparing and choosing a suitable crystal is not a 

trivial task, and it requires skill and patience. If the crystals grown are not sufficient for SC-XRD 

measurements, changes to the recrystallization process can aid in producing more desirable 

crystals.98, 99 Obtaining a suitable crystal of large proteins and other biomolecules remains a 

challenge, but advancements to instrumentation have allowed for some structures to be 

elucidated.100-102  

Most SC-XRD measurements begin with a partial data collection that is used for a dual 

purpose. First, to determine if the crystal is of suitable quality for a full data collection, and 

secondly, to determine the crystal system based off the systematic absences of reflections. This 

partial collection determines the parameters that should be used in a full data collection to collect 

as many reflections as possible set by the limitations of the instrument and potentially the time 

allowed. From a full data collection, the integrated raw intensities are reduced to relative 

structure factors to begin creating an electron density map. A number of functions can then be 

applied to solve the phase problem, and compute a full electron density map which is used to 

decipher the positions of the atoms in the unit cell, with the most common method being the 

Patterson method which takes the Fourier transform of the square of the structure factor 

amplitudes .103-105 Other common methods to solve the phase problem include reciprocal space 

(direct methods) and dual space methods.106, 107 Finally, the structure is refined to best fit the 

calculated structure factors to those observed experimentally.108, 109 While individual software 
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programs have unique graphical user interfaces and tools available to streamline the process of 

collecting and analyzing X-ray data, they all follow the same general methodologies and steps 

outlined above.110, 111 
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Chapter 4: Procedure for Experimental and Theoretical 

Characterization of Solids 

4.1. Introduction 

 The following chapter outlines various procedures used to apply the foundations 

established by Chapters 2 and 3. These procedures can be modified to better suit the user’s exact 

needs, with the hope that each section can serve as a user-friendly guide. Critical aspects of each 

procedure are outlined as well as some of the more subtle intricacies.  The first section is devoted 

to solid-state density functional theory calculations using the CRYSTAL17 software package 

detailing a few of the common applications used in this work. The remaining sections focus on 

sample preparation, data collection, and data processing for a series of experimental methods 

including: terahertz time-domain spectroscopy, low-frequency Raman spectroscopy, powder X-

ray diffraction, and single-crystal X-ray diffraction. 

 

4.2 Solid-state Density Functional Theory  

 Solid-state density functional theory (ss-DFT) calculations were performed using the ab 

initio periodic software package, CRYSTAL. Since its initial release in 1988, subsequent 

versions have been released implementing new features and algorithms, with the calculations in 

this work performed using CRYSTAL17.1, 2 CRYSTAL17 has many keywords and parameters 

that can be used to fine-tune each calculation to the needs of the user. The following discussion 

is intended to serve as a guide to understanding the ‘typical’ process of running a geometry 

optimization and harmonic vibrational frequency calculation and is in no way intended to be 
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exhaustive as to the potential applications and keywords implemented in the software. Additional 

help on preparing CRYSTAL input files and understanding CRYSTAL output files can be found 

in the CRYSTAL user’s manual and through an online set of tutorials provided by the software 

developers.3 

 When defining block 1 of the input file (the section dedicated to the geometry input), the 

user must first define the dimensionality of the system. In the case of modeling crystalline solids, 

the appropriate keyword to come after the title is CRYSTAL, indicating that the system being 

studied is in three dimensions. The next line is composed of three integers, the first, to set 

whether the space group is being defined by space group number or by the Hermann-Mauguin 

alphanumeric code, the second, to set the type of cell (refers to rhombohedral groups), and the 

third, to set the origin of the unit cell. Example 1 in Figure 4-1 uses the space group number, and 

so a is the first digit on the third line of the input file, with the number 14 on the following line 

indicating that the space group to use is P21/c. To explicitly define the space group by name 

instead of number, example 2 in Figure 4-1 can be used with the first digit on the third line of 

the input file being a 1, indicating that the alphanumeric code will come on the following line. 

This is the method that must be used when using a non-standard space group setting, as seen in 

example 3 in Figure 4-1 such as using the space group P21/n. The next two lines list the minimal 

set of lattice parameters necessary, as defined by the Bravais lattice, and the number of atoms in 

the asymmetric unit, respectively. The proceeding lines then describe the relative positions of 

each atom in the asymmetric unit cell, listing the conventional atomic number followed by the 

fractional coordinates (x/a, y/b, z/c), with starting lattice dimensions and atomic positions often 

obtained through X-ray diffraction studies. For previously published crystal structures, the 

Cambridge Crystallographic Data Centre (CCDC) is an excellent resource that can be accessed 
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through the ConQuest application or the online repository.4, 5 The geometry input block must 

then be closed with the keyword END.  

 

         1.  TITLE 

              CRYSTAL 

              0 0 0 

              14 

         2.  TITLE 

              CRYSTAL 

              1 0 0 

              P 21/c 

         3.  TITLE 

              CRYSTAL 

              1 0 0 

              P 21/n 

Figure 4-1. Different ways to enter space group symmetry into a CRYSTAL input file. 

  

 The second block of the input file is dedicated to defining the basis set and setting the 

initial electron configuration. To construct the one-electron wavefunctions, CRYSTAL expresses 

the crystalline orbitals through a series of Gaussian-type atomic orbitals with the option to 

include an effective core potential. CRYSTAL17 has a number of internally stored basis sets, but 

it also allows the option for manual input. To use an internally stored basis set, the END 

keyword used to close block 1 must be removed and block 2 must be opened using the keyword 

BASISSET followed by the keyword for the desired basis set on the next line. There are no 

additional keywords necessary to close block 2 when using an internally stored basis set. If the 

desired basis set is not internally stored, the Basis Set or Basis Sets Library on the CRYSTAL 

webpage can be used.6-8 While there is currently no option to download basis sets in the 

CRYSTAL format from the Basis Set Exchange, the conversion can be easily done manually 

starting from the Gaussian format. The Gaussian basis sets downloaded from the Basis Set 

Exchange are expressed using a series of shells and primitives as seen in Figure 4-2. To convert 

from a Gaussian to a CRYSTAL format, the first line will be composed of the conventional 
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atomic number followed by the total number of shells for the element. The next line introduces 

the first shell by listing the basis set type, type of shell, number of primitives, number of 

electrons, and a scale factor. Below that line, the primitives for the specified shell are described 

using the exponent and a contraction coefficient from the Gaussian format. These same steps are 

repeated for each shell of the element being described, and then for each element present. An 

example of converting from a Gaussian formatted basis set to a CRYSTAL formatted basis set is 

given in Figure 4-3 for carbon using the 6-311G(d,p) basis set (listed in the Basis Set Exchange 

as 6-311G**).9 To close block 2 for a manually input basis set, the section should be closed with 

the 2-line sequence of 99 0 followed by END.  

 

 

 

Figure 4-2. Difference between shells and primitives in the Gaussian format of the 6-31G(d,p) 

basis set for carbon. 
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Gaussian CRYSTAL 

 

 

 

 

 

Figure 4-3. Conversion of the 6-311G(d,p) basis set for carbon from Gaussian to CRYSTAL 

format. 

 

 

The final block of the input file is devoted to specifying the Hamiltonian and choosing 

the parameters for the self-consistent field (SCF). The only required input to this section is to set 

the shrinking parameters through the keyword SHRINK. This is done by listing the desired 

Pack-Monkhorst shrinking factor and Gilat shrinking factor on the following line.10-12 The 

section must then be closed with the keyword END. A minimal input file for crystalline L-

cystine is presented in Figure 4-4 using the published SC-XRD structure obtained at 110 K.13 

While the presented input file is quite short, a number of additional parameters are included in 
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the calculation using their designated default values including: the choice of Hamiltonian, the 

coulomb and exchange sums truncation criteria (modified using the keyword TOLINTEG), and 

the energy difference necessary between SCF cycles for convergence (modified using the 

keyword TOLDEE).14-16 

 

Figure 4-4. Minimal set of input parameters necessary to run a CRYSTAL calculation. 
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To begin the process of evaluating a crystalline system, the basic input file seen in Figure 

4-4 needs to be modified. First, to use a density functional theory (DFT) Hamiltonian, block 3 

should contain the keyword DFT, followed by the desired exchange and correlation functionals 

to be used and closed with the keyword END. A range of functionals are included in the 

CRYSTAL software package ranging from simplistic local-density approximations to complex 

double-hybrids. If a dispersion correction is desired, the -D3 prefix can be added to 

parameterized functionals or the D3 input block can be opened using the keyword DFTD3.17-20 

Within this input block, different versions of Grimme’s dispersion correction can be selected 

using varying damping functions as well as the inclusion of the three-body dispersion term 

(ABC).21 The choice of functional has large implications on the remainder of the calculation, 

influencing computational time, necessary parameter thresholds, and, most importantly, 

calculation accuracy.  

The first set of calculations that should be run when evaluating a solid are focused on 

determining the appropriate shrinking parameters with the same value typically used for both the 

Pack-Monkhorst shrinking factor and the Gilat shrinking factor. To determine an appropriate 

shrinking factor, a series of single point energy calculations can be run at varying shrinking 

factors using a TOLDEE of 10. Once the total energy has converged, the shrinking factors can 

be set. However, they should be checked periodically throughout the process of studying a 

system, as changes to lattice dimension and functional choice can impact the appropriate 

shrinking values. If the calculation does not finish using the default number of allowed SCF 

cycles, this number can be increased by inserting the MAXCYCLE keyword in block 3 of the 

input file, followed on the next line by the desired limit of SCF cycles allowed. The convergence 

of the total energy for the L-cystine structure given in Figure 4-4 using the PBE-D3 functional 
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with the built in def2-SVP basis set is given in Figure 4-5, indicating the appropriate shrinking 

value is 10.  

 

 

Figure 4-5. Determination of appropriate shrinking factors for L-cystine. 
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To calculate the equilibrium structure, the keyword OPTGEOM should be added to 

block 1 to optimize both the lattice parameters and the atomic coordinates. 22 The value for 

TOLDEE should also be changed to 8 to ensure acceptable levels of convergence are reached 

for a geometry optimization. By default, the geometry optimization restarts until the single-point 

energy and gradient convergence criteria are satisfied. For more stringent gradient criteria, the 

keywords TOLDEG and TOLDEX are often set to 0.000010 and 0.000040, respectively. If the 

optimization ends before convergence is achieved, the number of allowed optimization steps can 

be increased using the MAXCYCLE keyword in the geometry optimization block. When an 

optimization struggles to converge, it may indicate a problem with the set space group symmetry, 

or the arrangement of the atoms within the unit cell. If this is not the case, changing to a different 

functional/ basis set may relieve the problems as well as increasing the TOLINTEG and 

FMIXING values. A common problem encountered when using a hybrid functional or a large 

basis set with diffuse functions is that the SCF cycles indicate a possible conduction state for 

what is a well-known insulator. To address this problem, either the size of the basis set can be 

reduced, or the values assigned to the TOLINTEG keyword can be increased. The geometry 

optimization input section must then be closed with the keyword END. A sample geometry 

optimization calculation is included in Figure 4-6, based off the L-cystine shrink calculations 

performed in Figure 4-5. A geometry optimization can be restarted from a previous unfinished 

calculation, given the proper restart files are included in the restart directory, and the keyword 

RESTART is added to the OPTGEOM block. 
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Figure 4-6. Sample geometry input for L-cystine using PBE-D3 with the def2-SVP basis set. 
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The optimized geometry should then be converted into a crystallographic information file 

(.cif), so that the external and internal structure can be compared to experimental measurements. 

Keep in mind that the output file will print the fractional coordinates for all atoms in the unit cell, 

but only the atoms that belong to the asymmetric unit (demarked with a T in the listing of the 

atoms) are needed. The symmetry operations associated with the given space group will replicate 

the asymmetric unit to produce a representative unit cell. To view each step along the geometry 

optimization, the output file can be loaded into the Jmol software, or the steps can be 

transformed into a .cif, and visualized using the CCDC software, Mercury.5, 23-25 The lattice 

dimensions of the optimized structure obtained from the above input file (Figure 4-6) are 

compared to published SC-XRD data in Table 4-1. It has been found that errors less than 1% in 

the external lattice dimensions are usually necessary to produce quality vibrational frequency 

calculations. Additional keywords can be included in the geometry optimization block to fix 

elements of the external and internal structure, such as fixing the lattice dimensions or atomic 

positions.  

 

Table 4-1. Percent error in the lattice dimensions of L-cystine after full geometry 

optimization. 

 Experiment (100 K) Theory Percent Error 

a (Å) 5.412 5.347 -1.20 % 

b (Å) 5.412 - - 

c (Å) 55.956 55.806 -0.27 % 

α (°) 90 - - 

β (°) 90 - - 

γ (°) 120 - - 
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To perform a harmonic frequency calculation, the input file should be updated to include 

the lattice dimensions and fractional atomic positions from the geometry optimization and the 

TOLDEE should be set to 10. Block 1 is then modified to remove all keywords from the 

OPTGEOM block and replace them with the keyword FREQCALC for a harmonic frequency 

calculation. Ultimately, this block needs to be closed with the keyword END. Similar to a 

geometry optimization, a frequency calculation can be restarted from a previous unfinished 

calculation, if the proper restart files are included, and the keyword RESTART is added to the 

FREQCALC block. To more accurately compute the numerical first derivative of the gradient, 

the keyword NUMDERIV can be included in the FREQCALC block followed by the number 2 

on the next line to calculate two displacements for each atom along each cartesian direction 

using the central-difference formula.26 This keyword has proven useful for removing small 

negative calculated vibrational frequencies. 

Within the FREQCALC block, keywords can be included to calculate IR and Raman 

intensities. IR intensities can be calculated through the inclusion of the INTENS keyword 

through the default Berry phase approach, but, if the goal is to additionally calculate Raman 

intensities, the keyword INTRAMAN should follow INTENS to open the Raman intensities 

block followed by the keyword INTCPHF to use the Coupled-Perturbed Hartree-Fock/Kohn-

Sham approach.27-31 This results in the Raman tensor being calculated through applying an 

electric field along each cartesian direction until the CPHF process has converged to the limits 

set by the keyword TOLALPHA. The tensor is then stored in the file TENS_RAMAN.DAT. 

Inserting the keywords ANDERSON and ANDERSON2 in the INTCPHF block can be helpful 

in accelerating convergence.26 An example input file based upon the previous geometry 
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optimization to calculate both IR and Raman harmonic vibrational frequencies and intensities is 

given in Figure 4-7. 

 

 

Figure 4-7. Sample input file for L-cystine using PBE-D3 with the def2-SVP basis set to 

calculate harmonic frequency positions, IR intensities and Raman intensities. 
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The calculated frequency, positions, and intensities can then be convolved for comparison to 

experiment using the relationship described in Eq. 4.4. Here, a normalized Lorentzian line shape 

(L) is applied to the calculated frequencies (𝜐0
𝑖 , cm-1) and intensities (A, km/mol) to produce spectra 

in terms of the molar attenuation coefficient (ε, M-1cm-1) for a given frequency (𝜐).32 The 

100/ln(10) seen in equation (4.1) serves as a conversion factor to ultimately produce a spectra of 

intensity vs. frequency in the desired units. The normalized Lorentzian line shape can be further 

defined in equation (4.2) with the addition of the full width at half maximum (FWHM) (Γ, cm-1). 

The value used for FWHM is dependent on the sample and temperature, with broad, room 

temperature peaks typically having a larger FWHM value. To determine the FWHM that should 

be used to convolve predicted vibrational frequencies, the experimental peaks should be fit using 

a peak fitting software. In the case of L-cystine, a FWHM of 4.0 cm-1 is appropriate for the terahertz 

peak widths seen while 2.5 cm-1 is appropriate for the Raman peak widths seen in cryogenic 

experiments. 

 
휀(𝜐) =

100

ln (10)
∑[𝐿(𝜐, 𝜐0

𝑖 , Γ) ∗ 𝐴(𝑖, 𝜐0
𝑖 )] 

 
(4.1) 

 

 

𝐿(𝜐, 𝜐0
𝑖 , Γ) =

1

𝜋

1
2 Γ

(𝜐 − 𝜐0
𝑖 )2 + (

1
2 Γ2)

 
(4.2) 
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 Both the low-frequency IR-active and Raman-active vibrational modes predicted using 

the PBE-D3/6-311G(d,p) level of theory show strong agreement with the experiment (Figure 4-8 

and Figure 4-9). When making comparisons between structures calculated using a full geometry 

optimization and experiment, lower experimental temperatures are preferred as the calculations 

are performed at 0 K. The calculated terahertz spectrum predicts the correct number of peaks 

with mostly appropriate intensities as seen in Figure 4-8. The predicted low-frequency Raman 

spectrum from the results of the input file described in Figure 4-7 do a good job as well of 

predicting the position of the vibrational frequency, but do not properly capture the intensities 

(Figure 4-9). To account for experimental conditions, the keyword RAMEXP can be inserted 

below INTRAMAN with the following line listing the sample temperature (K) and the 

wavelength of the incident beam (nm).33 Inserting a temperature of 78.0 and a wavelength of λ = 

784.7 nm provides much better intensities as shown in Figure 4-9. Volume dependent 

frequencies can be calculated using the Quasi-Harmonic Approximation through entering the 

keyword QHA within the FREQCALC block.34-37 This keyword automatically performs a series 

of fixed volume geometry optimizations and subsequent frequency calculations. Take note that 

this keyword changes the default criteria to compute all bielectronic integrals exactly, just as the 

keyword NOBIPOLA does. 
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Figure 4-8. Overlay of convolved terahertz spectrum for L-cystine using a FWHM of 4.0 cm-1 

(black) with peak positions denoted as scaled sticks and 50 K experiment (blue) from 10 – 120 

cm-1. 
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Figure 4-9. Comparison of 78 K LFRS (blue) of L-cystine and the predicted vibrational 

frequencies and intensities using a FWHM of 2.5 cm-1 with (green) and without (orange) the 

INTRARAMAN keyword. 
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While the predicted vibrational frequency positions and intensities allow mode 

assignments to be made, they do not provide any detail into the character of the individual 

modes. Just as with the geometry optimization steps, each normal mode can be visualized by 

opening the CRYSTAL17 output file in Jmol.23 This qualitative approach is useful for describing 

the motions of the molecules within the unit cell, but in the past, has struggled to visualize 

multiple unit cells using the shortcut buttons. This problem has been addressed by using the 

script editor and manually defining the packing of the cell. For example, to load the 4th normal 

mode for a file titled output.out, ‘load output.out -4 packed 0.5’ would be entered into the script 

editor. The final number, 0.5 in the example, can be modified to change the number of molecules 

displayed. The script editor can also be used to turn vibrations on and off, scale the amplitude of 

the vibration, change the colors displayed, and print a series of images that can ultimately be 

strung together to create a .gif. To create a .gif of a desired vibration, the command ‘write 

VIBRATION n “filename”’ should be entered, where n is the number of vibration cycles. A 

minimum of four vibration cycles has been needed to create quality .gifs. This command 

produces a series of JPG files that can be strung together using VideoMach 5.15.1 to produce a 

.gif.38 This software has the added benefit of being able to crop the frames, add filters, and 

remove the background to leave a transparent image.  

For a more quantitative approach, the eigenvectors for each eigenvalue can be analyzed. 

The eigenvectors can be found under the heading ‘NORMAL MODES NORMALIZED TO 

CLASSICAL AMPLITUDES (IN BOHR)’ after the printing of the frequency positions and 

intensities. These eigenvectors can be used for each normal mode to sum the total motion along 

each crystallographic axes as well as total motion attributed to an atom or group of atoms, and 

the transpose function in Microsoft Excel is helpful to organizing the list of eigenvectors into a 
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format that can be easily read and analyzed. The eigenvectors can also be used to create a .cif to 

visualize the displacement coordinates that can then be used to compare changes in packing 

arrangement, bond length, bond angle, etc. To obtain a .cif representative of the eigenvector 

displacements, the general steps can be followed: 

 

1. Obtain the original cartesian coordinates for either the asymmetric unit or the full unit 

cell in Ångstrom.  

2. Convert the cartesian coordinates from Ångstrom to Bohr Radius (1 Å = 1.8897 Bohr 

radius). 

3. Obtain the eigenvectors for the mode of interest; these will be given in Bohr radius 

from the output file. 

4. Choose a scalar to apply to the eigenvector displacements and apply that scalar to the 

eigenvectors from step 3. Keep in mind, these vibrations are quite small 

displacements of the unit cell, and the scalar is applied to better visualize the changes 

from the equilibrium structure.  

5. Add the scaled eigenvectors to the equilibrium positions; this will be in units of Bohr 

radius.   

6. Convert the coordinates from step 5 to units of Ångstrom.  

7. The converted cartesian coordinates must then be transformed back to fractional 

coordinates. This is done using the transformation matrix, or the inverse of the direct 

lattice vectors that is printed in the CRYSTAL output file. 

8. The coordinates from step 7 are now in fractional coordinates for the lattice 

dimensions of the equilibrium structure and can be placed into a P1 .cif.  
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Keep in mind, the .cif should not be used to assign quantitative values to changes in internal 

structure but as a comparison of the percent changes across the unit cell.  

 

4.3 Terahertz Time-Domain Spectroscopy  

 To prepare a crystalline solid for evaluation using terahertz time-domain spectroscopy 

(THz-TDS), the sample was first pressed into a free-standing pellet conducive to the sample 

holder being used. In the Korter research lab at Syracuse University, the pellets were designed to 

be 13 mm in diameter with an ideal thickness of 3 mm. Pellets made of pure sample often absorb 

terahertz radiation above the dynamic range of the instrument, so they were diluted with a 

transparent matrix material.39 Polytetrafluoroethylene (PTFE) is an excellent choice to serve as a 

matrix material when making terahertz pellets, with polyethylene and adamantane being 

common choices as well.40-49 The majority of pellets analyzed fell within the range of 1 – 3% 

w/w, while weakly absorbing samples required concentrations of up to 20% w/w.50 Once the 

sample and matrix material were weighed out in the correct proportions, the mixture was 

pulverized in a ball mill to minimizes particle size and produce a homogeneous distribution of 

the sample and matrix material.51, 52 The thoroughly mixed material was then pressed into a 13 x 

3 mm pellet under 2000 psig of pressure. The final weight of these pellets was typically around 

900 mg depending on the compressibility of the sample. A second pellet was then made of pure 

matrix material to serve as a reference measurement and was made to be of similar thickness to 

the pellet that contained the sample.  

 Measurements for this work were taken using the Toptica TeraFlash spectrometer 

described in Chapter 3 at Syracuse University in Dr. Timothy Korter’s research lab (Figure 4-
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10) and at the University of Vermont in Dr. Michael Ruggiero’s research lab. At Syracuse 

University, a Janis ST-100 optical cryostat was used to hold the samples, while at the University 

of Vermont, a closed-cycle helium cryostat from Cryocool Industries was used. Both cryostats 

were equipped with polymethylpentene (TPX) windows to allow terahertz radiation to pass 

through holding up to three free-standing pellets at a time.53 The use of a mechanical stage 

allowed the pellet of interest to be placed in the path of the THz beam. After the sample and 

reference pellets were loaded into the cryostat, the sample chamber was evacuated, and the area 

surrounding the photoconductive antennas was purged with dry air. These steps helped to reduce 

the presence of strongly absorbing water vapor. At the time of the experiments, data collected at 

Syracuse University had a bandwidth of 10 – 133 cm-1 (0.3 – 4.0 THz) while University of 

Vermont data had a bandwidth of 5 – 167 cm-1 (0.15 – 5.0 THz). Differences in the bandwidth 

between the two research labs was most likely attributed to the optimization of the off-axis 

parabolic mirrors used to focus the THz beam, and the efficiency at which water vapor was 

removed from the beam path. 
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Figure 4-10. Toptica TeraFlash set up at Syracuse University using off-axis parabolic mirrors 

and a Janis ST-100 optical cryostat. 
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For each measurement, a waveform was collected using a 50 ps time window that 

averaged over 20,000 scans. Measurements were taken of both the sample and reference pellet 

under identical conditions. To avoid the first Fabry-Perot etalon reflection generated from the 

surface of the pellet, each waveform was truncated at 28 ps past the pulse center for 3 mm thick 

pellets.54 The thicker the pellet is, the farther out in time the reflection is seen and the more data 

that can be used.55 The reflection seen in a pellet of PTFE occurred at approximately 18 ps for a 

2 mm thick pellet, 28 ps for a 3 mm thick pellet, and 38 ps for a 4 mm thick pellet as seen in 

Figure 4-11. Increasing the usable time window leads to improved spectral resolution, with a 3 

mm thick pellet truncated at 28 ps yielding a spectral resolution of approximately 1.2 cm-1.  
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Figure 4-11. Terahertz waveform of different PTFE pellet thicknesses, 2 mm (black), 3 mm 

(blue), 4 mm (red). The reflection for each pellet thickness is highlighted in the inset graph.  
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Each waveform was then zero-padded to include an equal number of data points before 

and after the pulse center with the number of data points set to 2N for the purpose of future 

Fourier-transforms. Care was taken to ensure that the zeroes were added at a point as close to a 

signal amplitude of 0 as the experimental data points allowed, as to not create artificial pulses. 

Zero padding does not increase the spectral resolution, as no actual data is added, but instead acts 

to smooth the resulting spectral features.56 Zero-padded waveforms were then fast Fourier-

transformed (FFT) using the Blackman window in Origin 2020 yielding frequency-domain 

data.57 

To arrive at a spectrum in terms of absorbance for only the sample components, a ratio of 

the magnitude of the FFT between the sample (I) and reference (I0) was changed from 

transmission to absorbance in units of optical density (equation (4.3)). The factor of 2 is 

necessary in equation (4.3) to properly represent the absorbance as a function of the electric 

field.58, 59 

 

 
𝐴 = 2log (

𝐼0

𝐼
) (4.3) 

 

Ultimately, the final units desired for absorbance were in molar attenuation coefficient              

(ε, M-1cm-1) and conversion from optical density was performed using the Beer-Lambert law 

(equation (4.4)) taking the crystallographic unit cell into consideration. The Beer-Lamber Law 

relates the absorbance, A, to the molar attenuation coefficient, ε, through the thickness of the 

pellet, l, and the concentration of the sample in the pellet in terms of crystallographic unit cells, 

c. 

 

 𝐴 = 휀𝑙𝑐 (4.4) 
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For the free-standing pellets, the concentration was solved using the mass of sample in the pellet 

(m, g), the molecular weight of the molecule (MW, g/mol), the number of molecules per unit cell 

(Z), the radius of the pellet (r, cm), and the thickness of the pellet (l, cm) using equation (4.5). 

Previously, the molar attenuation coefficient was referred to as extinction coefficient, but that 

terminology has been deemed obsolete by IUPAC.60  

 

 
𝑐 =

1

1000

𝑚/(𝑀𝑊𝑥𝑍)

𝜋𝑟2𝑙
 (4.5) 

 

 

An example of a processed terahertz spectra of L-cystine (3% w/w) collected at both 290 

and 50 K is found in Figure 4-12. Notice that as the sample was cooled, the peaks shifted to 

higher frequencies. This is most likely due to a contraction of the unit cell and a decrease in 

intermolecular separation leading to steeper intermolecular potential energy surfaces and thus 

force constants.61, 62  
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Figure 4-12. Terahertz spectra of L-cystine at 290 K (red) and 50 K (blue) from 10 – 120 cm-1. 
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4.4 Low-Frequency Raman Spectroscopy 

All low-frequency Raman Spectroscopy (LFRS) data was collected using an Ondax 

(Coherent) SureBlock XLF-CLM THz-Raman system as described in Chapter 3. Two different 

sample configurations were used depending on the goal of the experiment. The first 

configuration had the vial holder attachment in place as was commercially intended. In this set-

up, the sample was ground using a mortar and pestle and placed in a 10 mm glass vial. This vial 

was then securely held within the sample vial holder. In the second configuration, the vial holder 

attachment was removed, and an optical lens and Janis ST-100 optical cryostat with glass 

windows was set in its place (Figure 4-13).  To hold the ground powdered samples within the 

cryostat, a custom-built brass chamber was designed, sandwiching the sample between 2 glass 

plates (Figure 4-14).  
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Figure 4-13. Ondax THz-Raman XLF-CLM with the sample holder removed and the Janis 

ST-100 optical cryostat in place. 
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Figure 4-14. Custom-built sample holder for temperature dependent LFRS measurements.  

 

The first configuration provided the highest signal-to-noise ratio and was preferred for 

room temperature measurements, while the second configuration provided access to temperature-

dependent measurements.  The second configuration, with the cryostat in place, required 

additional considerations to account for the change in optical path length between the laser and 

the sample. This was addressed by placing a lens an appropriate distance between the laser and 

the sample. Without the vial holder in place, the scattering collection was subjected to 

interference from the fluorescent room lines, and so all measurements were taken with the room 

lights turned off. Additional interference was also seen from the atmospheric peaks (specifically 

the pure rotational Raman spectra of N2 and O2), appearing as narrow spectral features (Figure 

4-15) that were ultimately subtracted. To verify which features were to be attributed to the 
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atmosphere of the room, high quality spectra was collected on pure atmosphere alone (Figure 4-

16). The atmospheric peaks were fit using the peak fitting feature in Origin 2020 (Table 4-2) and 

then subtracted from the sample data set using the Spectragryph software for optical 

spectroscopy version 1.2.14 (Figure 4-17).57 
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Figure 4-15. LFRS data for L-cystine collected using the vial holder (top, black) and cryostat 

(bottom, red) from 0 – 166 cm-1. 
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Figure 4-16. Raman spectrum of atmosphere from 10 – 200 cm-1 collected at 295 K with an 

exposure time of 6 seconds and 225 acquisitions.  

 

Table 4-2. List of atmospheric rotational peak positions (cm-1) peaks subtracted after solid data 

collection between 5– 200 cm-1. 

5.4 12.2 14.4 19.9 26.1 28.1 

36.0 37.5 43.9 49.1 52.0 60.0 

67.9 72.0 75.7 83.6 91.8 95.1 

99.8 106.6 107.6 115.6 118.0 123.6 

129.4 131.6 139.5 140.8 147.7 155.4 

171.2      
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Figure 4-17. LFRS of L-cystine collected using the cryostat (top, red) and with the 

atmospheric peaks removed (bottom, blue) from 0 – 166 cm-1. 

 

 

 

 



119 
 

 
 

Before collecting sample measurements under either configuration, the Rayleigh line was 

verified to be located at a Raman shift of 0 cm-1 using the Andor SOLIS software program 

(version 4.30.30024.0). If the Rayleigh line was not being properly reported, the spectrograph 

was recalibrated using the standard procedure in the manual provided.63 If the vial holder was in 

use, the laser was also temperature tuned to ensure maximum power with power fluctuations 

commonly seen after changes to the laboratory’s temperature and humidity. All information 

pertaining to previous temperature tunings can be found in the ‘ppfinder’ text document stored 

on the computer attached to the instrument.  

Appropriate acquisition settings are linked to the scattering strength of the sample, but it 

was found that most samples studied produced good signal-to-noise spectra using an exposure 

time of 3 seconds collected over 225 acquisitions time (Figure 4-18). These parameters 

corresponded to approximately 12 minutes of wait time. To ease comparison between different 

sample and theoretical predictions, the entire spectrum was normalized using the maximum 

scattering signal collected past 10 cm-1.  
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Figure 4-18. LFRS of L-cystine collected with the vial holder configuration using varying 

exposure times and number of acquisitions. 
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4.5 Powder X-ray Diffraction  

 The majority of powder X-ray diffraction (PXRD) measurements were taken using a 

Bruker D2 Phaser equipped with a copper X-ray tube as described in Chapter 3 (Figure 4-19). 

Prior to collection, all samples were ground using a mortar and pestle to promote random 

orientation of the crystals’ faces in the path of the incident X-ray beam, and then the sample 

holder was then filled completely and leveled off to make sure the height of the sample was even 

with the top ring of the sample holder. This promoted the best data collection and ensured that 

the airscatter screen did not come in contact with the sample. The sample holder was then raised 

into position and the scan parameters were set to a scan range of 5 – 70° with an increment of 

0.02° taking 0.5 seconds a step and variable rotation set to 15/min. These collection parameters 

produced high quality PXRD patterns in under 30 minutes with real-time monitoring of the 

experiment through the DIFFRAC.SUITE software.64 A completed job with the desired scan 

parameters was used to create a job template for future runs, guaranteeing the collection settings 

were identical between runs. The job template was modified to automatically save the data 

collected in the desired file format, ensuring that data was not accidentally lost when a new 

experiment was started. If a measurement was run without a job template, the user had to save 

the data before a new measurement was started.  While the job template was used to follow the 

same scan parameters, the user had to physically set and verify the position of the airscatter 

screen, and the divergence slit. Standard measurements had the airscatter screen set to 3 mm to 

reduce background noise, and used a divergence slit with a slit width of 0.6 mm.  
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Figure 4-19. Bruker D2 Phaser holding a single sample with the divergence slit and airscatter 

screen in place. 
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For severely limited sample quantities and temperature dependent measurements, a 

Bruker Kappa APEX Duo was used to obtain powder patterns. This procedure involved grinding 

the sample in the same fashion as for collection using the Bruker D2 Phaser, but instead of filling 

the sample holder, the sample was pressed onto the surface of a MiTeGen mount with a small 

amount of paratone oil to adhere the sample to the mount. The sample was centered in the X-ray 

beam and the experimental scan parameters were set. Four phi scans of 180° with an exposure 

time of 360 seconds were collected using Cu Kα (λ = 1.5418 Å) radiation with a detector 

distance of 150.0 mm. The phi scans covered a 2θ range from -10 to -48° and an omega range 

from 156 to 174° with a chi angle fixed at 54.720°. If the option to unwarp images was not 

selected as part of the experimental set-up, they were unwrapped using the ‘Unwarp and Convert 

Images’ option in the Apex3 software package.65 The ‘Integrate Debye Rings’ option was then 

used to merge the 4 images together, and the slice tool was used to select the region to be 

integrated. By right clicking on the region generated by the slice tool, the Debye rings were 

integrated, and a resultant powder pattern was produced. This powder pattern was then saved as 

a .raw file. To visualize the powder pattern from the .raw file, a converter was used such as 

PowDLL or the Bruker EVA program.64, 66 The powder patterns obtained using this method 

suffered from a higher signal-to-noise ratio and lower resolution than the previously discussed 

method using the Bruker D2 Phaser.   
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4.6 Single Crystal X-ray Diffraction  

 A dual source Bruker Kappa APEX Duo diffractometer system with an APEX II CCD 

detector was used for all single crystal X-ray diffraction (SC-XRD) measurements (Figure 4-

20). The molybdenum source was a fine focus Siemens ceramic X-ray tube producing Mo Kα 

radiation (λ = 0.71073 Å), while the copper source was an Incoatec microfocus source, IµS, with 

Cu Kα radiation (λ = 1.54184 Å). For instrument maintenance and longevity, it was important 

that the detector and X-ray sources are appropriately cooled. The detector was cooled using a 

Julabo recirculating cooler set to -3.0°C, filled with a set ratio of water and ethylene glycol. The 

molybdenum source was cooled using a Haskris R100 chiller that accesses house water set to 

73°F. The chiller required routine cleaning to remove the remnants that had built up from the 

house water, as well as regular monitoring of the water filter. No additional cooling apparatus 

was required for the copper X-ray source, as it was air-cooled.  
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Figure 4-20. Dual source Bruker Kappa Apex Duo with low-temperature capability.  
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The diffractometer was modified for low-temperature measurements using liquid 

nitrogen as a cooling agent. Cooling the sample allowed for more accurate determination of 

atomic positions, as thermal motion was reduced. Liquid nitrogen was held in a storage dewar 

from CRYO Industries that was refilled from a cylinder supplied by Airgas. The desired fill 

levels for the dewar were set using a LM-500 liquid cryogen level monitor from Cryomagnetics 

Inc. The liquid nitrogen was then fed from the dewar into a nozzle that blew directly over the 

crystal sample. The desired sample temperature was set suing a cryogenic temperature controller 

from Cryogenic Control Systems Inc. (Cryo Con) with a GW Instek GSP-3030D power supply 

to control the gas flow. Typically, the voltage on the power supply was set to 12.4 V, but in the 

case of liquid nitrogen dripping from the nozzle, the voltage was raised to a maximum of 18.1 V. 

During the summer months of high humidity, the sample and MiTeGen mount were prone to 

icing, an issue that was addressed by making sure the flow of nitrogen was directly over the 

sample and by checking the orientation of the goniometer.  

 Before attempting to collect any X-ray measurements, the X-rays were verified to be on, 

and the shutter closed. This was done using the Bruker Instrument Server (BIS) software, and by 

physical inspection of the LED lights housed within the enclosure of the diffractometer. Only 

after BIS was opened could APEX3 be connected to the instrument. The Apex3 software 

package was used for the collection and analysis of all X-ray measurements, with a step-by-step 

guide to data collection and software options found in the user’s manual, available online, and in 

the X-ray laboratory.65, 67-70   

 Apex3 is a relatively user-friendly software that begins with describing and centering the 

crystal. If, when attempting to center the crystal, the crystal and its mount were not moving 

smoothly as the axes were rotated, the MiTeGen mount was checked to confirm that it was 



127 
 

 
 

securely held in place within the goniometer base. Taking extra care to ensure the crystal was 

properly centered led to a higher quality of data and faster collection times. Once the crystal was 

screened to determine if it was a good candidate, the unit cell was determined from a collection 

of 36 frames. A quality crystal had a good number (20 – 50) of strong, discrete reflections when 

the spots were harvested and it was helpful to view the reciprocal lattice to visualize the 

reflections before moving forward.71 To complete the empty fields of the crystal dimensions in 

the ‘Describe Sample’ plug-in, a video of the crystal rotating to capture all faces was saved using 

the ‘Index Crystal Faces’ plug-in once the unit cell was determined. Next, a data collection 

strategy was calculated, keeping in mind the desired resolution, completeness, average 

multiplicity, and total run time. The images were then integrated into a single .raw-file with an 

updated cell orientation, saved as a .p4p-file. The .raw-file was then scaled and refined to yield a 

.hkl-file containing all measured reflections. The .p4p-file and .hkl-file were then used to 

determine the space group and produce an instruction file (.ins). Together, these 3 files were 

needed to solve the structure and produce a .res-file. From this point, the structure was refined 

until a quality solution was determined, and then ultimately saved as a crystallographic 

information file (.cif).72, 73 The integrity and quality of the crystal structure was checked using 

checkCIF (checkcif.iucr.org), a service provided by the International Union of Crystallography 

(IUCr). Crystallographic information files were then published and/or uploaded to an appropriate 

database.4, 74-76 
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Chapter 5: Crystalline Molecular Standards for Low-Frequency 

Vibrational Spectroscopies 

The material contained within this chapter is published in the Journal of Infrared, Millimeter, and 

Terahertz Waves and has been reproduced with permission of Springer Science + Business 

Media. 

Dampf, S. J.; Korter, T. M. Crystalline Molecular Standards for Low-Frequency Vibrational 

Spectroscopies. J. Infrared, Millimeter, Terahertz Waves 2020, 41, 1284-1300. 

 

Abstract 

The sub-200 cm-1 (sub-6 THz) vibrations of molecular crystals provide identifying 

features that are characteristic of each solid sample under study. These distinctive vibrational 

spectra have driven the development of new techniques and instrumentation in analytical 

spectroscopy. As terahertz time-domain spectroscopy and low-frequency Raman spectroscopy 

become increasingly prevalent in non-specialist laboratories, the need for a common set of 

spectral standards for use across these techniques becomes imperative. To meet this need, α-

lactose monohydrate, biotin, and L-cystine are proposed here as molecular standards to evaluate 

instrument performance with both terahertz and Raman spectroscopies, as well serve as 

benchmarks for quantum mechanical simulations and analyses of these spectra. These substances 

all reveal a series of readily discernable peaks across the low-frequency region and over a range 

of temperatures (295 K – 50 K) making them even more useful. The often-overlooked aspect of 

detailed spectral interpretation and assignment is directly addressed with rigorous solid-state 

density functional theory simulations of the three compounds based on a standard computational 
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framework. By investigating these proposed molecular crystal standards with commonly 

available experimental and theoretical approaches, a set of realistic performance expectations can 

be achieved for both commercial instrumentation and software being used in low-frequency 

vibrational spectroscopy. 
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5.1 Introduction  

Vibrational spectroscopy has long been used to detect, identify, and characterize chemical 

samples of all types. These studies generally involve infrared absorption and Raman scattering, 

with spectroscopic selection rules based on dipole moment and polarizability changes, 

respectively. The measurements typically cover a spectral range of approximately  

400 - 4000 cm-1, encompassing what is often referred to as the functional group and fingerprint 

regions. The vibrational frequencies of representative species are tabulated in extensive 

correlation lists that can be consulted and used to interpret measured vibrational spectra of new 

or unknown components.1, 2 Low-frequency (≤ 200 cm-1) vibrational spectroscopies are far less 

explored but show great potential for augmenting traditional techniques by extending their 

spectral coverage to include large-amplitude torsions and lattice vibrations in solids. Vibrational 

spectroscopy at low frequencies provides additional information about aspects of chemical 

samples beyond molecular identity alone through the great sensitivity of low-frequency 

vibrations to molecular conformation, local chemical environment, and solid-state packing.3 

Given these exceptional capabilities, a great deal of interest in the ≤ 200 cm-1 range has been 

generated over the last two decades, with numerous studies and applications of terahertz-

frequency infrared (THz, 1 THz ≈ 33.33 cm-1) and low-frequency Raman spectroscopies 

appearing, with the majority focused on characterizing solid-state materials.4-10 

The development of ultrafast laser technology in the 1980s is largely credited with easing 

access to the terahertz (or far-infrared) region of the electromagnetic spectrum.3  The primary 

approach to collecting low-frequency infrared spectra, particularly ≤ 100 cm-1, is terahertz time-

domain spectroscopy (THz-TDS) which is based on inducing transient electric fields in antenna 

structures or semiconductor crystals to function as both terahertz generators and detectors in 
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spectrometers.11 The THz-TDS method yields amplitude and phase details of the spectral 

frequency components within the pulse through Fourier transformation of the time-domain data.3  

Low-frequency Raman spectroscopy (LFRS) provides complimentary vibrational energy data for 

substances in a similar spectral range. However, the experiment does not depend on generation 

or detection of terahertz radiation, rather it is based on inelastic scattering of photons from 

samples (the Raman effect). The key to successful LFRS measurements is the ability of the 

instrument to prevent elastically scattered (Rayleigh) photons from being detected but allowing 

those very close to the laser excitation wavelength (within ~5 cm-1) to still be observed. Recent 

advancements in optical filter technology have made LFRS a readily accessible technique with 

immediate pharmaceutical applications.9, 12, 13  

As the usage of low-frequency vibrational spectroscopies continues to increase, so does the 

necessity for a set of well-defined solid-state molecular standards that can be used to evaluate 

aspects of instrument performance such as bandwidth, resolution, signal-to-noise ratio, and 

reproducibility. In choosing a set of spectral standards to best represent low-frequency region 

benchmarks, the experimental properties of the samples being considered are important for both 

terahertz and Raman measurements. An ideal standard should be inexpensive, non-hazardous, 

easily obtainable, stable, and only exist as a single crystalline polymorph under ambient 

conditions. Furthermore, to be of practical use as vibrational spectral references, the criteria must 

also include clearly identifiable peaks with varying intensities that are discernable over a range 

of temperatures (including room temperature) since low-frequency spectra can be very sensitive 

to thermal effects.14, 15 While a few databases of low-frequency vibrational spectra have been 

constructed (e.g. http://www.thzdb.org), limited work has appeared on establishing reference 

spectra.16 The realization of the need for such spectral standards is not new, as Naftaly has 



142 
 

 
 

reported work assembling a database of spectra at room temperature with a variety of terahertz 

spectroscopy instruments and research has also been done to address calibration and metrology 

issues.17-19 In this work, focus is placed specifically on molecular crystals that can be used as 

low-frequency standards for both terahertz and Raman spectroscopic measurements at ambient 

temperature and below. 

A generally recognized challenge in low-frequency vibrational spectroscopy is the 

interpretation and assignment of the spectral features observed for solid-state samples.  Low-

frequency vibrational spectra can be difficult to analyze since each crystalline substance (and 

even each polymorph of a substance) has a unique fingerprint-like pattern of features arising 

from lattice interactions.20, 21 This is unlike conventional vibrational spectroscopy at higher 

frequencies, where observed band positions are readily attributed to discrete component parts 

(e.g. carbonyl group) within the molecules.22 Computational chemistry simulations can facilitate 

the analysis of experimental spectra by enabling clear spectral assignments and detailed 

descriptions of mode characters to be reached. The specific computational approach chosen must 

be reflective of the system being studied, and therefore solid-state density functional theory (ss-

DFT) utilizing periodic boundary conditions is an appropriate choice for crystalline samples.23 

Solid-state computational analyses focus on reproducing various experimental aspects including 

molecular and crystal packing structures, vibrational frequency positions, and spectral 

intensities.24-28 It is important to note that while the theory-based assignment of measured spectra 

is the primary goal in this work, the experimental spectra and crystallographic data also serve to 

gauge computational accuracy and guide development of new computational methodologies. 

Rigorous simulations play an essential role in establishing reliable molecular standards that can 
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be used with both THz-TDS and LFRS, but this research also tests the limits of the available 

computational tools.  

Three organic crystalline solids have been chosen for this work: α-lactose monohydrate 

(C12H22O11•H2O, CAS: 5989-81-1), biotin (C10H16N2O3S, CAS: 58-85-5), and L-cystine 

(C6H12N2O4S2, CAS: 56-89-3). All of these solids have the potential to meet the required 

experimental and spectral criteria set forth in this work to serve as useful spectral standards and 

provide the low-frequency spectroscopy community with consistent benchmarks. The materials 

have well-characterized crystal structures with limited sample variations to complicate their 

identifying spectra. There are currently no other reported solid-state forms (polymorphs or 

solvates) of biotin beyond the commonly found pure orthorhombic form. However, the same is 

not true for L-cystine and α-lactose monohydrate, and therefore complications could exist in the 

samples. L-cystine crystallizes as both hexagonal plates (space group: P6122) and tetragonal 

prisms (space group: P41) at room temperature, but with the hexagonal form dominating and thus 

the target of the current investigation.29, 30 In maintaining the choice of using the most common 

crystallographic forms of these substances as standards, the monohydrated crystal of  α-lactose  

(α-lactose monohydrate) has been selected because it has little propensity for dehydration and is 

the only form that is commercially available in high purity.31  

Some low-frequency spectra of the proposed standards have been previously published, 

including temperature-dependent THz spectra of α-lactose monohydrate and biotin32, 33, room-

temperature THz spectra of L-cystine34, and room-temperature low-frequency Raman spectra of 

α-lactose monohydrate and L-cystine34, 35. There have also been computational studies reported 

of the THz spectra of all three standards, including solid-state simulations and more limited 
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studies using single molecules.36-39 No simulations of the LFRS of the three solids have appeared 

in the literature.  

To assess the standards, a variety of experimental and computational approaches were taken 

to carefully evaluate the advantages and disadvantages of each solid to serve as a standard across 

THz-TDS and LFRS. It is important to note that the spectra obtained using commercial 

instruments are accompanied by solid-state simulations using commercially available software, 

making this work approachable and reproducible by all interested. All samples were examined 

using powder X-ray diffraction (PXRD) to determine bulk crystallinity, as well as by single- 

crystal X-ray diffraction for unit cell parameters. THz-TDS and LFRS were performed on all 

samples at laboratory and cryogenic temperatures to test the impact on the low-frequency 

spectra. Finally, ss-DFT calculations using a widely implemented density functional and a 

chemically accurate basis set were done to model the low-frequency spectral region and were 

based on previously published crystal structures for α-lactose monohydrate (CCDC 282535), 

biotin (CCDC 925753), and L-cystine (CCDC 1204445).30, 40, 41 This study provides the first 

combined collection of experimental and computational work on molecular crystal standards 

covering the low-frequency range up to 5 THz (167 cm-1), across different selection rules, and 

multiple temperatures. 
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5.2 Methods  

5.2.1 Experimental  

All standards were purchased from Sigma Aldrich at ≥ 99% purity and verified using 

powder X-ray diffraction (PXRD). The samples were first ground and then powder data were 

collected at 100 K by averaging four phi-scans, each covering 180° using a Bruker KAPPA 

APEX DUO diffractometer with an APEX II CCD and Cu Kα radiation (λ = 1.5418 Å). The 

resulting Debye rings were then integrated yielding a PXRD pattern. The same diffractometer 

was used to collect unit cell dimensions at 100 K using single crystal X-ray diffraction (SC-

XRD) on all three standards.  

Low-frequency Raman spectra were obtained using an Ondax (Monrovia, CA) THz-

Raman system in a backscattering geometry, with laser excitation centered at 784.7 nm and 

fiber-coupled to an Andor Shamrock 750 spectrograph equipped with an iDus 416 CCD. 

Samples were held under vacuum in a Janis ST-100 optical cryostat with glass windows 0.3 m 

from the edge of the Raman instrument. To secure the sample, the powdered sample was packed 

between glass plates in a custom brass chamber. Spectra (Stokes component) were collected up 

to a 300 cm-1 shift from the Rayleigh line using a 3 second exposure time with an average of 225 

acquisitions at room temperature (293 K) and at liquid-nitrogen temperature (78 K). The 

approximate spectral resolution was 0.6 cm-1. Due to the significant optical path length between 

the cryostat and the Raman instrument, narrow interference lines can be seen from the Raman 

rotational spectra of atmospheric gases.42 The atmospheric interference below 167 cm-1 has been 

reduced in the final Raman spectra of the solid samples by obtaining a spectrum of air only 

(Appendix A) and subtracting the air peaks from the solid spectra and interpolating using the 
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Spectragryph spectroscopy software package version 1.2.13 (Friedrich Menges, Obersdorf, 

Germany). In a typically configured commercial instrument (no external cryostat), this 

atmospheric correction would not be necessary because of the much smaller optical path length. 

A comparison of the optical path length effects can be found in Appendix A. Peak positions 

were determined from the final Raman spectra using the Origin 2020 software program 

(OriginLab Corporation, Northampton, MA, USA). 

A TeraFlash fiber-coupled terahertz spectrometer from Toptica Photonics (Munich, 

Germany) was used to obtain all terahertz time-domain spectra. The system was based on a λ = 

1.5 µm femtosecond fiber laser with an InGaAs 25 µm strip-line photoconductive antenna for 

terahertz generation and an InGaAs 25 µm dipole photoconductive antenna for terahertz 

detection. Each sample was ground and mixed with polytetrafluoroethylene (PTFE) and then 

pressed into a pellet of 13 mm diameter and a thickness of 3.0 ± 0.1 mm with a sample 

concentration of 1.5 ± 0.1% (w/w). PTFE was chosen as a matrix material to reduce the 

attenuation of THz radiation below 6 THz.43 The concentration was chosen so that the maximum 

absorption was within the dynamic range of the instrument, paying close attention to the higher 

frequency region.44 A pure PTFE pellet of comparable size and weight was used as a reference 

blank. The free-standing pellets were held under vacuum in a cryostat equipped with 

polymethylpentene (TPX) windows and spectra were obtained at 293 K for all, 65 K for α-

lactose monohydrate and biotin, and 50 K for L-cystine. Time-domain terahertz waveforms were 

collected using a 50 ps window and averaged over 20,000 scans. The waveforms were truncated 

in the data processing at 28 ps past the THz pulse center to avoid interference from the internal 

pulse reflection generated at the pellet surface.45 It is relevant to point out that as pellet thickness 

increases, the interfering reflection is pushed further out in time and enables a larger time 



147 
 

 
 

window of the waveform to be used, ultimately leading to a greater spectral resolution.46 The 

data was zero-padded prior to the center of the pulse to include a symmetric number of points to 

the left and right of the pulse center, smoothing the spectral features without altering the 

chemical information.47 The ratio of the truncated sample and blank waveforms were Fourier-

transformed using the Blackman window function in Origin 2020, which has been shown to 

yield dynamic and frequency range improvements.48 Utilizing a 28 ps time window past the THz 

pulse center yielded an absorption spectrum from 5 to 167 cm-1 (0.15 to 5.0 THz) with a spectral 

resolution of 1.2 cm-1. Two full data collections of sample and blank ratios were acquired and 

averaged together at room temperature, while 3 full data collections were acquired and averaged 

at low temperature. All values are reported in terms of extinction coefficient (ε, M-1cm-1) and 

account for the crystallographic unit cell concentration (Z).49 Given the uncertainty in the pellet 

dimensions and sample concentrations there exists a maximum uncertainty in the extinction 

coefficients of 6.7%. The Origin 2020 software program was used on the resulting spectra for 

peak position determinations. 

5.2.2 Computational 

Solid-state density functional theory (ss-DFT) calculations were performed using the 

CRYSTAL17 software package, which performs ab initio calculations employing periodic 

boundary conditions to account for the crystalline environment of the solids being examined.50 

All starting structures were obtained from low-temperature crystallographic data, as the ss-DFT 

calculations are effectively performed at 0 K. The structures were allowed to fully optimize, 

being restrained only by their crystallographic space group symmetries (α-lactose monohydrate: 

P21, biotin: P212121, L-cystine: P6122) to an energy convergence of ΔE < 10-8 hartree. 
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The calculations utilized the def2-TZVP basis set and the Perdew-Burke-Ernzerhof (PBE) 

density functional.51, 52 All calculations used Grimme’s London dispersion correction (D3) with 

the Becke-Johnson damping function and included a three-body repulsion term with program 

default settings to improve the intermolecular force modeling.53-55 Collectively, the applied 

method can be referred to as PBE-D3/def2-TZVP. An appropriate number of points in the 

irreducible Brillouin zone was determined for each system (α-lactose monohydrate: 170, biotin: 

216, L-cystine: 50), and the overlap-based truncation tolerances for the Coulomb and exchange 

integrals were set to 10-8, 10-8, 10-8, 10-8, 10-16. Harmonic vibrational frequencies were calculated 

from the fully optimized structures with a tighter energy convergence of ΔE < 10-10 hartree using 

a two-point finite difference scheme when calculating the second derivatives of the Hessian 

matrix to ensure numerical accuracy.56 Both infrared and Raman intensities were calculated 

through a coupled-perturbed-Hartree-Fock/Kohn-Sham approach with the inclusion of the 

Anderson convergence accelerator.56-60 Raman intensities were further refined by accounting for 

the temperature of the sample and the wavelength of the incident laser.60  

5.3 Results and Discussion 

5.3.1 Sample Verification  

All three proposed standards have clear experimental PXRD patterns indicating high 

levels of bulk crystallinity and match predictions of the pure materials based on the known SC-

XRD structures (Appendix A). The simulated PXRD results from ss-DFT calculated structures 

also show strong agreement with the experimental data, confirming that the crystallographic 

forms being examined experimentally are the same being investigated computationally. Special 
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attention was paid to L-cystine to verify that no impurities from the tetragonal form were present 

in the bulk sample.  

Unit cell determinations from SC-XRD measurements at 100 K were used in a similar 

fashion as the PXRD results to validate space group symmetries and external crystal lattice 

dimensions as compared to previous experiments (Table 5-1).  Excellent agreement is found 

between the current crystallography and past reports, providing further confidence that the 

vibrational spectra and the ss-DFT analyses are both based upon the correct experimental crystal 

structure that forms under common laboratory conditions. 

Table 5-1. Crystallographic unit cell dimensions obtained at 100 K using SC-XRD for the 

proposed molecular standards, α-lactose monohydrate40, biotin41, and L-cystine30 as compared to 

previously published parameters. 

 

 α-lactose monohydrate biotin L-cystine 

 100 K  

 

Published   

(150 K) 

100 K  

 

Published   

(173 K) 

100 K  

 

Published  

(110 K) 

a (Å) 4.755(5) 4.7830(5) 5.176(6) 5.1955(6) 5.4028(4) 5.412(1) 

b (Å) 21.44(2) 21.540(2) 10.288(12) 10.3017(17) 5.4028(4) 5.412(1) 

c (Å) 7.729(7) 7.7599(8) 20.89(3) 20.943(2) 55.965(4) 55.956(1) 

α (°) 90 90 90 90 90 90 

β (°) 105.95(2) 105.911(2) 90 90 90 90 

γ (°) 90 90 90 90 120 120 

 

5.3.2 Low-frequency Spectroscopy  

The final THz-TDS data for α-lactose monohydrate, biotin, and L-cystine at ambient and 

cryogenic temperatures can be seen in Fig. 5-1. The original waveforms, processed individual 

data collections, and the final XY data used to compose the final THz-TDS spectral figures are 

included in Appendix A. All the spectra show several clearly identifiable peaks at both normal 

laboratory temperature and at low temperature. It is important to note that even though the data 
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collected at low temperature has better resolved features (as is typical)43, 47, 61, the peaks in the 

293 K spectra are still well defined. This indicates that the studied solids could all serve as valid 

experimental standards under ambient conditions, though the L-cystine terahertz data does 

appear to be slightly modulated compared to previous reports.34 The choice of matrix material or 

the concentration of the sample exceeding the range of the detector could contribute to the peak 

asymmetry seen in the L-cystine terahertz spectra. All of the terahertz spectra presented suffer 

from a rising baseline resulting from the non-resonant scattering of radiation46, 49, 62, 63, however 

no correction has been made to the presented spectra as applying an unbiased correction across 

this broad frequency range for a variety of samples and temperatures is not trivial.47, 64  

The LFRS results for the molecular crystals are shown in Fig. 5-2 from 5 – 167 cm-1 to 

match the THz-TDS frequency range and ease comparison. Complete Raman data from 0 – 300 

cm-1 is provided in Appendix A. The Raman spectrum of α-lactose monohydrate has three 

significant peaks below 50 cm-1, but due to the low scattering efficiency of the sample 

(approximately ¼ the strength of L-cystine), resolving and identifying peaks beyond this range is 

difficult.35 Additionally, α-lactose monohydrate presents some weak fluorescence resulting in a 

rising baseline and is unclear if this originates from the molecule under study or from a minor 

impurity. Just as with the terahertz spectra, biotin and L-cystine have a number of clearly 

identifiable Raman peaks at both temperatures. A spectral feature at an impressively low 9.7 cm-1 

at 50 K in L-cystine can be clearly discerned and highlights the recent advances in LFRS 

instrument performance.12 Experimental positions for all peaks ≤ 167 cm-1 (5 THz) are provided 

in Appendix A for both the THz-TDS and LFRS data.  
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Figure 5-1. Terahertz spectra of molecular standards from 5 - 167 cm-1 at 293 K (red) and 

cryogenic temperatures (blue). The cryogenic spectra of α-lactose monohydrate and biotin 

were taken at 65 K, while L-cystine was 50 K. The 293 K biotin spectra is shown to 175 M-

1cm-1 for clarity, with the off-scale peak at 161.7 cm-1 having a maximum intensity of 307 M-

1cm-1. 
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Figure 5-2. Raman spectra of molecular standards from 5 - 167 cm-1 at 293 K (red) and 78 K 

(blue). Individual spectra have been intensity normalized to 1 and therefore relative intensities 

between samples are not comparable. 
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5.3.3 Solid-state Density Functional Theory Calculations  

In this work, a typical set of default ss-DFT calculation parameters was chosen that 

adheres to a level of computational rigor that is generally accepted to be of publication quality 

and achievable with commercial software and minimal formal training. The same computational 

methodology was used across all three proposed standards and the lattice dimensions of the 

fully-optimized ss-DFT structures agree very well with those measured at 100 K using SC-XRD 

(Table 5-2), with the average unsigned error being 0.35%. Since ss-DFT calculations are 

effectively performed at 0 K, comparison to a low-temperature experimental structure is most 

appropriate. 

Table 5-2. Calculated lattice dimensions for α-lactose monohydrate, biotin, and L-cystine 

compared to 100 K SC-XRD measurements.  

 a (Å) b (Å) c (Å) α (°) β (°) γ (°) 

α-lactose monohydrate 

100 K Exp. 4.755(5) 21.44(2) 7.729(7) 90 105.95(2) 90 

PBE-D3/def2-TZVP 4.7456 21.5875 7.7559 90 106.0994 90 

Percent Error -0.20% 0.69% 0.35% - 0.14% - 

biotin 

100 K Exp. 5.176(6) 10.288(12) 20.89(3) 90 90 90 

PBE-D3/def2-TZVP 5.1685 10.3373 20.9174 90 90 90 

Percent Error -0.14% 0.48% 0.13% - - - 

L-cystine 

100 K Exp. 5.4028(4) 5.4028(4) 55.956(1) 90 90 120 

PBE-D3/def2-TZVP 5.4060 5.4060 56.5076 90 90 120 

Percent Error 0.06% 0.06% 0.97% - - - 

 

Attention was focused on the theoretical agreement with the spectral region below 3.5 

THz (117 cm-1) with a complete list of calculated frequency positions and intensities for both the 

IR- and Raman active modes of the solids available in Appendix A. The vibrational frequency 

calculations for α-lactose monohydrate (Fig. 5-3) closely match with experiment for the IR-
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active vibrations, and further validates why it has been proposed in the past to serve as a 

molecular standard for THz-TDS.17 The ss-DFT prediction for the Raman-active modes (Figure 

5-4) does well for the strong peaks noted below 50 cm-1, but the low scattering efficiency 

inherent to the sample at higher Raman shifts makes it difficult to match the predicted 

frequencies with experiment and makes it less ideal to serve as a standard for LFRS.35 Biotin has 

numerous well-defined peaks in both the terahertz (Figure 5-5) and Raman (Figure 5-6) spectra 

that can be assigned using ss-DFT across the entire spectral range investigated. The 

computational approach applied here also allows for the majority of the peaks in both the 

terahertz and Raman spectra of L-cystine (Figure 5-7, Fig 5-8) to be interpreted, but definitive 

assignments for all features is not possible due to the noticeable mismatch in several of the 

predicted peak positions and intensities. The origin of the lower performance in the L-cystine 

simulations is not clear, but could be tied to the specific structure of this molecule. The largest 

deviation between the theoretical and experimental structures of L-cystine occur in the length of 

the S-S disulfide bond, with an error that is twice as large as those found in other non-hydrogen 

bond lengths. This indicates that the theoretical treatment of this disulfide bond may be the 

source of the simulation limitations, but that is speculative. It has been proposed that a hybrid 

density functional is a more appropriate choice to properly model disulfide bonds, however the 

use of these in solids results in a significant increase in required computational resources and 

execution time.65 The PBE-D3/def2-TZVP frequency calculation for L-cystine took 

approximately 20 days on 256 processor cores and the inclusion of a hybrid functional would 

more than double the run time, making it impractical to use. Despite imperfections, the general 

agreement between experiment and theory confirms that the theoretical approach chosen in this 
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work is sufficient to adequately model the crystal structures and low-frequency motions of these 

molecular solids and arrive at meaningful interpretations.  

However, if the goal is computational accuracy and not simply demonstrative method 

benchmarking, there are a multitude of simulation variations that could be explored including 

hybrid functionals66-68, larger basis sets69, plane-wave solutions (e.g. VASP)70, the quasi-

harmonic approximation71, and ab initio molecular dynamics (e.g. CP2K)72, all coming with 

various investments of time, computational resources, and user expertise. Each system under 

study is chemically unique and so choosing simulation parameters specific to each system would 

provide more chemically accurate results, however such a process is antithetical to the evaluation 

of the single and widely adopted computational approach utilized here.  

The results from the vibrational frequency calculations are able to provide spectral 

assignments, as well as insight into mode characters, for the majority of the observable terahertz 

and Raman spectral peaks with tentative correlation tables available in Appendix A. To 

demonstrate this capability, the lowest frequency feature in each spectrum is considered here. 

The lowest observed vibrational modes in crystalline α-lactose monohydrate and biotin are each 

vibrations that are both IR- and Raman-active. Their mode characters have already been 

described in earlier works as rotational, and the current results are consistent with those 

findings.37, 38 Interestingly, no solid-state simulations of the low-frequency vibrations of L-

cystine have been reported, making the current assignments of the experimental spectrum here 

particularly useful. The strong hydrogen bonds between L-cystine molecules prevent 

independent molecular motion, resulting in a mixture of both translational and rotational motion 

within a single low-frequency vibration of the crystalline solid. The lowest observed terahertz-

active peak in crystalline L-cystine (Figure 5-1) is found at 9.3 cm-1 (at 50 K) which can be 
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assigned to the mode predicted at 10.72 cm-1 by the simulations (Figure 5-7). This mode is a 

combination of rotational and translational motion, where rotational motion can be represented 

by L-cystine hydrogen-bonded dimers rotating in the ab plane while the adjacent rows translate 

along the b-axis as illustrated in Figure 5-9. The Raman spectrum (Figure 5-2) reveals its first 

feature at 10.5 cm-1 (at 50 K). This peak can be assigned to the mode predicted at 12.21 cm-1 by 

the simulations (Figure 5-8) and is also a combination of rotational and translational motion 

where the L-cystine hydrogen-bonded dimers rotate in the ab plane while the adjacent rows 

translate along the a-axis (Figure 5-10). These remarkably low-frequency modes make L-cystine 

a useful benchmark for evaluating the low-frequency response of THz-TDS and LFRS 

instrumentation.  
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Figure 5-3. Experimental (65 K) terahertz spectrum (blue, top) and simulated terahertz 

spectrum (black, bottom) for α-lactose monohydrate. The simulated spectra have been 

convolved with Lorentzian line shapes using full-width half-maxima (FWHM) of 1.5 cm-1. 

The simulated intensity values have been scaled by 0.5 to facilitate comparison with 

experiment. 
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Figure 5-4. Experimental (78 K) Raman spectrum (blue, top) and simulated Raman spectrum 

(black, bottom) for α-lactose monohydrate. The simulated spectra have been convolved with 

Lorentzian line shapes using full-width half-maxima (FWHM) of 1.0 cm-1. 
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Figure 5-5. Experimental (65 K) terahertz spectrum (blue, top) and simulated terahertz 

spectrum (black, bottom) for biotin. The simulated spectra have been convolved with 

Lorentzian line shapes using full-width half-maxima (FWHM) of 4.0 cm-1. 
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Figure 5-6. Experimental (78 K) Raman spectrum (blue, top) and simulated Raman spectrum 

(black, bottom) for biotin. The simulated spectra have been convolved with Lorentzian line 

shapes using full-width half-maxima (FWHM) of 1.2 cm-1
. 
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Figure 5-7. Experimental (50 K) terahertz spectrum (blue, top) and simulated terahertz 

spectrum (black, bottom) for L-cystine. The simulated spectra have been convolved with 

Lorentzian line shapes using full-width half-maxima (FWHM) of 4 cm-1. 
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Figure 5-8. Experimental (78 K) Raman spectrum (blue, top) and simulated Raman spectrum 

(black, bottom) for L-cystine. The simulated spectra have been convolved with Lorentzian line 

shapes using full-width half-maxima (FWHM) of 2.5 cm-1. 
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Figure 5-9. Rotational and translational mode character of the lowest observed IR-active mode 

for L-cystine at 9.3 cm-1 (calc. 10.72 cm-1). 

 

 

 

 

 

Figure 5-10. Rotational and translational mode character of the lowest observed Raman-active 

mode for L-cystine at 10.5 cm-1 (calc. 12.21 cm-1). 
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5.4 Conclusions  

A series of readily available molecular crystals have been selected and thoroughly evaluated 

for their potential to serve as spectral standards for both low-frequency terahertz and Raman 

spectroscopies. Considering their spectra alone, α-lactose monohydrate, biotin, and L-cystine 

have a multitude of distinguishable peaks below 167 cm-1 (5 THz) at room and low temperatures. 

For this reason, all three spectral standards would provide a strong basis for users to evaluate 

both their terahertz and Raman instruments over a range of temperatures. However, the 

molecular standards do vary in performance for the different spectroscopies. While α-lactose 

monohydrate is more suited for use in terahertz applications, L-cystine is more suited for use in 

low-frequency Raman applications, with biotin proving to be a strong choices across both forms 

of low-frequency spectroscopy. Adding to the overall evaluation of these molecular standards, 

solid-state density functional theory simulations were performed on each using commercially 

available software at a level of theory that is generally acceptable for publication. The 

computational analyses of the spectra and crystal structures of the proposed standards were 

successful and provided useful insights into the origins of the observed spectral features. These 

results highlight that while specific tuning of computational methods for each crystalline species 

will always yield the most accurate simulation, reliable and meaningful analyses can be achieved 

using widely accepted methods (e.g. PBE-D3/def2-ZTVP) that are available in numerous 

software packages and transferable to diverse solids. In summary, each of the investigated 

molecular crystals provides useful benchmarks for both experimental and computational studies, 

but the overall top performing molecular standard across all sample criteria and methods was 

found to be crystalline biotin.  
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Appendix A 

Unprocessed Raman spectra of atmospheric rotational lines, α-lactose monohydrate, 

biotin, and L-cystine; Raman spectra of varying optical path lengths and the influence of 

atmospheric interference; comparison of powder X-ray diffraction patterns for all three 

standards using ss-DFT, published literature, and experiment; individual trials for THz-TDS; 

experimental peak positions for both THz-TDS and LFRS for α-lactose monohydrate, biotin, and 

L-cystine; calculated peaks positions and intensities for both THz-TDS and LFRS for α-lactose 

monohydrate, biotin, and L-cystine; waveforms for all THz-TDS measurements; processed THz-

TDS and LFRS data; CRYSTAL17 input files for the geometry optimization and frequency 

calculations for α-lactose monohydrate, biotin, and L-cystine; tentative correlation tables 

between experimental THz-TDS and LFRS peaks and ss-DFT simulations 
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Chapter 6: Anomalous Temperature Dependence of the Lowest-

frequency Lattice Vibration in Crystalline γ-Aminobutyric Acid 

The material contained within this chapter is published in the Journal of Physical Chemistry A 

and has been reproduced with permission of the American Chemical Society. 

Dampf, S. J.; Korter, T. M. Anomalous Temperature Dependence of the Lowest-Frequency 

Lattice Vibration in Crystalline γ-Aminobutyric Acid. J. Phys. Chem. A 2019, 123, 2058-2064. 

Abstract 

Crystalline γ-aminobutyric acid (GABA) exhibits unusual thermal behavior in a low-

frequency lattice vibration that occurs at 37.2 cm-1 at 290 K, but decreases dramatically by 

34.0% when the sample is cooled to 78 K. Lattice vibrations in molecular crystals are indicators 

of intermolecular force characteristics and the extraordinary temperature sensitivity of this 

vibration offers new insight into the local environment within the solid. Solid-state density 

functional theory simulations of the GABA crystal have found this anomalous frequency shift is 

based in unexpected differences in the strengths of the intermolecular hydrogen bonds that are 

cursorily the same. This was accomplished through mapping of the potential energy surfaces 

governing the terahertz-frequency motions of the GABA solid, and use of the quasi-harmonic 

approximation to model the response of all the lattice vibrations to temperature-induced unit cell 

volume changes brought about through the anharmonic character of the intermolecular 

interactions. The analysis reveals that the vibration in question is rotational in nature and 

involves the significant distortion of a specific weak intermolecular N–H···O hydrogen bond in 

the crystal that results in its unique thermal response.   
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6.1 Introduction  

All crystalline solids possess some degree of anharmonicity in their low-frequency 

(sub-200 cm-1) lattice vibrations, which affects a large number of physical properties including 

thermal expansion, mechanical elasticity, and dielectric constants.1,2 Often the magnitude of the 

anharmonicity is small, and harmonic oscillator models can be used to successfully simulate and 

assign the low-frequency vibrational spectra of these solids. In molecular crystals, these 

assignments indicate that the spectra originate from intermolecular translations and rotations and 

intramolecular torsions, as demonstrated in numerous organic solids of varying complexity.3,4,5,6 

Yet given the non-zero anharmonic character of the potential energy surfaces, these molecular 

solids do exhibit lattice vibration shifting with temperature changes.  

The vast majority of vibrations increase in frequency with sample cooling due to the 

contracted crystallographic unit cells yielding steeper potential energy surfaces. However, in 

some cases such as L-tartaric acid7, ranitidine hydrochloride8, and sucrose9, specific vibrations 

show anomalous behavior with reduced vibrational frequencies at lowered temperatures.  The 

magnitude of these negative frequency shifts are typically less than the more common positive 

shifts, but cannot be explained using simple unit cell volume arguments. Pure harmonic 

treatments are not able to adequately model such unusual phenomena and any computational 

analyses of these solids must incorporate vibrational anharmonicity either implicitly or explicitly. 

10,11,12,13,14 For periodic solids, the utilization of the quasi-harmonic approximation in solid-state 

density functional theory simulations provides a powerful tool for investigating 

anharmonicity.15,16,17 
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The crystalline solid specifically studied here is 4-aminobutyric acid (C4H9NO2), more 

commonly referred to as γ-aminobutyric acid (GABA). GABA is one of the main inhibitory 

neurotransmitters found in the central nervous system of vertebrates18 and deficiencies have been 

linked to various disorders.19 As a solid sample, GABA is most commonly found in the 

monoclinic polymorphic form, with GABA molecules existing as zwitterions participating in an 

extensive intermolecular hydrogen bond network involving the amino and carboxyl groups of 

adjacent molecules.20,21  

A combination of experimental and computational methods has been applied in this work 

to understand the lattice vibrations of crystalline GABA. Single-crystal X-ray diffraction (SC-

XRD) was used to verify the polymorph present, as well as observe changes in the GABA unit 

cell over a range of temperatures. Low-frequency Raman spectroscopy (LFRS) and terahertz 

time-domain spectroscopy (THz-TDS) were utilized to identify and monitor the shifting of the 

spectral peaks associated with lattice vibrations as a function of temperature. Solid-state density 

functional theory (ss-DFT) was then used to model and assign the sub-133 cm-1 (sub-4 THz) 

vibrational frequencies in the observed terahertz spectra. The quasi-harmonic approximation was 

applied in these simulations to estimate the temperature dependencies of the lattice vibrations, 

and ultimately investigate the curvatures of the potential energy surfaces that arise from the 

complex molecular interactions in the GABA crystal.  Together, the low-frequency 

spectroscopies and solid-state calculations of GABA have revealed that a single infrared-active 

lattice vibration exhibits a very large anomalous frequency shift with temperature, and that this 

behavior is connected to the strength of a specific intermolecular hydrogen bond.  
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6.2 Methods  

6.2.1 Experimental 

GABA has been reported in two distinct polymorphic forms, monoclinic and tetragonal, as 

well as a hexagonal ethanol-solvated cocrystal.22,23,24 SC-XRD was performed on GABA (Alfa 

Aesar, 97%, lot: K12Z010) recrystallized from aqueous solution to ensure and verify the 

presence of the monoclinic form. The structure solved in the present work at 95 K was consistent 

with the monoclinic results published by Steward, et al.22 In addition to the complete structure 

determination at 95 K, the unit cell dimensions of monoclinic GABA were measured over a 

range of temperatures from 290 K to 100 K.  Measurements were obtained using a Bruker 

KAPPA APEX DUO diffractometer with an APEX II CCD and Mo Kα radiation (λ = 0.71073 

Å) for full structure determination, while the temperature-dependent measurements were 

collected using Cu Kα radiation (λ = 1.5418 Å). Rapid unit cell dimension measurements were 

obtained using a faster scanning option to quickly monitor temperature trends, at the expense of 

higher uncertainty in the parameters versus the full structure refinement approach. Powder X-ray 

diffraction (PXRD) measurements were collected on the same instrument over an average of 4 

phi scans (in-plane sample rotation), each sweeping 180° using Cu Kα radiation to obtain Debye 

rings. The rings were then integrated to obtain a powder pattern and used to verify bulk 

crystallinity. 

Sets of low-frequency Raman data were obtained using an Ondax (Monrovia, CA) THz-

Raman system in a backscattering geometry, with laser excitation centered at 784.7 nm and 

fiber-coupled to an Andor Shamrock 750 spectrograph equipped with an iDus 416 CCD. Pure 

GABA was pressed at 2000 psig into a 13 mm diameter free-standing pellet and kept under 
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vacuum in a Janis ST-100 optical cryostat with glass windows for the duration of the experiment. 

Minor contributions to the spectra from atmospheric Raman rotational lines have not been 

accounted for. Data was collected over 225 acquisitions, each with an exposure time of 2 

seconds across a range of temperatures from 290 K to 78 K. The useable spectral range was 10 to 

300 cm-1 with an effective spectral resolution of 0.6 cm-1.  

Terahertz time-domain spectra were obtained using a TeraFlash all fiber-coupled 

terahertz spectrometer from Toptica Photonics (Munich, Germany) based on a 1.5 µm 

femtosecond fiber laser with an InGaAs 25 µm strip-line photoconductive antenna for terahertz 

generation and an InGaAs 25 µm dipole photoconductive antenna for terahertz detection. The 

sample was ground and mixed with a polytetrafluoroethylene (PTFE) matrix (1.5% by mass) and 

then pressed into a pellet (13 mm x 2 mm) at 2000 psig. A pure PTFE pellet was made under the 

same conditions to serve as a reference. Experimental spectra were then obtained from 290 K to 

78 K with the sample and reference held under vacuum in the same cryostat, but with 

polymethylpentene (TPX) windows. The external optical path was purged with dry N2 gas to 

reduce interference from atmospheric water. For each trial, the sample and reference blank were 

scanned over a full 100 ps time window, but data was truncated prior to analysis to 17 ps past the 

THz pulse center to avoid spurious reflections generated at the pellet surface. The ratio of the 

Fourier-transformed data of the sample and reference produced terahertz spectra from 10 to 133 

cm-1 (0.3 to 4.0 THz) with a spectral resolution of approximately 2 cm-1. The extinction 

coefficient (ε) is reported in units of M-1cm-1 and expressed in terms of crystallographic unit cell 

concentration (Z=4).  
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6.2.2 Computational 

All ss-DFT calculations were performed with the CRYSTAL1725 software package, with 

the crystalline environment accounted for with periodic boundary conditions. The Perdew-

Burke-Ernzerhof (PBE) density functional26 was used along with def2-TZVPP, a triple-zeta 

valence basis set with added polarization functions27. The calculations were augmented with 

Grimme’s London dispersion correction (D3 with the Becke-Johnson damping function) to better 

treat weak intermolecular forces.28,29,30 The structure was fully optimized within the 

crystallographic space group (P21/c) to a total energy convergence of ΔE < 10−8 hartree, with 

starting coordinates from the SC-XRD structure solved at 95 K. Harmonic vibrational 

frequencies were calculated from the optimized structure with a more stringent energy 

convergence of ΔE < 10−10 hartree where all bielectronic integrals (Coulomb and exchange) are 

evaluated exactly with the program keyword NOBIPOLA (i.e. by switching-off the bipolar 

approximation) and infrared intensities were determined through the Berry phase method31,32. 

The overlap-based truncation tolerances for the Coulomb exchange integrals were set to 10-9, 10-

9, 10-9, 10-9, 10-18 and the shrinking factor was isotropically set to 5, producing 39 points in the 

irreducible Brillouin zone for all calculations.   

The anharmonicity of the solid-state vibrations was explored in two ways. First, the 

vibrational potential energy surface for each normal mode in the sub-150 cm-1 range was scanned 

using atomic displacements from the calculated eigenvectors of the fully-optimized structure to 

determine the deviation of their curvatures from the harmonic limit. The potential energy was 

also calculated for a series of displacements along each symmetry-unique N-H stretch to probe 

anharmonicity specifically in the hydrogen bond interactions.33,34 Second, the quasi-harmonic 

approximation (QHA) was applied to calculate the phonon frequencies as a function of unit cell  



181 
 

 
 

volume to represent the effects of temperature change.35,36,37,38 This approach used the fully-

optimized structure as a starting point and then applied constant volume optimizations at +2% 

and +4%  variations with respect to the unconstrained full optimization volume (later referred to 

as 0%), then vibrational frequencies for each volume-constrained optimized structure were 

calculated. 

 

6.3 Results and Discussion  

6.3.1 Experimental Low-frequency Vibrational Spectra 

The low-frequency lattice vibrations of crystalline GABA were measured using both LFRS 

and THz-TDS to access all of the vibrations present in the sample, and these spectra are shown in 

Figure 6-1 and Figure 6-2 respectively. Each experiment revealed a significant number of peaks 

present in the sub-133 cm-1 range. The room-temperature THz-TDS data is consistent with that 

previously reported.39,40 In both spectroscopies, the spectral features generally narrow and shift 

to higher frequencies in response to cooling as the crystallographic unit cell changes with 

temperature. 
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Figure 6-1. Temperature-dependent LFRS spectra from 10 cm-1 to 300 cm-1 of GABA 

recorded from 290 K to 78 K. 
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Figure 6-2. Temperature-dependent THz-TDS spectra from 290 K to 78 K of GABA. Note the 

anomalous frequency shifting of the lowest feature. 
 

 

The Raman data show that all of the Raman-active modes shift to higher frequency at 

reduced temperatures, as would be expected from a contracted unit cell volume. The THz-TDS 

results are largely in agreement with this same trend, except for a significant deviation in the 

thermal behavior of the lowest absorption feature that appears at 37.2 cm-1 at 290 K, but is found 
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at 26.4 cm-1 at 78 K. Not only is the direction of the shift anomalous for such a temperature 

change, but the magnitude of -34.0% is remarkable as well. 

Given the strong dependence of the lattice vibrations on the temperature of crystalline 

GABA, it is reasonable to consider that the origin of the odd shifting may be revealed using X-

ray diffraction measurements. PXRD data (see Appendix B) does not show any polymorph 

changes in the bulk sample over the 290 K to 100 K range, with the monoclinic form preserved 

throughout. Temperature-dependent SC-XRD provides specific structural data that can reveal the 

presence of negative thermal expansion which could lead to the atypical lattice vibration trend.41 

However, the lattice dimensions for GABA shown in Table 6-1 obtained using rapid SC-XRD 

unit cell measurements do not indicate any unusual changes. Cooling of the monoclinic GABA 

crystal reduces the unit cell volume as expected, with no obvious negative thermal expansion 

character. Although the a-axis becomes slightly larger upon cooling, the change is only slightly 

outside the measurement error. Given the lack of an irregular thermal-structural relationship in 

the GABA crystal, the behavior of the lowest-frequency mode necessitates additional study to 

understand its nature.  

Table 6-2. SC-XRD measured unit cell dimensions of GABA from 290 K to 100 K.  

 290 K 240 K 180 K 150 K 100 K 

a (Å) 7.174(5) 7.183(6) 7.200(6) 7.195(6) 7.202(4) 

b (Å) 10.107(8) 10.074(9) 10.045(8) 10.010(7) 9.972(5) 

c (Å) 8.242(6) 8.230(6) 8.224(6) 8.206(6) 8.192(4) 

β (°) 110.90(2) 110.81(3) 110.67(3) 110.59(2) 110.49(2) 

Volume (Å3) 558.2(1.2) 556.7(1.3) 556.5(1.3) 553.2(1.1) 551.1(9) 
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6.3.2 Structural and Harmonic Vibrational Simulations  

The result of the ss-DFT geometry optimization of crystalline GABA was compared to 

the SC-XRD results (Table 6-2) to evaluate the quality of the structure produced 

computationally. The optimization reveals that only the length of the crystallographic b-axis 

shows significant deviation from the SC-XRD dimensions, while the remaining lattice 

dimensions are in very good agreement with the X-ray structure.  The b-axis is the most 

impacted by temperature (see Table 6-1), and consequently the 0 K ss-DFT results would be 

expected to have the largest difference in this axis. In terms of the internal structure of the 

GABA molecule, the simulation yielded very good root-mean-squared deviations (RMSDs) for 

bonds (0.0070 Å), angles (0.29°), and bond dihedral angles (2.09°) as compared to the SC-XRD 

results.  

 

Table 6-3. Comparison of the SC-XRD experimental and ss-DFT simulated unit cell lattice 

dimensions for GABA. 

 SC-XRD (95 K) PBE-D3/def2-TZVPP Error 

a (Å) 7.2130(3) 7.2917 1.09% 

b (Å) 9.9914(5) 9.7731 -2.18% 

c (Å) 8.2113(4) 8.1817 -0.36% 

β (°) 110.553(3) 110.613 0.05% 

Volume (Å3) 554.10(5) 545.72 -1.51% 
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The optimized structure of crystalline GABA was then used as the basis for a complete 

frequency analysis of the infrared- and Raman-active lattice vibrations. Since the ss-DFT 

simulations are performed at effectively 0 K, the calculated spectra should most closely match 

with those measured at 78 K, the lowest temperature utilized experimentally. The frequency 

analysis (scaled by 0.90) provided good agreement with the 78 K THz-TDS spectrum as seen in 

Figure 6-3, with all features assignable. In order to address the contraction of the b-axis that is 

seen computationally, a fixed-lattice geometry optimization and frequency calculation were 

performed using the 95 K X-ray dimensions. The resulting vibrations required a more modest 

frequency scalar of 0.95 to be applied to best match the experiment (see Appendix B), indicating 

that the lattice dimension mismatch between theory and experiment is at least partially 

responsible for the need of global frequency scaling.  
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Figure 6-3. Overlay of the simulated THz-TDS spectrum (black, frequency-scaled by 0.90) 

with the 78 K experimental data (blue) for GABA. The simulated spectrum is convolved with 

an empirical Lorentzian line shape with a full-width-at-half-maximum (FWHM) of 6.8 cm-1. 

 

 

 



188 
 

 
 

The vibrational simulations are clearly sufficient for the complete assignment of the 78 K 

spectrum (full list of calculated vibrations available in Appendix B). Therefore, the calculated 

eigenvectors could be used to map out the potential energy surfaces for each vibration in order to 

investigate the origin of the unusual peak shifting seen in the THz-TDS data. Scanning along the 

vibrational potential energy surface of each ≤150 cm-1 mode reveals that only the lowest-

frequency mode (referred hereafter as ν1) shows a large deviation from the classical harmonic 

energy as seen in Figure 6-4, while the remaining modes (such as ν3) follow the harmonic 

approximation very closely (see Appendix B). For this reason, evaluating the phonon 

frequencies using the harmonic approximation may be reasonable for most of the lattice 

vibrations, but will not be an accurate representation of the ν1 mode at elevated temperatures. 

 

 

Figure 6-4. Potential energy curves for the eigenvector displaced atoms of the two lowest 

frequency IR-active modes, ν1 (scaled 29.0 cm-1) and ν3 (scaled 50.4 cm-1), predicted for 

crystalline GABA. 
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6.3.3 Quasi-Harmonic Approximation Simulations  

To account for temperature effects, and to identify and understand the basis for the 

apparent strong anharmonicity in the lowest-frequency mode, the quasi-harmonic approximation 

was utilized to mimic the thermal behavior of the solid by changing its unit cell volume. The 

external lattice dimensions change as expected under the volume-constrained optimized 

geometries, as seen in Table 6-3. The QHA results follow the trend of the SC-XRD temperature-

dependent unit cell checks (Table 6-1), with the crystallographic b-axis exhibiting the largest 

change as a function of constrained volume optimization.  

 

Table 6-3. Quasi-harmonic approximation ss-DFT predicted lattice dimensions and resulting ν1 

frequencies for GABA with 0% to 4% unit cell volume expansions. 

 0% +2% +4% 

Volume (Å3) 545.7 556.8 567.9 

a (Å) 7.292 7.308 7.326 

b (Å) 9.773 9.932 10.087 

c (Å) 8.182 8.216 8.255 

β (°) 110.61 111.00 111.40 

Predicted ν1  

(cm-1, unscaled) 
32.3 39.9 46.4 
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Expansion and contraction of the GABA unit cell in the QHA approach yields vibrational 

simulations that are able to reproduce the large red-shift of the ν1 mode with volume contraction 

(approximating cooling), and the blue-shift of other vibrations (Figure 6-5). The QHA 

calculation predicts ν1 to shift by 14.1 cm-1 (-43.7.0%) as the volume contracts from +4% to 0% 

which is a larger volume change than the experimental observations listed in Table 6-1, but does 

confirm and emphasize the anomalous behavior of ν1. It should be noted that some simulated 

modes show slight frequency increases or effectively no change with unit cell expansion, but 

these very small shifts may be obscured by the experimental peak widths or may fall within the 

uncertainties arising from the convergence thresholds of the calculations. 
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Figure 6-5. Quasi-harmonic approximation ss-DFT simulated terahertz spectra of GABA (y-

axis offset for clarity) from 0% to +4% volume change. Frequencies are unscaled. 
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6.3.4 Molecular Origin of the Vibrational Shift 

The most significant intermolecular force present in solid-state GABA is hydrogen 

bonding. The hydrogen bonding is accomplished through the –NH3
+ and –COO- groups, leading 

to three symmetry-unique N–HA···OB interactions to consider (Figure 6-6). Analyzing the 

eigenvector results from the frequency calculations enables the study of the specific atomic 

displacements within each normal mode of vibration. While many different normal modes affect 

the geometries of these three hydrogen bonds, ν1 is distinct in its strong influence on HB3 in 

particular. The ν1 mode results in the largest positional changes in the atoms comprising N–

H3···O2 (HB3 in Figure 6-6), indicating that the distortion of HB3 may be responsible for the 

unusual shifting seen in the terahertz region for this lowest-frequency lattice vibration.  
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Figure 6-6. Monoclinic GABA unit cell highlighting the three symmetry-unique hydrogen 

bonds designated HB1, HB3, and HB3. 
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However, the similarities in heavy atom (N···O) separations gathered from SC-XRD  

measurements do not immediately indicate that a particular hydrogen bond is unique. The X-ray 

structure points to HB2 being the strongest of the three unique hydrogen bonds, having the 

marginally shortest bond distance between the heavy atoms (N–H1···O1: 2.76 Å, N–H2···O1: 

2.73 Å, N–H3···O2: 2.75 Å) and a bond angle (N–H1···O1: 168.69°, N–H2···O1: 170.87°, N–

H3···O2: 163.79°) closest to 180°. HB3 is geometrically the least optimal of the three, 

possessing the largest deviation from hydrogen bond linearity. These trends in the hydrogen 

bonds are seen and maintained throughout the QHA simulations, regardless of unit cell volume. 

Examining the N–H bonds in the simulations supports the HB3 interaction being the weakest, 

with it having the shortest N–H distance and therefore stronger covalent character as compared 

to the other N–H bonds in the crystal. These observations suggest that HB3 will be the easiest to 

distort of the three symmetrically-unique hydrogen bonds. 

Potential energy curves calculated along each symmetrically-unique N–H covalent bond 

(equivalent to a stretching vibration) suggests that the N–H3 bond is the most harmonic of the 

three (Figure 6-7). This specific interaction has the steepest potential when examining the 

relative energies of the displaced N–HA hydrogens, which is consistent with the structural 

simulation showing the hydrogen bond geometry of HB3 to be strained and therefore weaker. 

The incongruity of HB3 may be a contributing factor in the observed lattice dimension behavior 

of crystalline GABA (Table 6-2). The HB3 interaction is predominately oriented along the 

crystallographic b-axis, the same axis that was most difficult to reproduce computationally and 

also the most sensitive to experimental temperature. 
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Figure 6-7. Potential energy curves of displaced N–HA hydrogens (N–H stretching) in 

crystalline GABA. 
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The N–HA hydrogen bonds can be further explored by treating each as an independent 

oscillator in the crystal and numerically solving the time-independent Schrödinger equation 

using the Numerov method to characterize the covalent bond stretching potential energies.34 This 

approach permits the bonding character at specific positions in the molecule to be independently 

evaluated. The analysis (Table 4) predicts the N–H3 stretch of HB3 to exhibit the highest 

fundamental frequency (and highest force constant), indicative of the strongest covalent bond 

order and therefore the weakest intermolecular hydrogen bonding. This specific stretching 

vibration also shows the largest sensitivity over the range of unit cell volume expansion 

calculations, increasing by twice as much as the other hydrogen bond coordinates. 

 

Table 6-4. Calculated fundamental anharmonic frequencies (cm-1) of each N–HA stretching 

vibration over a series of unit cell volume expansions. 

Unit cell volume change N–H1 N–H2 N–H3 

  0% 2363.5 2411.4 2637.0 

+2% 2355.6 2419.9 2655.5 

+4% 2348.0 2427.0 2675.5 

 

Perhaps even more interesting is the trend in the magnitude of the anharmonic constants 

predicted across the unit cell volume expansions, where the value decreases for HB3 as the unit 

cell volume increases (Figure 6-8). 
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Figure 6-8. Anharmonic vibrational constants for N–HA stretching in each symmetry-unique 

hydrogen bond across unit cell volume expansions. 
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6.4 Conclusions  

Crystalline GABA exhibits the largest reported anomalous red-shift of a lattice vibration 

upon cooling of an organic molecular solid. The trend identified experimentally with terahertz 

spectroscopy can be reproduced using solid-state density functional theory, and the combined 

approach allows for a detailed investigation of the intermolecular forces acting within the solid. 

Quasi-harmonic approximation simulations are not only able to replicate the temperature 

response of the 37.2 cm-1 peak (at 290 K) observed in the THz-TDS spectrum, but the rigorous 

DFT treatment of the solid is also able to explain its origin. The unexpected temperature shift of 

the lowest-frequency vibration can be linked to the distortion of a specific weak intermolecular 

hydrogen bond in solid GABA. The key importance of this disparity in the hydrogen bonding 

interactions has been revealed through examination of the atomic displacements of the lattice 

vibrations and mapping of their potential energy surfaces. This study has highlighted the unique 

anharmonic character of the 37.2 cm-1 mode in crystalline GABA, and shown that the 

temperature sensitivity of the N–H3···O2 hydrogen bond ultimately drives the observed 

anomalous frequency shift of this terahertz lattice vibration. 

 

Appendix B 

Powder X-ray diffraction patterns for experimental and simulated GABA, simulated terahertz 

spectrum from a fixed lattice geometry optimization, potential energy curves for first 20 

simulated modes, list of all calculated IR- and Raman-active mode frequencies and intensities, 

anharmonic calculations for each symmetry-unique N–H bond.  
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Chapter 7: Evaluation of Functionals and Basis Sets for the 

Accurate Modeling of Crystalline β-triglycine using Solid-state 

Density Functional Theory  

ABSTRACT 

Advancements in computational models have enabled a better understanding of the 

structures and vibrational motions of crystalline biomolecules. The wide variety of options that 

are available for performing these simulations make it challenging to select the appropriate 

parameters to achieve a desired level of accuracy. Low-frequency vibrational spectroscopy (< 

200 cm-1) is a promising benchmark for evaluating the quality of solid-state simulations. Low-

frequency vibrations can be used to verify that not only are the covalent bonds of the molecule 

well represented, but the weak intermolecular forces that hold the solid together are also 

accurately modeled. A solid-state density functional theory methodology to model crystalline β-

triglycine was developed and verified through X-ray diffraction and low-frequency vibrational 

spectroscopy measurements. A generalized gradient approximation and hybrid functional were 

tested with a series of basis sets, ultimately yielding that PBE0-D3/VTZP combination as the 

best approach for replicating the experimental observations.  
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7.1 Introduction 

Crystalline molecular solids are remarkable benchmarks for testing and developing new 

computational models as these samples have well defined structures given their periodicity, but 

they are simultaneously highly challenging due to the need of the model to treat both covalent 

and noncovalent forces well. To properly model the complex bonding scheme within molecules 

and the weak intermolecular forces that hold the solids together, rigorous solid-state 

computational methodologies are necessary.1-3 Numerous approaches exist for simulating 

molecular solids, including force field and semi-empirical methods, but ab initio methods allow 

for the most flexibility when encountering diverse chemical environments. Regardless of the 

model origin, the treatment of crystalline materials is accomplished through the application of 

periodic boundary conditions in the calculations so that packing interactions are well 

represented, and boundary interface problems are avoided. A commonly applied computational 

method, and the one used in this work, is solid-state density functional theory (ss-DFT) which 

draws on both aspects to provide excellent reproduction of experimental results.4-7 The accuracy 

of these models can be validated through comparisons with experimental observations such as 

solid-state NMR and mid-infrared spectroscopies. While these traditional comparisons are 

valuable, new insights into model quality can be achieved by the replication of low-frequency 

vibrational spectra, as weak noncovalent interactions dominate in the low-frequency region 

between 10 and 200 cm-1 (0.3 – 6 THz).8-11  

Studies of biomolecules have been met with varying rates of success, with challenges 

often attributed to their large size and complex bonding patterns. Oligopeptides are a sub-set of 

proteins used to form cocrystals, serve as templates for solvent-free green synthesis, and can act 

as catalysts.12-14 They are generally between 2 and 20 amino acids in length, making them more 
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approachable for ab initio ss-DFT investigations. The crystal structure of several glycine 

oligomers are known, but the focus of the current work is on triglycine (Gly-Gly-Gly). 

Triglycine has a well characterized crystal structure and has been observed in two polymorph 

forms, α and β. The β form is the more common of the triglycine polymorphs that have been 

reported, with only a single occurrence of α-triglycine in the literature.15, 16 X-ray diffraction 

studies reveal that the β polymorph of triglycine (β-triglycine) is a zwitterion, composed of an 

extensive network of inter- and intramolecular hydrogen bonds.17-19  β-triglycine crystallizes in 

the triclinic space group P1̅ as two symmetry unique molecules arranged in antiparallel β sheets 

through a classic head-to-tail fashion (Figure 7-1).20 Temperature studies of β-triglycine have 

shown that upon cooling, the unit cell contracts without changing the conformation of the 

molecules, preserving the hydrogen bonding scheme regardless of temperature.21 Investigations 

into β-triglycine have previously focused on the low-frequency vibrational spectra, electronic 

structure, degradation in the presence of changing pH, and the applications of amorphous 

films.22-28 

  The pre-existing structural information and vibrational analyses makes β-triglycine an 

ideal candidate for evaluating the ability of a solid-state model to capture the weak 

intermolecular forces that hold crystalline oligopeptides together. In this work, β-triglycine was 

modeled using ab initio solid-state density functional theory with a variety of functional and 

basis set combinations. Each methodology was tested for its ability to reproduce the structure 

observed using X-ray diffraction, as well as the low-frequency vibrations observed via terahertz 

and Raman spectroscopies.  
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Figure 7-1. Labeling scheme of a unit cell of crystalline β-triglycine, with two symmetry 

unique molecules (I and II).21 
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7.2 Methods 

7.2.1 Experimental  

β-triglycine (glycly-glycl-glycine, CAS Number: 556-33-2) was purchased from Acros 

Organics as an off-white powder. The pulverized sample was analyzed using powder X-ray 

diffraction (PXRD) to verify bulk crystallinity using a Bruker D2 Phaser equipped with a 

LYNXEYE silicon strip detector utilizing Cu Kα radiation (λ = 1.5406 Å). The data was 

collected over a range of 10-70° with a step size of 0.02° with each step taking 2 seconds. The 

resulting experimental powder pattern was compared to and found to match the simulated 

powder pattern from previously published single-crystal X-ray measurements.20  

Low-frequency Raman spectroscopy (LFRS) was performed using an Ondax (Coherent) 

THz-Raman system in a backscattering geometry (laser excitation centered at λ = 784.7 nm) 

fiber-coupled to an Andor Shamrock 750 spectrograph equipped with an iDus 416 CCD. The 

commercial system was modified to allow for the collection of cryogenic measurements by 

removing the standard sample holder and inserting a Janis ST-100 optical cryostat with glass 

windows 0.3 m from the edge of the Raman instrument. A custom-built brass chamber was used 

as a sample holder, pressing the powder between two glass plates. Data was collected using a 3 

second exposure time with 225 acquisitions at both room (295 K (±1)) and liquid nitrogen (78 K 

(±1)) temperature up to 400 cm-1 past the Rayleigh line. The resulting spectral resolution was 

approximately 0.6 cm-1. Atmospheric interference (N2 and O2 rotational transitions) was 

observed in the final spectra due to the modifications of the path length from the instrument to 

the sample.29 To account for this, the peaks attributed to rotational transitions were identified 
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from a spectrum taken of only air, and then subtracted from the original data using the 

Spectragryph spectroscopy software (version 1.2.13).30  

Terahertz (THz) time-domain spectra were collected using a TeraFlash fiber-coupled 

terahertz spectrometer from Toptica Photonics at 295(±1) and 25 K (±5). The spectrometer 

consisted of a λ = 1.5 µm fiber laser coupled to an InGaAs 25 µm strip-line photoconductive 

antenna and an InGaAs 25 µm dipole photoconductive antenna for terahertz generation and 

detection, respectively. β-triglycine was ground and mixed with polytetrafluoroethylene (PTFE) 

and then pressed into a pellet (13 mm x 3 mm) with a final sample concentration of 2.5 % (w/w). 

A pure PTFE pellet was made of comparable size to serve as a reference. A 50 ps window was 

averaged over 20000 scans providing time-domain terahertz waveforms for both the sample and 

reference. Each data collection was processed by truncating the waveform 28 ps past the THz 

pulse center to exclude interference from a reflection generated by the surface of the pellet. The 

remaining waveform was then symmetrically zero-padded on both sides of the THz pulse center 

to a total of 1121 data points. The ratio of the processed sample and blank waveforms was 

Fourier-transformed using a Blackman window in Origin 2020, resulting in final spectra from 10 

– 120 cm-1 with a spectral resolution of 1.2 cm-1. Spectral intensities account for the total 

contents of the crystallographic unit cell (Z = 4) and are reported in terms of extinction 

coefficient, ε (M-1cm-1). Experimental peak positions for both LFRS and THz cryogenic spectra 

< 100 cm-1 were fit using the Lorentzian peak function in Origin 2020.30 
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7.2.2 Computational 

All calculations were performed using the ab initio solid-state density functional theory 

software package, CRYSTAL17.31   Geometry optimizations and harmonic frequency 

calculations were performed to an energy convergence of ΔE < 10-8 and ΔE < 10-10 hartree, 

respectively. The starting coordinates and lattice dimensions were obtained from published 

single-crystal X-ray diffraction (SC-XRD) measurements for a cryogenic structure given the unit 

cell dimensions of a = 11.585 Å, b = 14.603 Å, c = 4.800 Å, α = 89.28°, β = 95.55°, and γ = 

104.484°.21 Functionals used included the generalized gradient approximation (GGA), PBE32, 

and the global hybrid, PBE033. Both functionals were augmented with the DFT-D3 dispersion 

correction with Becke-Johnson damping scheme (BJ) and the Axelrod-Teller-Muto three-body 

repulsion term (EABC) with program default settings (D3(BJ)+EABC), further referred to as simply 

-D3, to account for weak intermolecular forces such as London dispersion interactions.34-36 Basis 

sets used included: 6-311G(d,p), POB-TZVP-rev2, and VTZP composed of 1200 atomic orbitals 

(436 shells), 1200 atomic orbitals (592 shells), and 1304 atomic orbitals (696 shells), 

respectively. 37, 38 All basis sets were obtained from the Basis Set Exchange with the VTZP basis 

set used in this work modified from the original VTZ basis set to include polarization 

functions.39, 40 This basis set is built from the same principles as the well-known def2-TZVP 

basis set and performs similarly, but incurs less computational cost and results in fewer 

electronic convergence problems in periodic systems.41, 42 The def2-TZVP basis set was tested 

here in combination with a hybrid functional and was found to have convergence problems and 

was not further pursued. The basis set superposition error (BSSE) for each basis set was 

calculated using the counterpoise method from a combination of single molecule and unit cell 

single point energy calculations.43 
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For all calculations, 260 k-points were used in the irreducible Brillouin zone with the 

overlap-based truncation tolerances for the Coulomb and exchange integrals set to 10-10, 10-10, 

10-10, 10-15, and 10-30 to properly sample the system.44 Harmonic vibrational frequencies were 

calculated from the optimized structures using a stricter energy convergence criterion of ΔE < 

10-10 hartree. Both Raman and IR intensities were calculated using a coupled-perturbed-Hartree-

Fock/Kohn-Sham approach with an additional Anderson convergence accelerator.45-47 The 

Raman intensities were then refined by accounting for the temperature of the sample as well as 

the wavelength of the incident laser.48 In final comparisons, the calculated frequency positions 

and intensities were convolved using a Lorentzian line shape and a full-width at half-maximum 

(FWHM) of 2.0 cm-1 and 2.4 cm-1 for Raman and terahertz spectra, respectively. The strongest 

performing functional and basis set combination was used for mode assignments and 

descriptions by visualizing the eigenvectors for each vibrational frequency below 120 cm-1 and 

examining the resultant motion. 

 

7.3 Results and Discussion  

7.3.1 Experimental 

The sample received matched the predicted PXRD pattern from experiment, confirming 

that the sample was not only crystalline, but was the expected β-triglycine polymorph 

(Appendix C). Both the Raman (Figure 7-2) and terahertz (Figure 7-3) spectra revealed a 

significant number of peaks for β-triglycine at both room and cryogenic temperatures. The large 

number of discernable peaks at cryogenic temperature provided numerous opportunities for a 

comprehensive evaluation of the different theories used.   
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Figure 7-2. Low-frequency Raman spectra (0 – 400 cm-1) of β-triglycine at 295 K (red, top) 

and 78 K (blue, bottom). 
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Figure 7-3. Terahertz time-domain spectra (10 – 120 cm-1) of β-triglycine at 295 K (red, top) 

and 25 K (blue, bottom). 
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7.3.2 Computational 

7.3.2.1. Relative Time Factors 

While a more complex functional or larger basis set tends to increase the accuracy of a 

computational model, they also increase the time required to complete a calculation. To 

accurately compare the timing information across different functional and basis set 

combinations, calculations were performed on crystalline β-triglycine using the same hardware 

and the time was reported at equal points in the calculation. As expected, the use of a hybrid 

functional and increasing basis set size increased the computational cost (Figure 7-4). When 

performing gas phase calculations this increased cost is typically a factor of minutes while with 

solid-state calculations the increased cost can be a factor of weeks over hundreds of processors. 

This clearly demonstrates that there can be a large time penalty for the combined use of hybrid 

functionals and large basis sets and that the user will ultimately have to select the specific 

methodology based on time constraints.  
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Figure 7-4. Relative time factors for β-triglycine using a range of functionals and basis sets.  
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7.3.2.2 Structural Optimizations 

To thoroughly evaluate each functional and basis set combination, the geometry 

optimizations were bound only by space group symmetry, allowing the both the external lattice 

dimensions and internal structural components to be compared to experiment. Given that all 

calculations are performed at 0 K, the most appropriate comparisons came from cryogenic SC-

XRD and vibrational spectroscopy measurements.  

Externally, there were large variations between the calculated and reported lattice 

dimensions for the crystallographic unit cell of β-triglycine across the functionals and basis sets 

used. As shown in Figure 7-4, the hybrid functional (PBE0) contracted the unit cell more than its 

GGA counterpart (PBE), regardless of the basis set used. However, without the inclusion of the 

dispersion correction, the unit cell volume was consistently overestimated, reaching an error of > 

14 % when modeled using PBE/VTZP (Appendix C). This demonstrated that even in a strongly 

hydrogen bonded zwitterion where the dispersion correction between 20 and 25 % of the total 

cohesion energy of the unit cell, and less than 1 % of the total energy of the whole solid, it is still 

necessary. Errors in unit cell volume alone were enough to reinforce the necessity of using the 

dispersion correction, and so all further discussions in this work toward developing a 

methodology to model crystalline β-triglycine include the dispersion correction. Using the 

average unsigned error across the three unique crystallographic axes, the functional and basis set 

combinations ranked in the following order from smallest to largest deviation from experiment: 

PBE0-D3/VTZP, PBE-D3/6-311G(d,p), PBE0-D3/6-311G(d,p), PBE-D3/VTZP, PBE0-D3/pob-

TZVP-rev2, PBE-D3/pob-TZVp-rev2 (Figure 7-5).  
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Figure 7-5. Signed percent errors in calculated lattice dimensions of β-triglycine compared to 

published SC-XRD measurements. 
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While the two symmetry unique molecules were conformationally very similar to each 

other, the complex hydrogen bonding arrangement caused molecule I and II to differ in the C2-

C2A and C2A-N2 dihedral angles along the peptide backbone (Figure 7-1). The deviation 

between the optimized internal components (bond distances, bond angles, and dihedral angles) 

compared to SC-XRD measurements for each symmetry unique molecule are found in Appendix 

C with similar results seen between molecule I and molecule II. Similar to the trends established 

by external crystallographic parameter comparisons, the internal coordinates were also often 

overestimated with the PBE-D3 and underestimated with PBE0-D3. Average RMSD values 

indicated that, regardless of the basis set chosen, the hybrid structure produced a better internal 

structure in terms of bond distances, bond angles, and dihedral angles as seen in Table 7-1 with 

individual basis set RMSD values provided in Appendix C. The hydrogen bonding was also 

well modeled across the functionals and basis sets tested, with the largest error across 11 unique 

hydrogen bonds presenting deviations of less than 0.1 Å in terms of acceptor to donor distance 

(Appendix C). Combining the external and internal structural comparisons, the PBE0-D3 

functional with the VTZP basis set yielded a structure most similar to experiment.  

 

Table 7-1. Average RMSD for heavy atom bond distances, bond angles, and dihedral angles 

across all basis sets for the structures calculated using PBE-D3 and PBE0-D3. 

 PBE-D3 PBE0-D3 

Bond Distances (Å) 0.0096 0.0063 

Bond Angles (°) 0.46 0.31 

Dihedral Angles (°) 1.63 0.94 
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7.3.2.3 Cohesion Energies and Basis Set Superposition Error 

To evaluate a fundamental difference between the basis sets studied, the basis set 

superposition error (BSSE) was considered for each. BSSE calculations were performed on 

multiple structures to not only evaluate the BSSE inherent to the basis set, but also how that 

same BSSE was affected by changing lattice dimensions and atomic positions. Due to the 

zwitterionic character of the triglycine molecules, PBE-D3 was unable to account for a single 

molecule in a vacuum, and so all BSSE calculations were performed using PBE0-D3 

functional.49-51 The BSSE present in each basis set was evaluated using two different starting 

structures. The first starting structure came from the published 123 K SC-XRD measurements to 

keep all lattice dimensions and atomic positions equal, changing only the basis set. The second 

starting structure came from the optimized geometry for each basis set studied, changing the 

lattice dimensions and atomic positions for each calculation. The calculated BSSE of each unit 

cell for all structures considered is reported in Table 2, where regardless of the starting lattice 

dimensions and relative positions investigated, the BSSE remained relatively unchanged for each 

basis set. The differences in basis set composition led to differences in the calculated cohesion 

energy even after BSSE corrections, and the structures that suffered from the largest amount of 

BSSE resulted in overly contracted lattice dimensions due to falsely imposed binding. Table 2 

also revealed that VTZP has only a third of the BSSE present compared to the smaller basis set 

of 6-311G(d,p) furthering the argument to use PBE0-D3/VTZP as the methodology to model 

crystalline β-triglycine.  
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Table 7-2. Total BSSE (kJ/mol), corrected cohesion energy (kJ/mol), and the percentage of 

cohesion energy attributed to BSSE per unit cell of crystalline β-triglycine compared across 

multiple structures. 

 

Fixed lattice,  

fixed positions 

Relaxed lattice, relaxed 

positions 

Total  

BSSE 

Corrected 

Cohesion 

Percent 

Cohesion 

Total  

BSSE 

Corrected 

Cohesion 

Percent 

Cohesion 

PBE0-D3/6-311G(d,p) 306 -2108 14.5 % 314 -2117 14.8 % 

PBE0-D3/pob-TZVP-rev2 187 -2093 8.9 % 195 -2107 9.3 % 

PBE0-D3/VTZP 91 -2103 4.3 % 93 -2115 4.4 % 

 

7.3.2.4 Vibrational Frequency Analysis 

All functional and basis set combinations generally predicted the correct pattern of 

vibrational peak positions and intensities from 10 – 120 cm-1 when compared to experiment. 

However, the predicted spectra suffered from some amount of shifting of the frequency positions 

in each comparison. As expected, the crystal structures that had larger volumes typically 

predicted the vibrations at a lower frequency than is seen experimentally, while the structures 

that had smaller volumes typically predicted the vibrations at higher frequencies than the 

experiment (Figure 7-6 and Figure 7-7). The structure produced using PBE-D3/VTZP was the 

only methodology tested that resulted in an overall overestimation of the unit cell volume, and 

this becomes very evident as the harmonic frequency calculation suffered from a significant 

underestimation in predicted vibrational frequency values.  
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Figure 7-6. Experimental (78 K) low-frequency Raman spectrum (black) and simulated 

Raman spectra across multiple basis set and functional combinations. Vertical black lines 

denote experimental peak positions. 
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Figure 7-7. Experimental (25 K) terahertz spectrum (black) and simulated terahertz spectra 

across multiple functional and basis set combinations. Vertical black lines denote experimental 

peak positions. To better show the low intensity peaks, the spectra have a maximum 

absorption of 80 M-1cm-1 in the 10-80 cm-1 range and 300 M-1cm-1 in the 80-120 cm-1 range.  
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The top candidate from the structural comparisons (PBE0-D3/VTZP) continued to 

perform well, with an average RMSD of 2.7 cm-1 between the calculated and experimental low-

frequency vibrational spectra. However, when looking at the deviation between the calculated 

and experimental frequencies the top performers were in fact PBE-D3/POB-TZVP-rev2 and 

PBE-D3/6-311G(d,p) with an average RMSD of 2.1 cm-1 across both the terahertz and Raman 

frequencies as seen in Appendix C. The large amount of BSSE present in calculations 

performed using the 6-311G(d,p) and POB-TZVP-rev2 basis set yielded what appeared to be 

good frequency agreement, but these positive results occurred potentially for the wrong reasons. 

To address the shifting due to the contraction or expansion of lattice dimensions from 

experiment, the lattice dimensions were fixed at the experimentally observed values. However, it 

should be noted that imposing any restrictions on the unit cell dimensions or atomic positions 

induces strain on the calculation that may have unintended consequences on the simulation 

results. The PBE0-D3/VTZP fixed-lattice calculation had an average RMSD of 1.8 cm-1 across 

both form of vibrational spectroscopies as compared to the 2.7 cm-1 seen using the fully 

optimized structure demonstrating how sensitive the frequencies are to lattice dimensions 

(Figure 7-8).  

The combination of structural optimization analysis, vibrational frequency analysis, and 

basis set superposition error calculations all indicate that PBE0-D3/VTZP provides generally 

good agreement to experiment, and these simulations allowed for spectral assignments to be 

made and for the mode character of each individual vibration < 120 cm-1 to be described as seen 

in Table 7-3.   
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Figure 7-8. Comparison of low-temperature experimental β-triglycine spectra (blue) and 

predicted spectra from fixed-lattice (black) and full geometry (red) optimizations for LFRS 

(left) and THz-TDS (right). 
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Table 7-3. Spectral assignments and mode character descriptions for the IR and Raman 

vibrational frequencies of crystalline β-triglycine below 120 cm-1.  

Observed Calculated Mode description 

Raman Terahertz Raman Terahertz  
 

41.6 
 

42.10 Rigid rotation of molecules I and II in the b/c plane 

49.7 
 

48.84 
 

Internal torsion about C1A-C1 dihedral angle in 

molecule I and C2A-C2 dihedral angle in molecule 

II  
51.9 

 
52.91 Bending of molecule II in the b/c plane  

55.3 
 

56.66 Intramolecular torsion of the amino end of molecule 

I and carboxyl end of molecule II   
62.58 

 
Internal torsion of carboxyl end of molecule I and 

amino end of molecule II  
64.8 

 
66.44 Rigid rotation of molecule II along the c-axis 

65.9 
 

66.93 
 

In-phase torsion of the amino group of molecule I 

69.7 
 

73.23 
 

Out-of-phase torsion of the amino group of 

molecule I  
75.5 

 
75.79 In-phase torsion of the carboxyl group of molecule 

II 

75.7 
 

79.55 
 

Out-of-phase torsion of the carboxyl group of 

molecule II 

83.4 
 

86.95 
 

Translation of molecule II in the a/c plane   
87.71 

 
Translation of molecule I in along the a-axis  

84.4 
 

88.50 Localized twist of O1in molecule I 

92.8 
 

96.55 
 

Localized twist of O2 in molecule II    
98.70 Torsion throughout the triglycine molecules  

96.3 
 

100.43 Internal torsion centered about the C3A-C3 dihedral 

angle of molecule II 

108.9 
 

102.34 
 

Intramolecular torsion of the carboxyl end of 

molecule I 

112.8 
 

116.36 
 

Internal torsion centered about the C3A-C3 dihedral 

angle  
115.4 

 
116.70 In plane bend of molecule I in the a/b plane 

119.4 
 

119.10 
 

Torsion about the C3A-N3 dihedral angle of 

molecule II 
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7.4 Conclusions 

 The functional and basis set combinations that were examined in this work were 

generally able to replicate the general packing arrangement and low-frequency vibrations for 

crystalline β-triglycine. The need to include the D3(BJ)+EABC dispersion correction was easily 

established through the optimization of the unit cell volume, as the implementation of the 

dispersion correction lowered the average error across all basis sets in unit cell volume when 

compared to experiment from 10% to -1 % across the functional and basis set combinations. The 

PBE0 hybrid functional proved to be superior to PBE in terms of achieving both external and 

internal structural parameters that were most similar to those obtained experimentally. In terms 

of basis sets, both 6-311G(d,p) and VTZP performed well at capturing the proper geometry and 

the low-frequency vibrations, however the BSSE contributions must be considered.  The basis 

set, 6-311G(d,p), artificially added over 300 kJ/mol to a unit cell of β-triglycine, over three times 

the BSSE that was present with VTZP. The VTZP basis set deserves recognition for the ability to 

run successfully with a hybrid functional, something that has proven elusive to other similarly 

sized basis sets. This basis set should be further explored using other oligopeptides of differing 

lengths and compositions. Combining all factors considered in replicating the external structure, 

internal structure, and low-frequency vibrations of crystalline β-triglycine, PBE0-D3/VTZP is 

the top performing methodology tested here and is widely available in numerous software 

packages.  
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Appendix C  

The predicted and experimental powder X-ray diffraction patterns, percent error of unit cell 

volume across functional and basis set combinations tested with and without the dispersion 

correction, deviation between predicted and experimental heavy atom bond distances, bond 

angles, dihedral angles, hydrogen bond distances, and vibrational frequencies for crystalline β-

triglycine as well as a fully labeled asymmetric unit. RMSD values for heavy atom bond 

distances, bond angles, dihedral angles and average frequency for the peaks identified < 100 cm-1 
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Chapter 8: Reflections 

Studying the effects of not only a multitude of density functionals and basis sets, but 

specific software parameters, has led to a better understanding of the correlation between theory 

and experiments seen across quantum mechanical models. In the case of γ-aminobutyric acid 

(GABA), the anomalous response of the lowest-frequency terahertz-active vibration to 

temperature is now being used to monitor the temperature of cryogenic experiments in other 

laboratories as it is currently the largest anomalous temperature shift reported for a molecular 

solid. To capture the lowest-frequency terahertz-active vibration, the implementation of very 

stringent convergence criteria was required. By computing all 2 electron integrals exactly, as 

opposed to using the default overlap thresholds, the lowest calculated frequency shifted by 

almost 6 %. Overall, GABA turned out to be an amazing solid showing unprecedented behavior 

from both experimental and computational perspectives.  

Similar in importance for creating a more stringent simulation through the calculation of 

electron integrals, is the addition of a three-body dispersion term. It has been found across three 

molecular crystals that the inclusion of a three-body dispersion term that serves as a repulsive 

term in the treatment of weak intermolecular forces produced more realistic representations of 

packing arrangements and therefore low-frequency vibrations. While the implementation of 

these additional keywords and parameters may seem small, the sensitivity of the low-frequency 

region apparently demands them. Despite having a magnitude of only 2% of the cohesion 

energy, the three-body term has remarkably demonstrated its utility in the simulation of organic 

molecular crystals.  
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When choosing an appropriate computational methodology, a comprehensive approach 

should be used to determine the most appropriate functional and basis set for the system being 

studied. The role that each parameter has on the final optimized geometry, vibrational 

frequencies, and calculated energies must be considered. For the oligopeptide, β-triglycine, the 

use of a hybrid functional (PBE0) was found to produce both internal and external structural 

dimensions that more closely resembled experiment than a generalized gradient approximation 

of the same family (PBE). The need for a dispersion correction was also reinforced as without it 

the external lattice parameters were consistently overestimated. β-triglycine also proved to be an 

excellent test system for the deceiving effects that basis set superposition error (BSSE) can have 

on a calculation. While the use of certain basis sets appeared to replicate the low-frequency 

vibrations, the large percentage of the cohesion energy that was attributed to basis set 

superposition error could not be ignored. The BSSE analysis demonstrated that for solid-state 

density functional simulations, one needs to use as large a basis set as possible, not only to 

achieve chemical accuracy in the molecular structures, but to also avoid the pitfall of cohesion 

artifacts caused by small basis sets.  

 Collectively, the work presented in this dissertation has demonstrated that the simulation 

of structures and vibrations in molecular solids can be very successful, but that a great amount of 

care and attention to detail is needed in their use. A fruitful research direction for future projects 

would be a systematic investigation of density functionals, basis sets, and other calculation 

parameters applied to a wide variety of molecular solids such as weakly bound carbazole or the 

chloride salt of the pharmaceutical drug, Baclofen.  The work presented here has provided a 

great amount of new and useful insight into the best practices for performing these simulations, 

but also shows that every sample exhibits its own unique challenges and surprises.  
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Appendix A: Supporting Information for Chapter 5 

 

Table of Contents: 

Figure A-1. Raman spectrum of atmospheric rotational lines taken at 293 K. 

Figure A-2. Offset of Raman spectra of short path length for α-lactose monohydrate (blue, top), 

long path length for α-lactose monohydrate (red, middle) and air (black, bottom) all taken at 293 

K. Path length refers to the distance traveled by the excitation laser to the sample. 

Figure A-3. Offset of Raman spectra of short path length biotin (blue, top), long path length for 

biotin (red, middle) and air (black, bottom) all taken at 293 K. Path length refers to the distance 

traveled by the excitation laser to the sample. 

Figure A--4. Offset of Raman spectra of short path length for L-cystine (blue, top), long path 

length for L-cystine (red, middle) and air (black, bottom) all taken at 293 K. Path length refers to 

the distance traveled by the excitation laser to the sample. 

Figure A-5. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline α-lactose monohydrate. 

Figure A-6. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline biotin. 

Figure A-7. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline L-cystine. 

Figure A-8. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline α-

lactose monohydrate at 293 K (top) and 78K (bottom).  

Figure A-9. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline 

biotin at 293 K (top) and 78K (bottom). The 293 K biotin spectra is shown to 175 M-1cm-1 for 

clarity. 

Figure A-10. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline L-

cystine at 293 K (top) and 78K (bottom).  

Figure A-11. Raw Raman spectra of molecular standards at 293 K (red) and 78 K (blue) from 0 

– 300 cm-1. 

Figure A-12. Terahertz spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 293 K 

with peak centers identified.  

Figure A-13. Terahertz spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 65 K 

with peak centers identified.  
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Figure A-14. Terahertz spectrum of crystalline biotin (5 - 167 cm-1) at 293 K with peak centers 

identified.  

Figure A-15. Terahertz spectrum of crystalline biotin (5 - 167 cm-1) at 65 K with peak centers 

identified.  

Figure A-16. Terahertz spectrum of crystalline L-cystine (5-167 cm-1) at 293 K with peak 

centers identified.  

Figure A-17. Terahertz spectrum of crystalline L-cystine (5 - 167 cm-1) at 50 K with peak 

identified.  

Figure A-18. Raman spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 293 K with 

peak centers identified.  

Figure A-19. Raman spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 78 K with 

peak centers identified.  

Figure A-20. Raman spectrum of crystalline biotin (5 - 167 cm-1) at 293 K with peak centers 

identified.  

Figure A-21. Raman spectrum of crystalline biotin (5 - 167 cm-1) at 78 K with peak centers 

identified.  

Figure A-22. Raman spectrum of crystalline L-cystine (5 - 167 cm-1) at 293 K with peak centers 

identified.  

Figure A-23. Raman spectrum of crystalline L-cystine (5 - 167 cm-1) at 78 K with peak centers 

identified.  

Table A-1. Peak positions for the terahertz spectra of crystalline α-lactose monohydrate (5 - 167 

cm-1) at 293 K and 65 K. 

Table A-2. Peak positions for the terahertz spectra of crystalline biotin (5 - 167 cm-1) at 293 K 

and 65 K.  

Table A-3. Peak positions for the terahertz spectra of crystalline L-cystine (5 - 167 cm-1) at 293 

K and 50 K. 

Table A-4. Peak positions for the Raman spectra of crystalline α-lactose monohydrate (5 - 167 

cm-1) at 293 K and 78 K. 

Table A-5. Peak positions for the Raman spectra of crystalline biotin (5 - 167 cm-1) at 293 K and 

78 K. 

Table A-6. Peak positions for the Raman spectra of crystalline L-cystine (5 - 167 cm-1) at 293 K 

and 78 K. 

Table A-7. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline α-lactose monohydrate simulated using ss-DFT. 
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Table A-8. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline biotin simulated using ss-DFT. 

Table A-9. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline L-cystine simulated using ss-DFT. 

Table A-10. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline α-lactose monohydrate (5 - 167 cm-1) at 65 K and ss-DFT simulations.  

Table A-11. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline α-lactose monohydrate (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Table A-12. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline biotin (5 - 167 cm-1) at 65 K and ss-DFT simulations.  

Table A-13. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline biotin (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Table A-14. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline L-cystine (5 - 167 cm-1) at 50 K and ss-DFT simulations.  

Table A-15. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline L-cystine (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Input file for α-lactose monohydrate geometry optimization  

Input file for α-lactose monohydrate frequency calculation  

Input file for biotin geometry optimization  

Input file for biotin frequency calculation 

Input file for L-cystine geometry optimization 

Input file for L-cystine frequency calculation 

DOI containing XY data for all THz-TDS waveforms and processed THz-TDS and LFRS data 
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Figure A-1. Raman spectrum of atmospheric rotational lines taken at 293 K. 
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Figure A-2. Offset of Raman spectra of short path length for α-lactose monohydrate (blue, top), 

long path length for α-lactose monohydrate (red, middle) and air (black, bottom) all taken at 293 

K. Path length refers to the distance traveled by the excitation laser to the sample.  
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Figure A-3. Offset of Raman spectra of short path length for biotin (blue, top), long path length 

for biotin (red, middle) and air (black, bottom) all taken at 293 K. Path length refers to the 

distance traveled by the excitation laser to the sample.  
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Figure A-4. Offset of Raman spectra of short path length for L-cystine (blue, top), long path 

length for L-cystine (red, middle) and air (black, bottom) all taken at 293 K. Path length refers to 

the distance traveled by the excitation laser to the sample.  
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Figure A-5. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline α-lactose monohydrate. 
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Figure A-6. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline biotin. 
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Figure A-7. Ss-DFT simulated powder X-ray diffraction pattern (black, top) with the predicted 

SC-XRD powder pattern (red, middle) and 100 K experimental data (blue, bottom) for 

crystalline L-cystine. 
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Figure A-8. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline α-

lactose monohydrate at 293 K (top) and 78K (bottom).  
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Figure A-9. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline 

biotin at 293 K (top) and 78K (bottom). The 293 K biotin spectra is shown to 175 M-1cm-1 for 

clarity. 
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Figure A-10. Individual trials (dashed lines) and average (solid) THz-TDS data for crystalline L-

cystine at 293 K (top) and 78K (bottom).  
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Figure A-11. Raw Raman spectra of molecular standards (top: α-lactose monohydrate, middle: 

biotin, bottom: L-cystine) at 293 K (red) and 78 K (blue) from 0 – 300 cm-1.  

 

 

 



252 
 

 
 

 

 

 

 

 

Figure A-12. Terahertz spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 293 K 

with peak centers identified.  

 

 

 

 

 



253 
 

 
 

 

 

 

 

 

 

Figure A-13. Terahertz spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 65 K 

with peak centers identified.  
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Figure A-14. Terahertz spectrum of crystalline biotin (5 - 167 cm-1) at 293 K with peak centers 

identified.  
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Figure A-15. Terahertz spectrum of crystalline biotin (5 - 167 cm-1) at 65 K with peak centers 

identified.  
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Figure A-16. Terahertz spectrum of crystalline L-cystine (5-167 cm-1) at 293 K with peak 

centers identified.  
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Figure A-17. Terahertz spectrum of crystalline L-cystine (5 - 167 cm-1) at 50 K with peak 

identified.  
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Figure A-18. Raman spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 293 K with 

peak centers identified.  
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Figure A-19. Raman spectrum of crystalline α-lactose monohydrate (5 - 167 cm-1) at 78 K with 

peak centers identified.  

 

 

 

 

 

 



260 
 

 
 

 

 

 

 

 

Figure A-20. Raman spectrum of crystalline biotin (5 - 167 cm-1) at 293 K with peak centers 

identified.  
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Figure A-21. Raman spectrum of crystalline biotin (5 - 167 cm-1) at 78 K with peak centers 

identified.  
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Figure A-22. Raman spectrum of crystalline L-cystine (5 - 167 cm-1) at 293 K with peak centers 

identified.  
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Figure A-23. Raman spectrum of crystalline L-cystine (5 - 167 cm-1) at 78 K with peak centers 

identified.  

 

 

 

 

 

 



264 
 

 
 

Table A-1. Peak positions for the terahertz spectra of crystalline α-lactose monohydrate (5 - 167 

cm-1) at 293 K and 65 K.  

293 K 65 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

17.8 0.54 17.8 0.54 

39.8 1.20 41.0 1.23 

45.8 1.37 47.0 1.41 

60.7 1.82 62.4 1.87 

85.0 2.55 75.5 2.27 

95.7 2.87 83.8 2.52 

108.2 3.25 88.6 2.66 

132.6 3.98 95.7 2.87 

141.5 4.25 98.1 2.94 

161.7 4.85 104.1 3.12 

165.9 4.98 111.2 3.34 
  138.6 4.16 
  149.3 4.48 
  155.8 4.67 
  161.1 4.83 
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Table A-2. Peak positions for the terahertz spectra of crystalline biotin (5 - 167 cm-1) at 293 K 

and 65 K.  

293 K 65 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

18.4 0.55 17.8 0.54 

33.3 1.00 35.1 1.05 

44.0 1.32 44.6 1.34 

51.1 1.53 50.5 1.52 

58.9 1.77 54.1 1.62 

67.8 2.03 60.7 1.82 

75.5 2.27 63.6 1.91 

92.8 2.78 69.6 2.09 

120.1 3.60 73.7 2.21 

161.7 4.85 79.1 2.37 

  96.9 2.91 
  104.1 3.12 
  110.0 3.30 
  121.3 3.64 
  130.2 3.91 
  142.7 4.28 
  148.1 4.44 
  152.2 4.57 
  160.6 4.82 
  162.3 4.87 
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Table A-3. Peak positions for the terahertz spectra of crystalline L-cystine (5 - 167 cm-1) at 293 

K and 50 K. 

293 K 50 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

8.0 0.24 9.3 0.28 

23.8 0.71 25.6 0.77 

50.0 1.50 52.9 1.59 

67.8 2.03 70.2 2.11 

73.7 2.21 76.1 2.28 

79.7 2.39 79.1 2.37 

99.3 2.98 83.3 2.50 

143.3 4.30 102.9 3.09 

162.9 4.89 140.9 4.23 
  164.7 4.94 
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Table A-4. Peak positions for the Raman spectra of crystalline α-lactose monohydrate (5 - 167 

cm-1) at 293 K and 78 K. 

293 K 78 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

17.7 0.53 17.9 0.54 

31.4 0.94 32.9 0.99 

45.8 1.37 41.0 1.23   
47.3 1.42   
57.9 1.74   
75.7 2.27   
84.3 2.53   
89.1 2.67   
95.8 2.87   
100.9 3.03   
114.5 3.44   
124.3 3.73   
140.0 4.20   
156.7 4.70   
163.0 4.89 
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Table A-5. Peak positions for the Raman spectra of crystalline biotin (5 - 167 cm-1) at 293 K and 

78 K. 

293 K 78 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

18.1 0.54 18.1 0.54 

27.9 0.84 29.0 0.87 

39.9 1.20 41.4 1.24 

52.3 1.57 52.9 1.59 

60.3 1.81 59.9 1.80 

68.2 2.05 61.9 1.86 

77.5 2.33 68.6 2.06 

125.2 3.76 82.3 2.47   
88.8 2.67   
106.5 3.19   
126.5 3.79 

 

Table A-6. Peak positions for the Raman spectra of crystalline L-cystine (5 - 167 cm-1) at 293 K 

and 78 K. 

293 K 78 K 

Frequency Frequency 

cm-1 THz cm-1 THz 

9.6 0.29 10.5 0.49 

14.9 0.45 15.3 0.53 

30.7 0.92 32.5 0.15 

45.8 1.37 54.9 0.16 

53.4 1.60 68.8 0.67 

66.6 2.00 77.5 0.36 

78.4 2.35 79.9 0.38 

103.6 3.11 106.2 1.00 

111.2 3.34 115.2 0.52 

148.2 4.45 151.7 0.38 

156.3 4.69 159.1 0.56 

 

 

 

 



269 
 

269 
 

Table A-7. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline α-lactose monohydrate simulated using ss-DFT. 

Frequency 
Symmetry 

representation 

Intensity 

cm-1 THz IR (km/mol) Raman (arb. Units) 

19.4441 0.5829 A 0.81 106.79 

34.8735 1.0455 A 0.01 25.97 

35.5762 1.0665 A 0.16 8.66 

43.1646 1.2940 A 0.32 4.88 

49.6656 1.4889 B 4.13 34.04 

60.7892 1.8224 B 0.07 7.31 

64.1179 1.9222 B 1.05 6.24 

80.8105 2.4226 B 0.86 3.70 

87.5963 2.6261 A 0.78 14.28 

92.6547 2.7777 B 2.10 15.85 

94.1053 2.8212 A 2.65 22.60 

101.5874 3.0455 A 3.01 4.77 

102.4690 3.0719 B 2.99 3.73 

107.8672 3.2338 A 0.92 5.28 

112.4351 3.3707 B 10.94 0.57 

115.1928 3.4534 B 14.19 4.25 

117.2567 3.5153 A 2.66 20.68 

118.4583 3.5513 B 1.02 3.89 

126.2434 3.7847 A 0.61 3.31 

140.1306 4.2010 A 0.01 13.53 

142.6420 4.2763 B 21.41 3.85 

150.5342 4.5129 B 3.87 0.38 

152.7000 4.5778 A 17.70 11.25 

158.5223 4.7524 B 14.03 13.07 

164.3266 4.9264 A 5.24 1.05 

170.0589 5.0982 B 1.61 14.74 

172.2988 5.1654 A 6.36 33.12 

179.3188 5.3758 A 3.10 16.65 

179.5974 5.3842 B 1.78 5.84 

183.8152 5.5106 B 39.29 0.62 

191.1686 5.7311 A 1.16 7.49 

200.1152 5.9993 A 1.24 42.43 

201.0012 6.0259 B 37.43 17.11 

210.6668 6.3156 A 11.61 11.48 
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214.9028 6.4426 B 21.00 5.64 

227.7719 6.8284 A 2.88 3.75 

228.0992 6.8382 B 15.89 4.37 

237.2297 7.1120 B 6.36 5.47 

243.0562 7.2866 A 0.78 9.33 

257.6971 7.7256 A 0.99 25.89 

259.7883 7.7883 B 17.12 5.20 

273.2411 8.1916 A 1.95 14.12 

275.3660 8.2553 B 90.26 2.46 

286.9244 8.6018 A 25.97 13.32 

291.9811 8.7534 B 2.20 10.44 

297.8525 8.9294 B 33.81 3.27 

299.9148 8.9912 A 30.45 25.25 

309.1152 9.2670 A 31.73 8.21 

315.4260 9.4562 B 52.96 0.56 

334.5622 10.0299 B 16.29 10.53 

340.6773 10.2132 A 3.40 27.73 

344.1153 10.3163 A 6.64 33.04 

348.4563 10.4465 B 28.03 8.21 

355.2854 10.6512 B 10.84 19.81 

357.1259 10.7064 A 36.67 71.18 

358.0685 10.7346 B 14.02 8.88 

360.7826 10.8160 A 25.58 41.40 

367.0522 11.0039 A 55.20 83.06 

371.4453 11.1357 B 62.75 8.56 

373.8607 11.2081 A 0.85 121.48 

375.8441 11.2675 B 35.27 15.21 

388.1120 11.6353 A 1.67 19.64 

391.0300 11.7228 B 62.73 37.17 

399.0647 11.9637 B 42.33 47.22 

400.7387 12.0138 A 24.45 28.83 

419.3822 12.5728 A 0.27 7.02 

420.1215 12.5949 B 2.90 6.45 

430.5871 12.9087 A 11.72 17.20 

431.1529 12.9256 B 22.69 1.08 

443.3351 13.2909 A 4.74 20.66 

443.8015 13.3048 B 29.76 4.16 

460.1456 13.7948 B 9.80 6.89 

461.9711 13.8495 A 3.12 66.69 
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469.7557 14.0829 A 5.20 152.67 

472.1449 14.1545 B 8.05 4.66 

539.6154 16.1773 A 3.34 30.98 

541.8867 16.2454 B 106.86 13.25 

545.8484 16.3641 B 6.00 40.25 

551.7954 16.5424 A 65.20 20.96 

558.6350 16.7475 A 7.29 12.16 

561.5514 16.8349 B 37.99 6.28 

576.4245 17.2808 B 26.39 5.09 

577.8753 17.3243 A 0.02 3.44 

601.0290 18.0184 A 0.79 6.42 

601.7426 18.0398 B 21.89 4.37 

609.0490 18.2588 A 4.54 21.41 

611.6455 18.3367 B 53.32 3.25 

618.6554 18.5468 B 95.64 4.48 

619.6290 18.5760 A 2.37 19.14 

637.5277 19.1126 A 9.92 10.81 

638.5385 19.1429 B 34.72 3.61 

681.8498 20.4413 A 1.59 13.69 

682.2162 20.4523 B 512.37 13.79 

692.3471 20.7560 B 115.06 1.14 

694.2113 20.8119 A 2.86 47.04 

709.6091 21.2735 A 24.67 9.84 

712.8294 21.3701 B 264.04 4.90 

719.6056 21.5732 A 39.70 19.07 

720.1558 21.5897 B 45.18 15.10 

757.8993 22.7212 B 213.41 4.50 

759.6572 22.7739 A 25.09 20.96 

770.4615 23.0979 A 35.98 5.20 

771.2325 23.1210 B 105.84 5.44 

788.0961 23.6265 A 485.86 36.14 

794.0150 23.8040 B 2.95 5.24 

831.5554 24.9294 B 4.50 8.89 

832.1808 24.9482 A 10.19 62.33 

843.1963 25.2784 A 176.16 16.42 

846.2777 25.3708 B 44.41 0.42 

853.0602 25.5741 A 109.65 87.18 

854.1711 25.6074 B 16.36 2.10 

862.0903 25.8448 A 126.84 53.15 
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864.0953 25.9049 B 237.40 18.56 

881.7063 26.4329 A 98.28 11.36 

883.7853 26.4952 B 69.15 8.84 

885.6784 26.5520 A 225.86 18.51 

885.8991 26.5586 B 50.56 16.10 

894.7647 26.8244 A 14.68 37.45 

898.4923 26.9361 B 85.50 14.72 

909.6905 27.2718 B 62.00 0.66 

910.3801 27.2925 A 64.77 33.43 

934.2160 28.0071 B 118.75 19.98 

934.6129 28.0190 A 4.58 8.92 

941.1859 28.2160 A 4.46 37.02 

941.5166 28.2260 B 9.00 10.86 

973.3031 29.1789 A 137.93 12.98 

975.3721 29.2409 B 43.28 5.07 

986.9102 29.5868 B 58.15 6.02 

988.3607 29.6303 A 3.64 13.67 

994.3804 29.8108 A 525.75 30.82 

1000.1998 29.9852 B 1186.88 6.76 

1004.9903 30.1289 A 56.59 10.54 

1005.9292 30.1570 B 390.85 0.36 

1012.3187 30.3486 A 124.26 26.00 

1014.4728 30.4131 B 46.40 12.39 

1029.1091 30.8519 A 13.61 4.39 

1029.6897 30.8693 B 34.96 24.14 

1036.8541 31.0841 A 26.11 77.06 

1038.0887 31.1211 B 28.29 6.59 

1041.5740 31.2256 A 203.46 9.03 

1043.2488 31.2758 B 13.29 0.57 

1050.5460 31.4946 A 200.45 55.11 

1052.1103 31.5415 B 429.27 21.95 

1059.5078 31.7632 A 181.85 12.50 

1060.5207 31.7936 B 31.12 4.23 

1067.6356 32.0069 A 69.00 137.34 

1068.6061 32.0360 B 0.66 22.24 

1069.9713 32.0769 A 142.80 95.76 

1072.8926 32.1645 B 92.51 11.24 

1078.4127 32.3300 A 45.71 17.49 

1080.2348 32.3846 B 126.05 14.70 
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1084.7212 32.5191 A 0.88 6.97 

1085.0819 32.5299 B 178.52 8.03 

1097.5814 32.9047 B 15.56 26.18 

1097.7132 32.9086 A 120.48 47.35 

1100.7558 32.9998 A 262.44 16.42 

1106.3686 33.1681 B 101.13 3.77 

1112.5753 33.3542 A 5.77 18.71 

1113.3397 33.3771 B 3.33 0.75 

1114.4801 33.4113 A 13.59 36.89 

1114.9005 33.4239 B 48.04 3.21 

1122.5370 33.6528 B 554.44 10.70 

1122.6740 33.6569 A 14.78 12.17 

1122.9718 33.6658 A 0.01 65.23 

1123.6037 33.6848 B 51.70 0.29 

1146.8462 34.3816 A 196.70 12.36 

1149.5487 34.4626 B 72.09 4.63 

1187.8966 35.6122 B 92.51 1.25 

1187.9553 35.6140 A 0.26 2.67 

1202.7821 36.0585 B 30.41 8.31 

1203.1561 36.0697 A 0.19 3.64 

1205.8563 36.1507 A 1.37 17.57 

1206.2326 36.1619 B 2.97 6.02 

1227.8339 36.8095 B 15.91 12.51 

1227.8505 36.8100 A 0.26 7.89 

1240.7944 37.1981 A 5.13 73.48 

1241.0836 37.2067 B 7.56 21.90 

1248.2975 37.4230 A 12.01 15.77 

1248.7492 37.4366 B 68.04 7.60 

1251.0552 37.5057 A 17.27 20.27 

1253.7751 37.5872 B 39.87 41.05 

1259.0711 37.7460 B 25.23 5.86 

1262.8729 37.8600 A 6.02 94.95 

1268.4370 38.0268 A 0.00 0.90 

1269.3671 38.0547 B 6.86 49.73 

1272.3161 38.1431 A 46.59 26.82 

1273.2911 38.1723 B 8.30 23.23 

1278.6228 38.3321 B 11.46 4.57 

1278.8757 38.3397 A 0.60 8.97 

1297.1197 38.8867 B 10.36 30.32 
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1297.3193 38.8927 A 16.91 45.27 

1307.3677 39.1939 A 0.43 56.92 

1309.0739 39.2450 B 21.01 4.37 

1314.6867 39.4133 B 30.39 24.24 

1315.6560 39.4424 A 2.68 26.17 

1317.9474 39.5111 B 2.36 60.50 

1318.8380 39.5378 A 0.00 37.02 

1321.0939 39.6054 A 0.57 5.32 

1321.1194 39.6062 B 17.01 24.48 

1322.5067 39.6478 A 118.26 16.07 

1323.3716 39.6737 B 94.66 25.88 

1329.0895 39.8451 A 9.04 34.93 

1329.7711 39.8655 B 12.04 24.65 

1333.3238 39.9720 A 11.47 38.70 

1334.9012 40.0193 B 79.31 0.60 

1341.2347 40.2092 A 24.24 2.42 

1341.4116 40.2145 B 21.58 3.39 

1349.2563 40.4497 B 17.73 4.08 

1350.9813 40.5014 A 2.55 4.51 

1361.8221 40.8264 A 40.38 47.82 

1362.4716 40.8459 B 4.11 4.35 

1364.6257 40.9104 A 18.20 12.13 

1365.1163 40.9252 B 86.25 1.82 

1375.9122 41.2488 A 0.01 17.85 

1376.4677 41.2655 B 60.44 6.81 

1383.1981 41.4672 A 12.49 36.31 

1383.3527 41.4719 B 4.45 6.39 

1406.6466 42.1702 B 124.91 17.60 

1406.9035 42.1779 A 10.29 22.54 

1411.6922 42.3215 A 38.27 7.59 

1411.7538 42.3233 B 110.90 0.25 

1429.4538 42.8539 B 112.58 3.61 

1429.8503 42.8658 A 12.70 5.65 

1431.8829 42.9268 A 61.76 2.09 

1432.3730 42.9415 B 90.50 19.39 

1434.0245 42.9910 B 75.32 3.21 

1434.5163 43.0057 A 8.85 7.01 

1434.9946 43.0201 A 0.71 25.38 

1436.9937 43.0800 B 6.06 16.08 
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1449.2135 43.4463 B 15.23 19.67 

1449.2700 43.4480 A 4.84 32.42 

1468.4165 44.0220 B 176.56 0.84 

1469.8314 44.0644 A 0.55 8.34 

1471.0217 44.1001 A 0.68 7.17 

1472.0009 44.1295 B 224.42 9.53 

1631.3892 48.9078 A 7.27 9.13 

1631.4376 48.9093 B 327.54 0.68 

2880.2624 86.3481 B 74.54 27.43 

2880.2968 86.3491 A 3.09 189.87 

2926.5897 87.7370 B 28.26 15.11 

2926.6588 87.7390 A 0.05 110.17 

2932.8391 87.9243 B 41.25 24.17 

2934.3172 87.9686 A 0.03 1000.00 

2938.4467 88.0924 A 15.24 106.34 

2938.8347 88.1040 B 3.86 1.06 

2956.3480 88.6291 A 21.59 7.40 

2956.3614 88.6295 B 126.57 0.24 

2957.8356 88.6737 B 5.50 50.63 

2958.1510 88.6831 A 0.12 327.20 

2959.9478 88.7370 A 111.72 230.57 

2960.4208 88.7512 B 341.70 61.86 

2961.9569 88.7972 A 29.62 383.14 

2962.0450 88.7999 B 24.22 18.02 

2968.5273 88.9942 B 37.69 59.83 

2969.1975 89.0143 A 13.86 907.30 

2978.7592 89.3010 B 139.61 0.62 

2978.9044 89.3053 A 88.34 152.47 

2984.8850 89.4846 A 45.92 477.48 

2984.9996 89.4880 B 4144.90 0.14 

2997.6904 89.8685 B 977.12 15.94 

2997.8958 89.8747 A 10.93 29.36 

3007.0674 90.1496 A 1002.09 748.96 

3010.7935 90.2613 B 2363.55 45.13 

3030.7703 90.8602 A 359.26 59.46 

3032.4142 90.9095 B 943.11 0.85 

3044.8095 91.2811 B 11.03 33.53 

3044.8859 91.2834 A 0.21 80.62 

3051.5092 91.4819 A 8.83 496.00 



276 
 

276 
 

3051.5652 91.4836 B 4853.50 17.98 

3060.8847 91.7630 B 22.96 3.79 

3060.9676 91.7655 A 9.56 138.29 

3190.2695 95.6419 A 2187.50 131.56 

3197.9668 95.8726 B 1592.44 121.14 

3223.4408 96.6363 A 4.79 176.07 

3223.9619 96.6519 B 2698.16 16.57 

3235.1512 96.9874 A 573.88 327.17 

3236.2877 97.0215 B 4752.25 22.02 

3276.9812 98.2414 A 66.38 62.40 

3277.4969 98.2569 B 194.35 58.12 

3327.1868 99.7466 A 4942.50 500.21 

3349.2404 100.4077 B 259.40 18.46 

3351.6690 100.4805 B 30.78 0.63 

3351.7002 100.4814 A 10.84 4.99 

3527.8630 105.7627 A 630.21 120.49 

3530.6500 105.8462 B 561.64 46.37 
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Table A-8. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline biotin simulated using ss-DFT. 

Frequency 
Symmetry 

representation 

Intensity 

cm-1 THz IR (km/mol) Raman (arb. Units) 

18.1304 0.5435 B1 2.52 6.68 

29.4060 0.8816 A inactive 21.45 

34.3676 1.0303 B1 2.51 5.47 

39.0644 1.1711 A inactive 30.32 

41.5293 1.2450 B3 0.75 2.45 

41.5824 1.2466 A inactive 31.45 

43.0083 1.2894 B2 6.61 9.11 

49.7455 1.4913 B3 0.18 13.69 

52.9894 1.5886 B1 2.15 93.28 

53.2057 1.5951 A inactive 7.50 

57.9510 1.7373 B2 0.47 22.68 

60.6493 1.8182 B3 0.01 59.86 

66.6649 1.9986 A inactive 19.76 

68.6355 2.0576 B3 0.25 7.12 

70.4565 2.1122 B2 0.13 242.86 

73.6898 2.2092 B3 12.69 2.18 

74.8702 2.2446 B1 0.81 103.33 

75.3423 2.2587 B2 0.35 29.65 

78.1471 2.3428 B2 3.08 2.08 

82.2866 2.4669 B1 6.24 0.85 

82.5037 2.4734 A inactive 47.02 

85.8007 2.5722 A inactive 23.50 

87.8114 2.6325 B1 5.54 15.91 

87.8687 2.6342 B3 0.32 28.17 

88.6505 2.6577 B2 0.03 31.78 

89.1244 2.6719 A inactive 37.52 

91.2291 2.7350 B3 5.46 4.31 

94.7242 2.8398 B1 8.82 4.22 

101.0810 3.0303 B2 2.58 0.77 

102.1425 3.0622 B3 11.07 6.66 

102.5600 3.0747 A inactive 5.59 

108.1842 3.2433 B2 2.80 29.05 

111.4882 3.3423 B1 0.19 26.99 

119.5173 3.5830 B2 8.85 19.37 

124.0319 3.7184 B1 0.80 37.10 
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126.3905 3.7891 A inactive 157.75 

127.9458 3.8357 B3 8.18 0.01 

135.9831 4.0767 B2 0.20 0.69 

135.9901 4.0769 A inactive 6.93 

140.1328 4.2011 B1 1.81 0.03 

142.4787 4.2714 B3 1.40 2.84 

143.9487 4.3155 B1 3.45 3.54 

147.2955 4.4158 B2 8.01 0.22 

149.1212 4.4705 A inactive 38.08 

149.2133 4.4733 B3 0.00 2.51 

156.8380 4.7019 B1 17.16 0.36 

159.6733 4.7869 B2 2.08 20.16 

161.6497 4.8461 A inactive 10.08 

163.7994 4.9106 B3 3.06 2.57 

174.9027 5.2435 B2 19.29 21.29 

177.9355 5.3344 A inactive 24.71 

179.5124 5.3816 B3 69.01 0.00 

182.3969 5.4681 B1 0.12 4.94 

191.9521 5.7546 B2 34.62 0.58 

194.1201 5.8196 B3 12.90 0.95 

196.0732 5.8781 A inactive 58.54 

198.2409 5.9431 B1 39.85 3.15 

213.0901 6.3883 A inactive 12.53 

214.0602 6.4174 B3 29.69 1.62 

215.7803 6.4689 B2 29.74 1.98 

216.1534 6.4801 B1 10.38 5.78 

238.4158 7.1475 B2 5.20 0.47 

244.4665 7.3289 B3 8.10 0.40 

250.3129 7.5042 A inactive 21.35 

254.1250 7.6185 B1 9.96 9.10 

284.5042 8.5292 B3 16.31 4.67 

285.0117 8.5444 B2 0.01 18.02 

293.8647 8.8098 A inactive 75.99 

295.2332 8.8509 B1 35.34 2.65 

301.5883 9.0414 B1 14.62 1.57 

303.3498 9.0942 A inactive 16.41 

316.8703 9.4995 B3 20.66 4.06 

321.4153 9.6358 B2 64.93 1.09 

361.3720 10.8337 B1 2.59 34.66 

362.2876 10.8611 B3 53.02 2.04 

364.1237 10.9162 B2 33.47 1.24 
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364.8536 10.9380 A inactive 48.37 

420.5090 12.6065 B3 36.13 1.34 

422.9297 12.6791 A inactive 32.80 

423.6828 12.7017 B1 0.73 0.86 

424.8960 12.7381 B2 2.49 10.36 

437.2586 13.1087 B1 33.39 1.68 

437.4612 13.1148 B3 4.21 14.12 

437.7469 13.1233 B2 71.93 0.07 

438.7128 13.1523 A inactive 12.80 

460.0048 13.7906 A inactive 18.12 

460.2455 13.7978 B1 58.69 4.03 

461.6709 13.8405 B3 9.46 4.37 

464.0915 13.9131 B2 76.40 8.70 

526.6927 15.7898 A inactive 7.79 

527.4974 15.8140 B3 9.15 2.15 

531.5026 15.9340 B1 112.78 0.53 

532.6904 15.9697 B2 8.59 2.83 

556.5222 16.6841 A inactive 44.32 

557.6005 16.7164 B2 22.54 30.44 

557.8633 16.7243 B3 11.23 4.20 

558.8718 16.7546 B1 0.05 0.59 

595.7926 17.8614 B3 0.11 31.07 

596.7801 17.8910 B1 60.56 47.63 

597.3674 17.9086 B2 5.33 3.01 

597.6726 17.9178 A inactive 171.49 

602.4904 18.0622 B1 8.39 0.71 

602.5743 18.0647 B2 414.83 5.55 

611.4456 18.3307 B3 121.65 1.57 

614.1397 18.4114 A inactive 3.91 

624.7151 18.7285 B3 1.81 4.39 

625.8994 18.7640 B2 7.21 11.74 

630.9676 18.9159 B1 7.19 15.13 

632.2812 18.9553 A inactive 61.63 

641.9795 19.2461 A inactive 63.38 

646.2083 19.3728 B1 224.30 2.74 

652.2178 19.5530 B2 13.10 15.80 

654.9783 19.6358 B3 30.87 2.78 

675.3571 20.2467 B3 2.23 0.00 

676.0617 20.2678 A inactive 210.62 

677.5095 20.3112 B1 70.64 0.91 

678.5617 20.3428 B2 123.28 6.96 
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698.7667 20.9485 A inactive 60.73 

699.5556 20.9721 B3 138.46 8.29 

706.4939 21.1802 B1 875.15 16.79 

716.5682 21.4822 B2 180.45 7.63 

720.4087 21.5973 B2 17.25 12.25 

721.8768 21.6413 B3 26.29 1.24 

724.1951 21.7108 B1 23.58 6.13 

724.7311 21.7269 A inactive 31.28 

727.9915 21.8246 B1 53.20 9.49 

728.2954 21.8337 A inactive 50.52 

729.2863 21.8635 B2 229.32 0.36 

729.5504 21.8714 B3 50.13 3.98 

736.0067 22.0649 B1 5.65 1.32 

736.5626 22.0816 A inactive 5.75 

739.1176 22.1582 B3 14.30 6.58 

740.0596 22.1864 B2 63.95 2.01 

743.6650 22.2945 B3 89.85 3.29 

744.6408 22.3238 B2 74.20 1.22 

744.9786 22.3339 A inactive 3.83 

745.6112 22.3529 B1 49.20 5.99 

803.6373 24.0924 B2 1.24 2.19 

805.6063 24.1515 B3 0.57 11.90 

805.7985 24.1572 A inactive 18.05 

807.2144 24.1997 B1 13.06 0.24 

827.5750 24.8101 A inactive 5.45 

828.0816 24.8253 B3 112.15 0.00 

828.1045 24.8259 B2 22.26 20.08 

828.3730 24.8340 B1 7.17 5.32 

830.9203 24.9104 B1 13.72 16.66 

833.3336 24.9827 A inactive 76.49 

833.8630 24.9986 B3 23.88 0.51 

834.2280 25.0095 B2 7.95 3.95 

875.2441 26.2392 B3 10.49 0.55 

875.6719 26.2520 A inactive 31.26 

875.8726 26.2580 B1 37.43 0.95 

876.4932 26.2766 B2 60.44 0.87 

888.1657 26.6265 B3 35.55 10.40 

888.3323 26.6315 B2 4.55 0.68 

889.7930 26.6753 B1 0.13 3.41 

890.2512 26.6891 A inactive 36.50 

913.4034 27.3831 B2 31.66 1.38 
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914.5890 27.4187 A inactive 48.05 

914.6723 27.4212 B3 28.71 0.92 

915.5240 27.4467 B1 50.31 0.21 

938.5229 28.1362 B1 0.15 2.16 

940.5425 28.1968 B3 5.64 5.75 

941.4077 28.2227 A inactive 40.55 

944.0127 28.3008 B2 69.02 4.34 

968.6855 29.0405 A inactive 28.50 

969.9891 29.0795 B2 1.60 3.39 

970.2516 29.0874 B3 4.01 1.24 

971.8372 29.1349 B1 1.53 2.42 

1012.2372 30.3461 B3 37.54 19.69 

1013.4564 30.3827 B1 47.53 0.60 

1013.6712 30.3891 B2 27.05 0.04 

1013.6837 30.3895 A inactive 83.48 

1017.7887 30.5125 B1 41.15 0.16 

1018.3049 30.5280 B3 20.29 5.23 

1018.3857 30.5304 A inactive 28.01 

1018.9971 30.5488 B2 0.52 1.23 

1024.3008 30.7078 A inactive 34.52 

1024.6757 30.7190 B2 2.95 11.54 

1025.2384 30.7359 B1 0.19 3.47 

1025.2777 30.7371 B3 0.24 19.15 

1039.6332 31.1674 B3 3.85 2.28 

1039.9854 31.1780 B1 11.04 2.79 

1040.9627 31.2073 A inactive 69.69 

1041.3258 31.2182 B2 26.98 26.25 

1055.8275 31.6529 B2 0.38 0.08 

1055.9200 31.6557 B1 7.39 1.51 

1055.9726 31.6573 A inactive 119.58 

1056.0705 31.6602 B3 18.31 30.72 

1068.4929 32.0326 B2 0.23 5.09 

1068.8076 32.0420 A inactive 15.32 

1070.9633 32.1067 B3 85.55 3.61 

1071.2595 32.1156 B1 39.12 1.17 

1091.9326 32.7353 B3 23.11 6.57 

1092.2719 32.7455 B1 3.19 2.40 

1092.6057 32.7555 A inactive 14.41 

1092.6354 32.7564 B2 5.89 1.03 

1107.4702 33.2011 B3 13.05 2.06 

1109.0195 33.2476 A inactive 4.29 



282 
 

282 
 

1109.6290 33.2658 B1 350.49 0.73 

1111.4151 33.3194 B2 110.09 0.49 

1114.8677 33.4229 A inactive 14.28 

1115.3164 33.4363 B3 1.44 0.18 

1117.0971 33.4897 B1 35.69 0.31 

1118.3912 33.5285 B2 402.63 0.00 

1126.3333 33.7666 A inactive 15.37 

1126.8602 33.7824 B2 3.69 0.55 

1127.8495 33.8121 B1 28.42 0.36 

1128.5898 33.8343 B3 14.97 3.99 

1144.3431 34.3065 B2 0.42 2.18 

1144.3991 34.3082 B1 89.42 0.37 

1145.5506 34.3427 B3 63.90 4.10 

1145.9433 34.3545 A inactive 4.88 

1182.4103 35.4478 A inactive 75.56 

1182.7801 35.4589 B2 3.41 4.84 

1184.2359 35.5025 B1 16.38 9.36 

1184.4289 35.5083 B3 49.58 0.82 

1191.9601 35.7341 B1 1.19 4.44 

1192.2105 35.7416 B3 1.91 1.84 

1192.5519 35.7518 A inactive 28.71 

1193.1694 35.7703 B2 inactive 9.04 

1215.4367 36.4379 B3 14.42 0.75 

1215.9590 36.4535 B1 20.29 0.06 

1216.1147 36.4582 B2 6.13 7.40 

1216.3203 36.4644 A inactive 26.51 

1227.4895 36.7992 B2 0.13 2.68 

1228.0697 36.8166 B3 28.07 2.16 

1229.9783 36.8738 B1 8.94 0.41 

1230.6055 36.8926 A inactive 1.96 

1239.0114 37.1446 A inactive 2.98 

1239.3416 37.1545 B1 4.83 2.66 

1242.5436 37.2505 B2 26.89 9.25 

1243.8808 37.2906 B3 0.13 4.51 

1259.6332 37.7629 B3 463.00 7.65 

1260.0338 37.7749 B2 2.52 1.05 

1260.0605 37.7757 B1 0.35 0.00 

1261.1852 37.8094 A inactive 36.19 

1267.5139 37.9991 A inactive 19.79 

1270.4994 38.0886 B2 1.57 6.23 

1271.3427 38.1139 B1 138.77 0.15 
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1273.0879 38.1662 B3 18.94 0.64 

1276.5604 38.2703 B3 76.63 13.08 

1276.9533 38.2821 B2 13.30 18.38 

1280.3002 38.3824 A inactive 0.77 

1280.8646 38.3994 B1 45.40 4.38 

1288.9652 38.6422 A inactive 19.06 

1294.3195 38.8027 B1 10.10 3.21 

1294.3724 38.8043 B2 8.32 51.77 

1295.2620 38.8310 B3 12.83 0.74 

1295.9170 38.8506 A inactive 8.69 

1296.9492 38.8816 B2 0.11 4.01 

1297.2870 38.8917 B1 76.07 0.98 

1297.3453 38.8934 B3 29.72 7.62 

1302.3865 39.0446 B3 132.81 5.72 

1303.7785 39.0863 A inactive 48.86 

1308.9086 39.2401 B2 78.36 4.10 

1310.0540 39.2744 B1 454.38 17.18 

1310.4407 39.2860 B1 172.74 8.55 

1311.7447 39.3251 B2 80.17 7.93 

1311.8702 39.3289 A inactive 3.20 

1312.5885 39.3504 B3 51.40 10.05 

1319.1047 39.5458 B1 431.15 1.96 

1320.4866 39.5872 A inactive 1.30 

1322.0929 39.6353 B3 567.34 1.71 

1324.8749 39.7187 B2 375.81 0.01 

1340.8157 40.1966 B3 0.47 21.53 

1341.0863 40.2048 B1 22.46 8.58 

1345.1423 40.3264 B2 3.16 0.14 

1345.5750 40.3393 A inactive 5.81 

1350.4653 40.4859 A inactive 10.05 

1351.3769 40.5133 B2 0.67 1.30 

1355.5061 40.6370 B1 22.15 0.01 

1356.0936 40.6547 B3 0.41 0.03 

1357.5081 40.6971 B2 57.03 1.16 

1358.8581 40.7375 B1 33.43 0.53 

1365.6416 40.9409 B3 12.77 25.95 

1365.8764 40.9479 A inactive 100.38 

1408.7519 42.2333 A inactive 32.10 

1408.9563 42.2394 B3 75.59 1.57 

1411.3650 42.3117 B2 9.63 17.02 

1412.3426 42.3410 B1 11.01 2.47 
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1413.4039 42.3728 A inactive 12.01 

1415.3802 42.4320 B1 6.78 5.42 

1415.4274 42.4334 B2 2.16 3.20 

1415.6237 42.4393 B3 53.81 2.25 

1418.1966 42.5165 B3 47.40 4.30 

1418.3505 42.5211 B2 0.10 5.04 

1418.8100 42.5349 A inactive 29.41 

1419.0527 42.5421 B1 47.69 11.34 

1427.7638 42.8033 A inactive 28.65 

1428.1025 42.8134 B3 7.00 0.58 

1428.2133 42.8168 B2 124.22 7.01 

1428.2187 42.8169 B1 59.60 17.53 

1437.1653 43.0851 B3 3.91 19.64 

1437.5256 43.0959 A inactive 32.26 

1437.7155 43.1016 B2 24.80 1.34 

1437.7598 43.1030 B1 10.83 28.99 

1451.4784 43.5142 B2 56.24 3.68 

1451.5330 43.5159 A inactive 5.46 

1454.8265 43.6146 B1 18.06 4.20 

1454.9218 43.6175 B3 33.16 0.71 

1462.4534 43.8433 A inactive 27.66 

1462.7245 43.8514 B3 489.77 1.25 

1468.4459 44.0229 B1 129.05 0.00 

1469.1939 44.0453 B2 142.35 2.22 

1488.2820 44.6176 B1 21.75 0.03 

1488.3485 44.6196 B2 200.31 4.30 

1492.1837 44.7345 A inactive 5.95 

1492.3869 44.7406 B3 223.60 5.66 

1599.9236 47.9645 A inactive 142.10 

1600.0933 47.9696 B3 295.86 29.28 

1617.5906 48.4941 B1 1235.22 1.40 

1622.2462 48.6337 B2 297.12 0.32 

1657.8841 49.7021 A inactive 26.29 

1659.0851 49.7381 B3 3423.27 1.03 

1684.5631 50.5019 B1 2840.03 6.76 

1699.8592 50.9605 B2 2308.77 0.02 

2316.0926 69.4347 A inactive 88.73 

2317.1417 69.4662 B3 951.46 121.27 

2331.9018 69.9087 B1 6656.23 28.52 

2356.6246 70.6498 B2 7790.37 26.40 

2950.7299 88.4607 B2 3.23 12.07 
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2950.7476 88.4612 A inactive 82.12 

2950.9580 88.4675 B1 64.83 14.81 

2951.1113 88.4721 B3 14.74 7.31 

2958.2509 88.6861 B2 101.58 2.01 

2958.7385 88.7008 B1 0.00 0.04 

2958.7640 88.7015 B3 96.58 14.48 

2959.1780 88.7139 A inactive 1000.00 

2963.5425 88.8448 B3 15.96 26.78 

2963.5445 88.8448 B1 0.14 68.03 

2963.5462 88.8449 A inactive 71.20 

2963.6395 88.8477 B2 0.67 10.95 

2973.1383 89.1324 B1 51.59 12.01 

2973.1448 89.1326 B2 124.86 0.30 

2973.3196 89.1379 B3 9.85 16.87 

2973.5906 89.1460 A inactive 237.68 

2986.2198 89.5246 B3 138.96 16.66 

2986.2714 89.5262 B2 1.55 0.87 

2986.5248 89.5338 A inactive 165.62 

2986.5374 89.5341 B1 2.33 24.50 

2988.4101 89.5903 B3 7.18 2.15 

2988.5065 89.5932 B1 4.90 55.80 

2988.5737 89.5952 B2 1.25 19.50 

2989.2210 89.6146 A inactive 560.26 

2990.4755 89.6522 B3 2.88 27.08 

2990.5241 89.6537 B1 1.11 139.77 

2990.6774 89.6583 A inactive 67.29 

2990.7176 89.6595 B2 5.22 12.34 

2999.7477 89.9302 B2 17.99 1.02 

2999.8092 89.9320 B1 3.58 0.04 

2999.8552 89.9334 A inactive 157.32 

2999.8879 89.9344 B3 13.54 10.91 

3003.5493 90.0441 A inactive 88.49 

3003.5642 90.0446 B2 111.25 17.26 

3003.7626 90.0505 B1 1.20 0.00 

3003.7939 90.0515 B3 14.28 1.91 

3018.9886 90.5070 B1 8.06 13.51 

3018.9953 90.5072 B3 166.06 4.09 

3019.7254 90.5291 B2 43.65 8.84 

3019.7910 90.5311 A inactive 20.06 

3034.0414 90.9583 B2 10.92 25.83 

3034.0906 90.9597 B1 0.05 28.94 
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3034.3741 90.9682 B3 4.48 24.56 

3034.4544 90.9707 A inactive 306.63 

3054.4617 91.5705 B1 0.61 13.73 

3054.4999 91.5716 B3 95.34 2.43 

3054.5709 91.5737 A inactive 39.45 

3054.6651 91.5766 B2 3.10 0.62 

3064.3261 91.8662 B1 2.15 86.18 

3064.3382 91.8665 B3 0.00 0.43 

3064.3477 91.8668 A inactive 15.56 

3064.4268 91.8692 B2 12.88 6.84 

3269.3599 98.0129 A inactive 241.20 

3269.8639 98.0281 B3 5426.71 1.77 

3279.1533 98.3065 B2 806.59 7.10 

3280.0765 98.3342 B1 67.41 43.17 

3402.3954 102.0012 A inactive 152.10 

3402.6796 102.0098 B3 176.74 32.20 

3405.2560 102.0870 B1 1562.10 3.68 

3409.2880 102.2079 B2 1017.11 10.32 
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Table A-9. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline L-cystine simulated using ss-DFT. 

Frequency 
Symmetry 

representation 

Intensity 

cm-1 THz IR (km/mol) Raman (arb. Units) 

10.7231 0.3215 A2 0.08 inactive 

12.2051 0.3659 E2 inactive 1.73 

15.7526 0.4723 A1 inactive 4.10 

21.6078 0.6478 B2 inactive inactive 

26.2916 0.7882 E1 1.27 0.42 

27.4655 0.8234 B1 inactive inactive 

29.0278 0.8702 E1 0.47 0.02 

35.1315 1.0532 E2 inactive 0.15 

42.9987 1.2891 E2 inactive 2.29 

49.2947 1.4778 E1 1.18 0.37 

53.2425 1.5962 A2 31.94 inactive 

53.4200 1.6015 B1 inactive inactive 

53.5505 1.6054 B2 inactive inactive 

54.0832 1.6214 E2 inactive 2.95 

65.8808 1.9751 E2 inactive 8.68 

70.2051 2.1047 E1 3.02 2.45 

71.0276 2.1294 A1 inactive 27.57 

71.0327 2.1295 A2 21.31 inactive 

74.8157 2.2429 E1 35.26 2.32 

76.9018 2.3055 B1 inactive inactive 

78.2667 2.3464 E2 inactive 8.90 

78.6107 2.3567 A1 inactive 9.63 

79.4483 2.3818 B2 inactive inactive 

80.1998 2.4043 B1 inactive inactive 

80.3232 2.4080 E1 10.10 1.22 

82.5666 2.4753 E2 inactive 0.08 

90.7120 2.7195 B2 inactive inactive 

101.1171 3.0314 A2 72.13 inactive 

102.9947 3.0877 E2 inactive 6.79 

106.4023 3.1899 E1 3.62 68.95 

113.1676 3.3927 E2 inactive 23.51 

115.8603 3.4734 E1 0.38 0.12 

120.3680 3.6085 B2 inactive inactive 

120.5630 3.6144 A1 inactive 6.58 
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129.8551 3.8930 B1 inactive inactive 

138.6171 4.1556 E2 inactive 0.13 

144.4010 4.3290 B1 inactive inactive 

147.1037 4.4101 E2 inactive 5.36 

151.7839 4.5504 E1 17.60 31.64 

154.0333 4.6178 E1 63.96 3.26 

158.6900 4.7574 A1 inactive 29.52 

163.9367 4.9147 A2 97.57 inactive 

168.2627 5.0444 A2 1.75 inactive 

171.3089 5.1357 A1 inactive 17.90 

173.0334 5.1874 E1 7.32 5.64 

178.5242 5.3520 E2 inactive 16.68 

180.7582 5.4190 B1 inactive inactive 

186.5517 5.5927 E1 121.45 1.51 

196.1363 5.8800 B2 inactive inactive 

196.2665 5.8839 E2 inactive 0.32 

200.6378 6.0150 E1 230.24 37.09 

200.9928 6.0256 A1 inactive 2.27 

205.7272 6.1675 E2 inactive 13.88 

214.6371 6.4347 B1 inactive inactive 

217.4154 6.5180 B2 inactive inactive 

218.1284 6.5393 A2 3.39 inactive 

218.7321 6.5574 E1 0.35 4.18 

219.2616 6.5733 E2 inactive 11.25 

250.1398 7.4990 E1 1128.76 0.23 

250.2877 7.5034 A1 inactive 28.58 

250.4085 7.5071 E2 inactive 6.70 

252.0688 7.5568 A2 1244.25 inactive 

253.7920 7.6085 B1 inactive inactive 

254.2398 7.6219 B2 inactive inactive 

263.4463 7.8979 E2 inactive 0.00 

274.4818 8.2288 E1 1.34 2.44 

305.3259 9.1534 A1 inactive 21.52 

308.7450 9.2559 E1 69.04 13.52 

314.3995 9.4255 E2 inactive 11.56 

318.7183 9.5549 B1 inactive inactive 

319.9039 9.5905 B2 inactive inactive 

321.4191 9.6359 A2 124.32 inactive 

322.6404 9.6725 E2 inactive 8.21 
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324.5248 9.7290 E1 39.31 2.62 

397.6336 11.9208 A1 inactive 1.68 

398.0055 11.9319 E1 14.40 0.76 

399.0012 11.9618 E2 inactive 12.79 

399.6793 11.9821 B1 inactive inactive 

402.5844 12.0692 A2 139.55 inactive 

403.2673 12.0896 B2 inactive inactive 

403.8946 12.1085 E2 inactive 0.03 

404.8131 12.1360 E1 1267.43 1.00 

445.0280 13.3416 A2 3.00 inactive 

445.6671 13.3608 E1 686.99 0.03 

447.1805 13.4061 E2 inactive 5.76 

448.4244 13.4434 B2 inactive inactive 

450.8338 13.5157 B1 inactive inactive 

451.9060 13.5478 E2 inactive 3.49 

453.1123 13.5840 E1 445.81 21.38 

453.5785 13.5979 A1 inactive 0.36 

480.9295 14.4179 A1 inactive 1000.00 

480.9577 14.4188 E2 inactive 461.61 

480.9581 14.4188 B2 inactive inactive 

481.0119 14.4204 E1 3.85 1.41 

529.7018 15.8801 B1 inactive inactive 

530.1335 15.8930 E2 inactive 0.33 

531.2902 15.9277 E1 767.99 0.36 

531.8826 15.9454 A2 32.22 inactive 

533.1996 15.9849 A1 inactive 8.57 

533.9803 16.0083 E1 35.45 2.97 

534.6120 16.0273 E2 inactive 3.77 

534.8672 16.0349 B2 inactive inactive 

556.8852 16.6950 A2 35.19 inactive 

557.3895 16.7101 E1 0.66 0.00 

557.5293 16.7143 E2 inactive 13.41 

557.5938 16.7162 B2 inactive inactive 

573.1366 17.1822 E1 31.17 0.97 

573.1958 17.1840 E2 inactive 5.59 

573.2484 17.1856 A1 inactive 2.93 

573.2497 17.1856 B1 inactive inactive 

599.1011 17.9606 A2 0.04 inactive 

599.6286 17.9764 E1 76.13 2.46 
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600.9030 18.0146 E2 inactive 5.94 

601.8602 18.0433 B1 inactive inactive 

606.1887 18.1731 B2 inactive inactive 

607.1825 18.2029 E2 inactive 5.32 

608.6118 18.2457 E1 192.39 0.02 

609.2894 18.2660 A1 inactive 26.98 

663.9133 19.9036 B2 inactive inactive 

663.9830 19.9057 E2 inactive 10.39 

664.0614 19.9081 E1 457.54 10.34 

664.0929 19.9090 A2 0.05 inactive 

669.1736 20.0613 A1 inactive 12.87 

669.4803 20.0705 E1 6.57 6.18 

669.8229 20.0808 E2 inactive 14.32 

669.9620 20.0850 B1 inactive inactive 

758.1926 22.7300 A2 232.43 inactive 

760.4990 22.7992 E1 9.94 1.85 

761.5401 22.8304 E2 inactive 0.47 

762.3706 22.8553 B1 inactive inactive 

764.6834 22.9246 B2 inactive inactive 

765.5350 22.9502 E2 inactive 2.16 

766.5228 22.9798 E1 87.00 0.11 

766.9142 22.9915 A1 inactive 82.49 

828.7915 24.8465 E1 244.77 0.26 

828.7977 24.8467 A1 inactive 0.42 

828.9603 24.8516 E2 inactive 0.00 

829.0583 24.8545 B1 inactive inactive 

830.0673 24.8848 B2 inactive inactive 

830.3110 24.8921 E2 inactive 0.35 

830.6770 24.9031 E1 681.42 2.94 

830.6841 24.9033 A2 20.29 inactive 

855.9715 25.6614 A1 inactive 18.74 

856.1702 25.6673 E1 0.18 1.97 

856.8752 25.6885 E2 inactive 0.56 

857.3360 25.7023 A2 289.60 inactive 

857.3681 25.7032 B2 inactive inactive 

858.4242 25.7349 B1 inactive inactive 

858.8409 25.7474 E2 inactive 0.72 

859.2840 25.7607 E1 30.09 2.25 

962.0526 28.8416 A2 224.08 inactive 
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963.2563 28.8777 B1 inactive inactive 

963.3090 28.8793 E2 inactive 0.15 

963.4302 28.8829 E1 47.49 2.71 

963.7249 28.8917 A1 inactive 11.05 

963.8383 28.8951 E1 146.07 5.83 

964.0010 28.9000 E2 inactive 8.87 

964.1192 28.9036 B2 inactive inactive 

1038.7731 31.1416 A1 inactive 3.21 

1038.8449 31.1438 E1 521.17 7.10 

1038.9686 31.1475 E2 inactive 0.06 

1039.0852 31.1510 B1 inactive inactive 

1040.0716 31.1806 B2 inactive inactive 

1040.1402 31.1826 E2 inactive 4.28 

1040.3068 31.1876 E1 3.76 3.52 

1040.3101 31.1877 A2 16.91 inactive 

1088.6043 32.6355 A2 205.61 inactive 

1089.7389 32.6695 E1 49.52 0.15 

1089.8461 32.6728 E2 inactive 2.41 

1089.9862 32.6770 B1 inactive inactive 

1090.0752 32.6796 B2 inactive inactive 

1090.2371 32.6845 E2 inactive 15.83 

1090.3079 32.6866 E1 89.28 4.78 

1090.3257 32.6871 A1 inactive 2.03 

1125.4837 33.7412 A2 785.08 inactive 

1130.5935 33.8943 E1 187.26 18.98 

1131.9319 33.9345 E2 inactive 6.35 

1133.3299 33.9764 B2 inactive inactive 

1134.4147 34.0089 B1 inactive inactive 

1135.8036 34.0505 E2 inactive 0.62 

1137.1750 34.0917 E1 22.00 0.01 

1137.6704 34.1065 A1 inactive 19.50 

1175.1210 35.2292 B1 inactive inactive 

1175.2322 35.2326 E2 inactive 8.16 

1175.5389 35.2418 E1 357.40 1.05 

1175.7146 35.2470 A2 2.43 inactive 

1180.7005 35.3965 A1 inactive 6.51 

1180.7986 35.3995 E1 101.61 20.20 

1181.0707 35.4076 E2 inactive 5.62 

1181.1792 35.4109 B2 inactive inactive 
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1242.3076 37.2434 A2 6.06 inactive 

1242.5196 37.2498 E1 70.62 0.14 

1243.0352 37.2653 E2 inactive 0.61 

1243.3262 37.2740 B1 inactive inactive 

1254.6683 37.6140 B2 inactive inactive 

1254.8457 37.6193 E2 inactive 0.23 

1255.1701 37.6291 E1 154.64 1.40 

1255.4173 37.6365 A1 inactive 0.07 

1282.3221 38.4430 B1 inactive inactive 

1282.6598 38.4532 E2 inactive 2.65 

1283.4441 38.4767 E1 674.67 2.06 

1283.9460 38.4917 A1 inactive 9.41 

1286.5961 38.5712 A2 187.68 inactive 

1287.9234 38.6110 E1 26.09 5.62 

1288.5241 38.6290 E2 inactive 8.94 

1288.7858 38.6368 B2 inactive inactive 

1322.0906 39.6353 B1 inactive inactive 

1322.2563 39.6402 E2 inactive 5.40 

1322.6433 39.6518 A2 178.03 inactive 

1322.7587 39.6553 E1 776.58 3.92 

1323.1350 39.6666 A1 inactive 56.15 

1323.9751 39.6918 E1 146.34 17.56 

1324.3032 39.7016 E2 inactive 16.50 

1324.4415 39.7058 B2 inactive inactive 

1363.6980 40.8826 A2 419.02 inactive 

1365.3732 40.9329 E2 inactive 16.73 

1365.4040 40.9338 B1 inactive inactive 

1365.4589 40.9354 E1 811.33 0.60 

1366.1399 40.9558 A1 inactive 45.93 

1366.1966 40.9575 E1 309.44 1.48 

1366.4559 40.9653 E2 inactive 8.42 

1366.6175 40.9702 B2 inactive inactive 

1382.1939 41.4371 A2 771.55 inactive 

1383.0345 41.4623 B1 inactive inactive 

1383.7009 41.4823 E2 inactive 5.23 

1385.1171 41.5248 E1 290.82 18.05 

1389.3237 41.6509 A1 inactive 9.67 

1390.2138 41.6776 E1 3334.80 0.01 

1391.5346 41.7172 E2 inactive 46.01 
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1391.9597 41.7299 B2 inactive inactive 

1498.6254 44.9277 B1 inactive inactive 

1498.6477 44.9283 E2 inactive 2.54 

1498.7488 44.9314 E1 7058.34 0.08 

1498.7833 44.9324 A1 inactive 30.27 

1499.4592 44.9527 B2 inactive inactive 

1499.5192 44.9545 E2 inactive 1.43 

1499.6262 44.9577 E1 507.07 0.36 

1499.6336 44.9579 A2 2.18 inactive 

1578.7474 47.3297 B1 inactive inactive 

1578.8154 47.3317 E2 inactive 4.36 

1578.8542 47.3329 A1 inactive 1.14 

1578.8623 47.3331 E1 4329.61 0.30 

1579.5705 47.3543 A2 575.60 inactive 

1582.0172 47.4277 E1 1627.24 0.06 

1582.2325 47.4341 E2 inactive 4.26 

1582.3164 47.4367 B2 inactive inactive 

1591.9006 47.7240 B2 inactive inactive 

1591.9624 47.7258 E2 inactive 2.33 

1592.0240 47.7277 A2 27.37 inactive 

1592.0865 47.7296 E1 1005.30 0.41 

1626.5929 48.7640 E1 2023.04 0.15 

1626.6277 48.7651 A1 inactive 6.76 

1626.6520 48.7658 E2 inactive 6.37 

1626.6694 48.7663 B1 inactive inactive 

1638.6255 49.1248 A2 686.58 inactive 

1641.5459 49.2123 B2 inactive inactive 

1641.5517 49.2125 E2 inactive 4.54 

1641.5975 49.2139 E1 171.81 4.01 

1666.5552 49.9621 A1 inactive 1.57 

1666.6230 49.9641 E1 143.97 2.54 

1666.7460 49.9678 E2 inactive 0.85 

1666.8041 49.9695 B1 inactive inactive 

2758.1359 82.6868 A1 inactive 85.98 

2758.1472 82.6872 E2 inactive 44.47 

2758.1590 82.6875 B1 inactive inactive 

2758.2209 82.6894 E1 4825.79 0.07 

2766.2742 82.9308 B2 inactive inactive 

2766.3149 82.9320 E2 inactive 88.74 
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2766.3273 82.9324 A2 31.20 inactive 

2766.3698 82.9337 E1 22076.93 0.37 

2982.3819 89.4096 E2 inactive 20.65 

2982.5517 89.4147 B2 inactive inactive 

2982.7218 89.4198 A1 inactive 217.44 

2982.8661 89.4241 E1 117.30 2.72 

2983.6479 89.4475 A2 126.16 inactive 

2983.9818 89.4575 E2 inactive 7.61 

2984.0014 89.4581 B1 inactive inactive 

2984.0212 89.4587 E1 197.73 0.57 

3017.8180 90.4719 E1 313.98 14.24 

3017.8283 90.4722 E2 inactive 3.89 

3017.8396 90.4726 A2 11.46 inactive 

3017.8517 90.4729 E2 inactive 53.80 

3017.8597 90.4732 B2 inactive inactive 

3017.8969 90.4743 B1 inactive inactive 

3018.2487 90.4848 A1 inactive 246.52 

3018.4425 90.4906 E1 5630.57 9.74 

3033.7550 90.9497 A2 36.65 inactive 

3033.7962 90.9509 B2 inactive inactive 

3033.8082 90.9513 E2 inactive 2.04 

3033.8211 90.9517 E1 1841.91 2.50 

3034.6772 90.9773 A1 inactive 3.30 

3034.7062 90.9782 E1 6073.50 5.91 

3034.7100 90.9783 E2 inactive 21.08 

3034.7103 90.9783 B1 inactive inactive 

3052.4743 91.5109 E1 137.21 0.05 

3052.4832 91.5111 E2 inactive 48.39 

3052.5422 91.5129 B2 inactive inactive 

3052.6001 91.5146 A1 inactive 18.55 

3055.1324 91.5906 B1 inactive inactive 

3055.1467 91.5910 E2 inactive 2.90 

3055.1644 91.5915 E1 121.72 7.08 

3055.1844 91.5921 A2 14.81 inactive 

3118.3107 93.4846 A1 inactive 167.75 

3118.3247 93.4850 E2 inactive 0.68 

3118.4125 93.4877 B1 inactive inactive 

3118.5903 93.4930 E1 1700.91 4.90 

3152.7457 94.5169 A2 11193.49 inactive 
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3176.1984 95.2200 B2 inactive inactive 

3176.2586 95.2218 E2 inactive 2.21 

3176.2821 95.2225 E1 270.31 14.92 
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Table A-10. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline α-lactose monohydrate (5 - 167 cm-1) at 65 K and ss-DFT simulations.  

Observed (65 K) Simulated 

cm-1 THz cm-1 THz 

17.8 0.54 19.4441 0.5829 

- - 34.8735 (unassigned) 1.0455 (unassigned) 

- - 35.5762 (unassigned) 1.0665 (unassigned) 

41.0 1.23 43.1646 1.294 

47.0 1.41 49.6656 1.4889 

- - 60.7892 (unassigned) 1.8224 (unassigned) 

62.4 1.87 64.1179 1.9222 

75.5 2.27 80.8105 2.4226 

83.8 2.52 87.5963 2.6261 

88.6 2.66 92.6547 2.7777 

95.7 2.87 94.1053 2.8212 

98.1 2.94 101.5874 3.0455 

- - 102.4690 (unassigned) 3.0719 (unassigned) 

104.1 3.12 107.8672 3.2338 

- - 112.4351 (unassigned) 3.3707 (unassigned) 

111.2 3.34 115.1928 3.4534 

- - 117.2567 (unassigned) 3.5153 (unassigned) 

- - 118.4583 (unassigned) 3.5513 (unassigned) 

- - 126.2434 (unassigned) 3.7847 (unassigned) 

- - 140.1306 (unassigned) 4.201 (unassigned) 

138.6 4.16 142.6420 4.2763 

- - 150.5342 (unassigned) 4.5129 (unassigned) 

149.3 4.48 152.7000 4.5778 

155.8 4.67 158.5223 4.7524 

161.1 4.83 164.3266 4.9264 
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Table A-11. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline α-lactose monohydrate (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Observed (78 K) Simulated 

cm-1 THz cm-1 THz 

17.9 0.54 19.4441 0.5829 

32.9 0.99 34.8735 1.0455 

- - 35.5762 (unassigned) 1.0665 (unassigned) 

41.0 1.23 43.1646 1.2940 

47.3 1.42 49.6656 1.4889 

57.9 1.74 60.7892 1.8224 

75.7 2.27 64.1179 1.9222 

84.3 2.53 80.8105 2.4226 

89.1 2.67 87.5963 2.6261 

- - 92.6547 (unassigned) 2.7777 (unassigned) 

95.8 2.87 94.1053 2.8212 

100.9 3.03 101.5874 3.0455 

- - 102.469 (unassigned) 3.0719 (unassigned) 

- - 107.8672 (unassigned) 3.2338 (unassigned) 

- - 112.4351 (unassigned) 3.3707 (unassigned) 

- - 115.1928 (unassigned) 3.4534 (unassigned) 

114.5 3.44 117.2567 3.5153 

- - 118.4583 (unassigned) 3.5513 (unassigned) 

124.3 3.73 126.2434 3.7847 

140.0 4.20 140.1306 4.2010 

- - 142.642 (unassigned) 4.2763 (unassigned) 

- - 150.5342 (unassigned) 4.5129 (unassigned) 

- - 152.7 (unassigned) 4.5778 (unassigned) 

156.7 4.70 158.5223 4.7524 

163.0 4.89 164.3266 4.9264 
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Table A-12. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline biotin (5 - 167 cm-1) at 65 K and ss-DFT simulations.  

Observed (65 K) Simulated 

cm-1 THz cm-1 THz 

17.8 0.54 18.1304 0.5435 

35.1 1.05 34.3676 1.0303 

- - 41.5293 (unassigned) 1.245 (unassigned) 

44.6 1.34 43.0083 1.2894 

50.5 1.52 49.7455 1.4913 

54.1 1.62 52.9894 1.5886 

- - 57.951 (unassigned) 1.7373 (unassigned) 

60.7 1.82 60.6493 1.8182 

63.6 1.91 68.6355 2.0576 

69.6 2.09 70.4565 2.1122 

73.7 2.21 73.6898 2.2092 

- - 74.8702 (unassigned) 2.2446 (unassigned) 

- - 75.3423 (unassigned) 2.2587 (unassigned) 

79.1 2.37 78.1471 2.3428 

- - 82.2866 (unassigned) 2.4669 (unassigned) 

- - 87.8114 (unassigned) 2.6325 (unassigned) 

- - 87.8687 (unassigned) 2.6342 (unassigned) 

- - 88.6505 (unassigned) 2.6577 (unassigned) 

- - 91.2291 (unassigned) 2.735 (unassigned) 

96.9 2.91 94.7242 2.8398 

- - 101.081 (unassigned) 3.0303 (unassigned) 

104.1 3.12 102.1425 3.0622 

110.0 3.30 108.1842 3.2433 

- - 111.4882 (unassigned) 3.3423 (unassigned) 

121.3 3.64 119.5173 3.5830 

- - 124.0319 (unassigned) 3.7184 (unassigned) 

130.2 3.91 127.9458 3.8357 

- - 135.9831 (unassigned) 4.0767 (unassigned) 

- - 140.1328 (unassigned) 4.2011 (unassigned) 

- - 142.4787 (unassigned) 4.2714 (unassigned) 

- - 143.9487 (unassigned) 4.3155 (unassigned) 

142.7 4.28 147.2955 4.4158 

148.1 4.44 149.2133 4.4733 
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152.2 4.57 156.8380 4.7019 

160.6 4.82 159.6733 4.7869 

162.3 4.87 163.7994 4.9106 
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Table A-13. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline biotin (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Observed (78 K) Simulated 

cm-1 THz cm-1 THz 

18.1 0.54 18.1304 0.5435 

29.0 0.87 29.4060 1.0303 

- - 34.3676 (unassigned) 1.245 (unassigned) 

41.4 1.24 39.0644 1.2894 

- - 41.5293 (unassigned) 1.4913 (unassigned) 

- - 41.5824 (unassigned) 1.5886 (unassigned) 

- - 43.0083 (unassigned) 1.7373 (unassigned) 

- - 49.7455 (unassigned) 1.8182 (unassigned) 

52.9 1.59 52.9894 2.0576 

- - 53.2057 (unassigned) 2.1122 (unassigned) 

59.9 1.80 57.9510 2.2092 

61.9 1.86 60.6493 2.2446 

- - 66.6649 (unassigned) 2.2587 (unassigned) 

- - 68.6355 (unassigned) 2.3428 (unassigned) 

68.6 2.06 70.4565 2.4669 

- - 73.6898 (unassigned) 2.6325 (unassigned) 

- - 74.8702 (unassigned) 2.6342 (unassigned) 

- - 75.3423 (unassigned) 2.6577 (unassigned) 

- - 78.1471 (unassigned) 2.735 (unassigned) 

- - 82.2866 (unassigned) 2.8398 (unassigned) 

82.3 2.47 82.5037 3.0303 

- - 85.8007 (unassigned) 3.0622 (unassigned) 

- - 87.8114 (unassigned) 3.2433 (unassigned) 

- - 87.8687 (unassigned) 3.3423 (unassigned) 

- - 88.6505 (unassigned) 3.583 (unassigned) 

88.8 2.67 89.1244 3.7184 

- - 91.2291 (unassigned) 3.8357 (unassigned) 

- - 94.7242 (unassigned) 4.0767 (unassigned) 

- - 101.081 (unassigned) 4.2011 (unassigned) 

- - 102.1425 (unassigned) 4.2714 (unassigned) 

- - 102.5600 (unassigned) 4.3155 (unassigned) 

106.5 3.19 108.1842 4.4158 

- - 111.4882 (unassigned) 4.4733 (unassigned) 

- - 119.5173 (unassigned) 4.7019 (unassigned) 
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- - 124.0319 (unassigned) 4.7869 (unassigned) 

126.5 3.79 126.3905 4.9106 

- - 127.9458 (unassigned) 5.2435 (unassigned) 

- - 135.9831 (unassigned) 5.3816 (unassigned) 

- - 135.9901 (unassigned) 5.4681 (unassigned) 

- - 140.1328 (unassigned) 5.7546 (unassigned) 

- - 142.4787 (unassigned) 5.8196 (unassigned) 

- - 143.9487 (unassigned) 4.3189 (unassigned) 

- - 147.2955 (unassigned) 4.4193 (unassigned) 

- - 149.1212 (unassigned) 4.4741 (unassigned) 

- - 149.2133 (unassigned) 4.4768 (unassigned) 

- - 156.838 (unassigned) 4.7053 (unassigned) 

- - 159.6733 (unassigned) 4.7907 (unassigned) 

- - 161.6497 (unassigned) 4.8500 (unassigned) 

- - 163.7994 (unassigned) 4.9145 (unassigned) 
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Table A-14. Tentative correlation table between the observed peaks for the terahertz spectra of 

crystalline L-cystine (5 - 167 cm-1) at 50 K and ss-DFT simulations.  

Observed (50 K) Simulated 

cm-1 THz cm-1 THz 

9.3 0.28 10.7231 0.3215 

25.6 0.77 26.2916 0.7882 

- - 29.0278 (unassigned) 0.8702 (unassigned) 

- - 49.2947 (unassigned) 1.4778 (unassigned) 

52.9 1.59 53.2425 1.5962 

- - 70.2051 (unassigned) 2.1047 (unassigned) 

70.2 2.11 71.0327 2.1295 

76.1 (unassigned) 2.28 (unassigned) - - 

79.1 (unassigned) 2.37 (unassigned) - - 

83.3 2.50 74.8157 2.2429 

- - 80.3232 (unassigned) 2.408 (unassigned) 

102.9 3.09 101.1171 3.0314 

- - 106.4023 (unassigned) 3.1899 (unassigned) 

- - 115.8603 (unassigned) 3.4734 (unassigned) 

- - 151.7839 (unassigned) 4.5504 (unassigned) 

140.9 4.23 154.0333 4.6178 

- - 163.9367 (unassigned) 4.9147 (unassigned) 

164.7 4.94 168.2627 5.0444 
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Table A-15. Tentative correlation table between the observed peaks for the Raman spectra of 

crystalline L-cystine (5 - 167 cm-1) at 78 K and ss-DFT simulations.  

Observed (78 K) Simulated 

cm-1 THz cm-1 THz 

10.5 0.49 12.2051 0.3659 

15.3 0.53 15.7526 0.4723 

- - 26.2916 (unassigned) 0.7882 (unassigned) 

- - 29.0278 (unassigned) 0.8702 (unassigned) 

32.5 0.15 35.1315 1.0532 

- - 42.9987 (unassigned) 1.2891 (unassigned) 

- - 49.2947 (unassigned) 1.4778 (unassigned) 

54.9 0.16 54.0832 1.6214 

68.8 0.67 65.8808 1.9751 

- - 70.2051 (unassigned) 2.1047 (unassigned) 

- - 71.0276 (unassigned) 2.1294 (unassigned) 

- - 74.8157 (unassigned) 2.2429 (unassigned) 

77.5 0.36 78.2667 2.3464 

79.9 0.38 78.6107 2.3567 

- - 80.3232 (unassigned) 2.408 (unassigned) 

- - 82.5666 (unassigned) 2.4753 (unassigned) 

- - 102.9947 (unassigned) 3.0877 (unassigned) 

106.2 1.00 106.4023 3.1899 

115.2 0.52 113.1676 3.3927 

- - 115.8603 (unassigned) 3.4734 (unassigned) 

- - 120.563 (unassigned) 3.6144 (unassigned) 

- - 138.6171 (unassigned) 4.1556 (unassigned) 

- - 147.1037 (unassigned) 4.4101 (unassigned) 

151.7 0.38 151.7839 4.5504 

- - 154.0333 (unassigned) 4.6178 (unassigned) 

159.1 0.56 158.6900 4.7574 
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LACTOS11 GEOMETRY OPTIMIZATION 

CRYSTAL 

0 0 0 

4 

4.7830 21.540 7.7599 105.911 

48 

1 0.3530 -0.0304 0.7625 

1 -0.1467 0.0494 0.6322 

1 -0.1065 0.0093 0.4019 

1 0.4489 0.0855 0.6738 

1 0.2572 0.1660 0.5474 

1 0.4201 0.1477 0.9200 

1 -0.0208 0.1692 0.8833 

1 0.5796 0.0435 0.9901 

1 0.5526 0.1032 1.2414 

1 0.2181 0.0841 1.2094 

1 0.3859 0.0089 1.3672 

1 -0.0221 -0.2960 0.8191 

1 -0.4841 -0.2626 0.7136 

1 0.3048 -0.2211 0.9721 

1 -0.0856 -0.2234 1.1546 

1 -0.1683 -0.1379 0.9577 

1 0.2228 -0.0764 1.0755 

1 0.2609 -0.1262 0.7605 

1 -0.3432 -0.1599 0.6155 

1 -0.1494 -0.1019 0.4084 

1 0.0965 -0.1540 0.4269 

1 -0.4400 -0.1604 0.2395 

1 0.6190 0.2294 0.6160 

1 0.7640 0.1835 0.5480 
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6 0.1611 -0.0141 0.7705 

6 0.0574 0.0381 0.6356 

6 0.2515 0.0950 0.6874 

6 0.2784 0.1128 0.8832 

6 0.3853 0.0566 1.0023 

6 0.4085 0.0698 1.1971 

6 -0.0864 -0.2516 0.8074 

6 0.0961 -0.2152 0.9691 

6 0.0325 -0.1460 0.9477 

6 0.0540 -0.1238 0.7645 

6 -0.1351 -0.1637 0.6149 

6 -0.1058 -0.1466 0.4311 

8 -0.0485 -0.0611 0.7307 

8 0.0640 0.0159 0.4648 

8 0.1249 0.1441 0.5683 

8 0.0032 0.1310 0.9035 

8 0.4960 0.0148 1.3010 

8 0.1815 0.0062 0.9485 

8 -0.3771 -0.2488 0.8105 

8 0.0602 -0.2398 1.1327 

8 0.2382 -0.1150 1.0912 

8 -0.3010 -0.1828 0.2957 

8 -0.0445 -0.2271 0.6468 

8 0.6064 0.2040 0.5314 

OPTGEOM 

TOLDEG 

0.000010 

TOLDEX 

0.000040 

END 
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BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 

END 

DFTD3 

ABC 

END 

MAXCYCLE 

200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

8 

SHRINK 

8 8 

END 
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LACTOS11 FREQUENCY  

CRYSTAL 

0 0 0 

4 

4.74561167    21.58750942     7.75590551    106.099382 

48 

1 0.37709234714810 -0.03430376584060 -0.23210653661860 

1 -0.15493516554050 0.05104201315906 -0.36161992178500 

1 -0.14596952161240 0.01051422822208 0.39729271736240 

1 0.49042851307410 0.08111248344468 -0.31675255620200 

1 0.32555481176670 0.16697837345460 -0.44535782390260 

1 0.46696789798430 0.14737778251980 -0.07129413734677 

1 0.01322879082830 0.17794954932820 -0.11407073417800 

1 -0.38867707219840 0.03913000741999 -0.00705081786719 

1 -0.40783270727150 0.10465315235660 0.24902093236950 

1 0.21356315341190 0.08679929226773 0.21594834611020 

1 0.35389833123620 0.00955656661044 0.37924453821030 

1 -0.03320585000190 -0.29975829858380 -0.19063544724990 

1 0.47972394033960 -0.26621381912670 -0.31545090146240 

1 0.30609548460090 -0.22464535680970 -0.02755173959230 

1 -0.11935483580740 -0.21766789891460 0.17177170031120 

1 -0.20453296800470 -0.13601992867180 -0.04333322407356 

1 0.21989158589030 -0.07013655332236 0.07181141163667 

1 0.27522357330710 -0.12788180034070 -0.23635020533820 

1 -0.37861407774080 -0.15831974837290 -0.38856781204160 

1 -0.14857944546380 -0.09649557980331 0.40907771413890 

1 0.11340724662180 -0.15674231375660 0.42676378822480 

1 -0.47299892927440 -0.15427294070380 0.22329132680390 

1 -0.31793717925090 0.23276432630830 -0.36754650262360 

1 -0.17255841516680 0.17899101616370 -0.44774020356360 
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6 0.16236165723330 -0.01550621392205 -0.22550332304300 

6 0.06870247128186 0.03719349179543 -0.36108720614810 

6 0.26880113593970 0.09326921839976 -0.30806989794190 

6 0.29631808344380 0.11134561905100 -0.11216366053900 

6 0.39669363025690 0.05466542863171 0.00761289379018 

6 0.42275840109080 0.06870483396201 0.20262999928060 

6 -0.11017666701130 -0.25138797722080 -0.19490082386080 

6 0.07663224693882 -0.21607290990640 -0.03022039277231 

6 0.02002037549522 -0.14634589544580 -0.05084617803179 

6 0.04382796487102 -0.12428157518260 -0.23443626642450 

6 -0.14612495225140 -0.16389695563830 -0.38646501955650 

6 -0.11215713140790 -0.14643032662310 0.43057952473320 

8 -0.05348926379864 -0.06126731324645 -0.26694172206230 

8 0.06629952455838 0.01478312956487 0.46618735268500 

8 0.15528440005130 0.14246550799140 -0.42979636646570 

8 0.02383042794981 0.13270117432590 -0.09186919359274 

8 -0.49922191703020 0.01381508337435 0.30940720513110 

8 0.18607563925500 0.00506189599850 -0.04652398298702 

8 -0.40644312119990 -0.24826695159130 -0.19827078526730 

8 0.03834028948278 -0.24052809425500 0.13340143602890 

8 0.22787914034610 -0.11546647016440 0.09354343813543 

8 -0.30914817184440 -0.18127982438650 0.29049446176230 

8 -0.06023912057792 -0.22714428471850 -0.35469338279080 

8 -0.36239925402310 0.20165862219810 -0.46407494896140 

FREQCALC 

NUMDERIV 

2 

INTENS 

INTRAMAN 

RAMEXP 
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78 784.7 

INTCPHF 

ANDERSON 

ANDERSON2 

END 

END 

BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 

END 

DFTD3 

ABC 

END 

MAXCYCLE 

200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

10 

SHRINK 

8 8 

END 
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BIOTIN12 GEOMETRY OPTIMIZATION 

CRYSTAL 

0 0 0 

19 

5.1955 10.3017 20.943 

32 

16 0.56496 0.37007 0.04622 

8 0.4697 0.48208 -0.18884 

8 0.3843 0.69236 -0.19861 

8 0.423 0.57414 0.24408 

7 0.5386 0.37186 0.2059 

7 0.7453 0.54283 0.17099 

6 0.5182 0.6058 -0.17793 

6 0.753 0.6264 -0.13749 

6 0.7105 0.5814 -0.0684 

6 0.9575 0.5932 -0.02951 

6 0.9253 0.577 0.04246 

6 0.8745 0.4413 0.06772 

6 0.8828 0.4365 0.14098 

6 0.732 0.3151 0.16447 

6 0.6168 0.246 0.1062 

6 0.5574 0.5015 0.21013 

1 0.436 0.333 0.2307 

1 0.3353 0.4754 -0.2109 

1 0.7983 0.7198 -0.1376 

1 0.8992 0.5778 -0.1561 

1 0.803 0.6209 0.1756 

1 0.574 0.6348 -0.0484 

1 0.6522 0.4899 -0.0683 

1 1.0343 0.6795 -0.0379 
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1 1.0809 0.527 -0.0449 

1 1.0833 0.6101 0.0633 

1 0.7814 0.6334 0.0563 

1 1.0131 0.3829 0.0511 

1 1.0649 0.4334 0.1564 

1 0.8472 0.2554 0.189 

1 0.452 0.2037 0.1176 

1 0.7368 0.179 0.0901 

OPTGEOM 

TOLDEG 

0.000010 

TOLDEX 

0.000040 

END 

BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 

END 

DFTD3 

ABC 

END 

MAXCYCLE 

200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

8 
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SHRINK 

10 10 

END 
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BIOTIN12 FREQUENCY 

CRYSTAL 

0 0 0 

19 

5.16853962    10.33726597    20.91739929 

32 

16 -0.428599279265400 0.368520670211100 0.041903619297710 

8 0.464499954911700 0.486600929048100 -0.189755451896700 

8 0.375894459504400 -0.301586615180100 -0.200944178524900 

8 0.422053789770100 -0.426839680028700 0.243484938570400 

7 -0.468154716492400 0.369954064591700 0.202748532581500 

7 -0.251841966652500 -0.457972780231000 0.169402063109700 

6 -0.486949848516500 -0.389898659292700 -0.179506175482100 

6 -0.250468764189200 -0.367570617322500 -0.138886699384900 

6 -0.288743594799400 -0.413241642955000 -0.069716683078750 

6 -0.037594757882600 -0.404058157719200 -0.031478648761170 

6 -0.065542035701390 -0.422662413775700 0.040662222481170 

6 -0.118173677038800 0.441213892732500 0.065161845507520 

6 -0.115259226324900 0.435511221716500 0.138928989858700 

6 -0.270384812598200 0.314035348250500 0.161760115384600 

6 -0.381253219274600 0.245055339184500 0.102813554803400 

6 -0.443940204458800 -0.499661087190700 0.208378473255600 

1 0.418619216751100 0.317984565506300 0.233557197800400 

1 0.299330361717600 0.473067070908400 -0.218610923850700 

1 -0.199260340944400 -0.264563651880700 -0.140934811486700 

1 -0.090247284721790 -0.422649971882000 -0.160295092884900 

1 -0.174135339803400 -0.367598211353100 0.176816022038000 

1 -0.439712772457700 -0.354354715869500 -0.046566604369360 

1 -0.360239592315500 0.486525212425900 -0.070025528396680 

1 0.046506778840460 -0.307376676120300 -0.039568952492860 
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314 
 

1 0.104469468970100 -0.473454669131800 -0.050629074237950 

1 0.117789001338200 -0.392788968910700 0.063363562149400 

1 -0.216204381870600 -0.357317448506700 0.059247692835100 

1 0.034045753363850 0.375463679219900 0.047566149336070 

1 0.087836602551780 0.432334342298000 0.154770681444500 

1 -0.148172416645900 0.247030600775900 0.189064257798100 

1 0.434646791609700 0.196692136390500 0.113273072680300 

1 -0.242096826865900 0.172974464165100 0.085069017728660 

FREQCALC 

NUMDERIV 

2 

INTENS 

INTRAMAN 

RAMEXP 

78 784.7 

INTCPHF 

ANDERSON 

ANDERSON2 

END 

END 

BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 

END 

DFTD3 

ABC 

END 

MAXCYCLE 
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200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

10 

SHRINK 

10 10 

END 
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LCYSYI14 GEOMETRY OPTIMIZATION 

CRYSTAL 

0 0 0 

178 

5.412   55.956  

13 

16 0.03234 0.8306 0.0798 

8 0.0738 1.225 0.02275 

6 -0.172 1.0311 0.02913 

8 -0.383 1.0614 0.0323 

6 -0.2129 0.732 0.03332 

6 -0.2656 0.6395 0.05941 

7 0.032 0.7173 0.02317 

1 -0.31048 0.42059 0.06023 

1 -0.44231 0.65857 0.06635 

1 -0.40397 0.57561 0.0241 

1 0.01816 0.52107 0.02503 

1 0.22427 0.86655 0.03052 

1 0.04481 0.75936 0.00508 

OPTGEOM 

TOLDEG 

0.000010 

TOLDEX 

0.000040 

END 

BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 
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END 

DFTD3 

ABC 

END 

MAXCYCLE 

200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

8 

SHRINK 

8 8  

END 
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LCYSYI14 FREQUENCY 

CRYSTAL 

0 0 0 

178 

5.40602794    56.50761595  

13 

16 0.038023345941950 -0.167299467559200 0.079622726968190 

8 0.057374599044590 0.226561311614400 0.022522239852360 

6 -0.186092863217500 0.027191932894760 0.029491161273430 

8 -0.399739238314200 0.054635191014430 0.033186579209200 

6 -0.218468996430700 -0.268970528689000 0.033617188032410 

6 -0.261786366477000 -0.361081029051200 0.059467316299950 

7 0.023395768592480 -0.282888107435200 0.022518821248180 

1 -0.308043389477300 0.416238304291900 0.060437606292820 

1 -0.448275798867300 -0.354798028648300 0.066370897664110 

1 -0.413954871331300 -0.426599742362100 0.024485330162670 

1 0.005982587433721 -0.487437837527400 0.023758015071360 

1 0.224304827044000 -0.136143447897600 0.029451056989460 

1 0.019591732577360 -0.239249577472500 0.004607609577265 

FREQCALC 

NUMDERIV 

2 

INTENS 

INTRAMAN 

RAMEXP 

78 784.7 

INTCPHF 

ANDERSON 

ANDERSON2 

END 
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END 

BASISSET 

DEF2-TZVP 

DFT 

PBE-D 

XLGRID 

END 

DFTD3 

ABC 

END 

MAXCYCLE 

200 

SCFDIR 

TOLINTEG 

8 8 8 8 16 

TOLDEE 

10 

SHRINK 

8 8  

END 
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XY data for all THz-TDS waveforms and processed THz-TDS and LFRS data can be found 

using the DOI: https://doi.org/10.1007/s10762-020-00725-y 
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Appendix B: Supporting Information for Chapter 6 

 

Table of Contents: 

Figure B-1. PXRD patterns of GABA at 300 K (red), 100 K (blue), and simulated from the 95 K 

single crystal coordinates (black). 

Figure B-2. Overlay of the simulated THz-TDS spectrum (frequencies scaled by 0.95) from a 

fixed lattice geometry optimization (black) with the 78 K experimental data (blue) for GABA. 

The simulated spectrum is convolved with a Lorentzian line shape with a full width at half 

maximum (FWHM) of 6.8 cm-1. 

Figure B-3. Relative total energy compared to the harmonic energy for ν2.   

Figure B-4. Relative total energy compared to the harmonic energy for ν3.    

Figure B-5. Relative total energy compared to the harmonic energy for ν4. 

Figure B-6. Relative total energy compared to the harmonic energy for ν5. 

Figure B-7. Relative total energy compared to the harmonic energy for ν6. 

Figure B-8. Relative total energy compared to the harmonic energy for ν7. 

Figure B-9. Relative total energy compared to the harmonic energy for ν8. 

Figure B-10. Relative total energy compared to the harmonic energy for ν9. 

Figure B-11. Relative total energy compared to the harmonic energy for ν10. 

Figure B-12. Relative total energy compared to the harmonic energy for ν11. 

Figure B-13. Relative total energy compared to the harmonic energy for ν12. 

Figure B-14. Relative total energy compared to the harmonic energy for ν13. 

Figure B-15. Relative total energy compared to the harmonic energy for ν14. 

Figure B-16. Relative total energy compared to the harmonic energy for ν15. 

Figure B-17. Relative total energy compared to the harmonic energy for ν16. 

Figure B-18. Relative total energy compared to the harmonic energy for ν17. 

Figure B-19. Relative total energy compared to the harmonic energy for ν18. 

Figure B-20. Relative total energy compared to the harmonic energy for ν19. 

Figure B-21. Relative total energy compared to the harmonic energy for ν20. 
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Table B-1. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline GABA simulated using ss-DFT. 

Table B-2. Anharmonic calculations for N–H1 across unit cell volume expansions. 

Table B-3. Anharmonic calculations for N–H2 across unit cell volume expansions. 

Table B-4. Anharmonic calculations for N–H3 across unit cell volume expansions. 
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Figure B-3. PXRD patterns of GABA at 300 K (red), 100 K (blue), and simulated from the 95 K 

single crystal coordinates (black). 
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Figure B-2. Overlay of the simulated THz-TDS spectrum (frequencies scaled by 0.95) from a 

fixed lattice geometry optimization (black) with the 78 K experimental data (blue) for GABA. 

The simulated spectrum is convolved with an empirical Lorentzian line shape with a full-width-

at-half-maximum (FWHM) of 6.8 cm-1. 
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Figure B-3. Relative total energy compared 

to the harmonic energy for ν2.   

 

Figure B-5. Relative total energy compared 

to the harmonic energy for ν4.   

 

Figure B-7. Relative total energy compared 

to the harmonic energy for ν6.   

Figure B-4. Relative total energy compared 

to the harmonic energy for ν3.   

 

Figure B-6. Relative total energy compared 

to the harmonic energy for ν5.   

 

Figure B-8. Relative total energy compared 

to the harmonic energy for ν7.   
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Figure B-9. Relative total energy compared 

to the harmonic energy for ν8.   

 

Figure B-11. Relative total energy 

compared to the harmonic energy for ν10. 

 

Figure B-13. Relative total energy 

compared to the harmonic energy for ν12.   

 

Figure B-10. Relative total energy 

compared to the harmonic energy for ν9.   

 

Figure B-12. Relative total energy 

compared to the harmonic energy for ν11.   

 

Figure B-14. Relative total energy 

compared to the harmonic energy for ν13.   
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Figure B-15. Relative total energy 

compared to the harmonic energy for ν14.   

 

Figure B-17. Relative total energy 

compared to the harmonic energy for ν16.   

 

Figure B-19. Relative total energy 

compared to the harmonic energy for ν18.   

 

Figure B-16. Relative total energy 

compared to the harmonic energy for ν15.   

 

Figure B-18. Relative total energy 

compared to the harmonic energy for ν17.   

 

Figure B-20. Relative total energy 

compared to the harmonic energy for ν19.   
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Figure S21. Relative total energy compared 

to the harmonic energy for ν20.   
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Table B-1. Mode labels, vibrational frequencies, symmetry representations, and IR/Raman 

intensities for crystalline GABA simulated using ss-DFT. 

Mode label (ν) Frequencies Symmetry  

representation  

Intensity  

cm-1 THz IR (km/mol) Raman (arb. Units) 

1 32.2503 0.9668 Bu 10.28  

2 43.8737 1.3153 Ag  355.48 

3 55.9917 1.6786 Au 2.36  

4 59.4509 1.7823 Bg  379.75 

5 66.1818 1.9841 Ag  25.14 

6 75.1415 2.2527 Bg  36.17 

7 79.5252 2.3841 Au 39.11  

8 83.7827 2.5117 Ag  25.26 

9 87.3872 2.6198 Ag  45.87 

10 93.7647 2.8110 Bg  21.2 

11 97.8720 2.9341 Bg  243.85 

12 103.0457 3.0892 Bu 9.22  

13 103.3435 3.0982 Au 9.97  

14 106.7981 3.2017 Au 0.32  

15 113.6612 3.4075 Ag  31.14 

16 121.1360 3.6316 Bu 67.06  

17 124.2683 3.7255 Bg  26.64 

18 127.6021 3.8254 Bu 42.99  

19 133.2920 3.9960 Ag  77.26 

20 142.7648 4.2800 Bg  3.89 

21 151.5973 4.5448 Ag  158.02 

22 152.2333 4.5638 Bu 24.94  

23 153.0054 4.5870 Au 1.23  

24 168.4892 5.0512 Au 14.34  

25 195.2613 5.8538 Au 232.43  

26 195.7729 5.8691 Bg  17.76 

27 203.2510 6.0933 Bu 97.05  

28 211.7363 6.3477 Ag  9.02 

29 219.2525 6.5730 Bg  35.98 

30 226.8069 6.7995 Ag  42.36 

31 243.0902 7.2877 Bg  2.13 

32 272.8320 8.1793 Au 82.46  

33 275.4524 8.2579 Bu 12.29  
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34 292.9524 8.7825 Bu 587.07  

35 294.6086 8.8321 Ag  9.71 

36 299.3363 8.9739 Au 30.12  

37 299.7816 8.9872 Bg  3.51 

38 329.9514 9.8917 Ag  33.72 

39 333.5227 9.9988 Au 180  

40 336.9189 10.1006 Bg  32.24 

41 342.0875 10.2555 Bu 40.44  

42 401.1797 12.0271 Bu 169.69  

43 406.3381 12.1817 Ag  37.1 

44 408.8416 12.2568 Au 30.03  

45 418.9863 12.5609 Bg  48.06 

46 564.4215 16.9209 Bg  13.52 

47 565.5371 16.9544 Au 29.01  

48 569.7261 17.0800 Ag  61.07 

49 572.2264 17.1549 Bu 139.99  

50 572.6690 17.1682 Au 10.6  

51 573.2400 17.1853 Bg  15.44 

52 579.0819 17.3604 Bu 7.54  

53 581.9180 17.4455 Ag  32.29 

54 628.4185 18.8395 Bu 110.72  

55 631.5085 18.9321 Ag  37.16 

56 632.6032 18.9650 Au 27.97  

57 632.7413 18.9691 Bg  0.56 

58 651.8890 19.5431 Au 4.28  

59 653.1563 19.5811 Bg  8.07 

60 657.5294 19.7122 Ag  6.41 

61 662.8053 19.8704 Bu 9.64  

62 756.0198 22.6649 Au 48.6  

63 765.0329 22.9351 Ag  28.7 

64 770.6240 23.1027 Bu 187.26  

65 772.2366 23.1511 Bg  5.47 

66 857.8260 25.7170 Ag  176.77 

67 860.8721 25.8083 Bu 43.34  

68 864.2250 25.9088 Bg  3.26 

69 865.0758 25.9343 Au 21.84  

70 875.5931 26.2496 Ag  85.38 

71 879.8570 26.3775 Bg  8.9 

72 879.8788 26.3781 Bu 3.83  
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73 880.6383 26.4009 Au 5.78  

74 986.6620 29.5794 Ag  50.41 

75 987.7838 29.6130 Bg  23.06 

76 989.4238 29.6622 Bu 59.23  

77 994.2315 29.8063 Au 9.79  

78 1005.8700 30.1552 Bg  4.29 

79 1006.1950 30.1650 Bu 136.34  

80 1008.2570 30.2268 Au 6.85  

81 1008.4940 30.2339 Ag  83.31 

82 1026.1660 30.7637 Ag  26.18 

83 1028.8450 30.8440 Bu 7.58  

84 1029.0980 30.8516 Bg  4.99 

85 1031.9310 30.9365 Au 6.01  

86 1063.2040 31.8741 Bu 53.24  

87 1065.3200 31.9375 Au 1.38  

88 1069.4220 32.0605 Bg  34.24 

89 1069.8210 32.0724 Ag  40.57 

90 1123.8720 33.6928 Au 33.96  

91 1125.4740 33.7409 Ag  12.73 

92 1125.4830 33.7411 Bu 102.98  

93 1129.2650 33.8545 Bg  9.51 

94 1170.7910 35.0994 Au 9.58  

95 1172.1720 35.1408 Bg  11.23 

96 1174.1560 35.2003 Ag  5.62 

97 1174.2260 35.2024 Bu 38.69  

98 1246.5720 37.3713 Bu 21.6  

99 1250.8490 37.4995 Bg  27.62 

100 1252.1960 37.5399 Ag  14.09 

101 1254.1540 37.5986 Au 5.08  

102 1271.1920 38.1094 Bu 95.27  

103 1275.3500 38.2340 Bg  20.31 

104 1279.0460 38.3448 Ag  39.88 

105 1280.4470 38.3868 Au 30.73  

106 1295.5570 38.8398 Bu 478.57  

107 1299.3290 38.9529 Au 21.31  

108 1302.9480 39.0614 Bg  38.12 

109 1304.7960 39.1168 Ag  149.21 

110 1334.4290 40.0052 Bg  10.67 

111 1336.0120 40.0526 Bu 120.74  
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112 1337.4630 40.0961 Au 15.88  

113 1340.0890 40.1748 Ag  24.11 

114 1349.2540 40.4496 Ag  26.9 

115 1352.1920 40.5377 Bu 22.24  

116 1353.8380 40.5870 Au 0.51  

117 1355.0340 40.6229 Bg  3.07 

118 1371.1000 41.1045 Au 44.21  

119 1371.6450 41.1209 Bu 457.95  

120 1373.3460 41.1719 Bg  20.39 

121 1374.4630 41.2054 Ag  116.98 

122 1377.8770 41.3077 Bg  17.22 

123 1378.9010 41.3384 Bu 1150.47  

124 1381.6500 41.4208 Au 0.03  

125 1386.6220 41.5699 Ag  48.81 

126 1418.6080 42.5288 Bg  61.93 

127 1418.8120 42.5349 Ag  54.3 

128 1420.2980 42.5795 Bu 103.37  

129 1422.5030 42.6456 Au 88.25  

130 1424.0420 42.6917 Ag  44.51 

131 1426.3690 42.7615 Bu 121.39  

132 1427.4830 42.7949 Bg  41.03 

133 1432.6570 42.9500 Au 77.37  

134 1446.3480 43.3604 Au 1.66  

135 1451.1390 43.5041 Bg  10.38 

136 1459.0300 43.7406 Ag  44.69 

137 1465.5880 43.9372 Bu 49.4  

138 1507.6700 45.1988 Au 508  

139 1522.8740 45.6546 Bu 1161.56  

140 1538.7820 46.1315 Bg  6.74 

141 1543.8160 46.2824 Ag  83.54 

142 1571.2150 47.1038 Ag  8.4 

143 1580.2800 47.3756 Au 526.59  

144 1582.4940 47.4420 Bg  16.35 

145 1586.2340 47.5541 Bu 2956.93  

146 1645.7730 49.3390 Ag  4.9 

147 1647.4840 49.3903 Bg  6.29 

148 1647.4880 49.3904 Au 69.52  

149 1648.2430 49.4131 Bu 67.83  

150 1667.3460 49.9858 Ag  9.28 
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151 1668.0720 50.0075 Au 0.03  

152 1669.0740 50.0376 Bu 149.09  

153 1669.2760 50.0436 Bg  5.24 

154 2738.6230 82.1018 Bu 8084.74  

155 2739.0910 82.1159 Ag  693.32 

156 2791.6850 83.6926 Bg  97.71 

157 2792.1150 83.7055 Au 550.92  

158 2852.1100 85.5041 Au 4719.55  

159 2858.4630 85.6946 Ag  337.87 

160 2868.3630 85.9914 Bu 5367.01  

161 2878.0970 86.2832 Bg  202.2 

162 2953.5320 88.5447 Ag  42.07 

163 2958.0300 88.6795 Bg  253.56 

164 2959.4700 88.7227 Au 396.26  

165 2960.7210 88.7602 Bu 121.7  

166 2961.7870 88.7921 Bg  144.54 

167 2967.6790 88.9688 Ag  479.51 

168 2970.2600 89.0462 Au 1275.64  

169 2976.0940 89.2210 Bu 1406.11  

170 2983.6790 89.4485 Au 251.91  

171 2984.3240 89.4678 Bg  6.31 

172 2987.9650 89.5769 Bu 814.18  

173 2993.0440 89.7292 Ag  809.79 

174 3000.0540 89.9394 Bu 35.42  

175 3000.0780 89.9401 Bg  225.24 

176 3000.6440 89.9570 Au 14.51  

177 3000.7210 89.9593 Ag  143.92 

178 3005.8820 90.1141 Bu 668.4  

179 3006.9910 90.1473 Au 33.44  

180 3007.7190 90.1691 Bg  36.22 

181 3014.6430 90.3767 Ag  1000 

182 3030.0710 90.8393 Au 14.29  

183 3030.2910 90.8458 Bg  57 

184 3031.4340 90.8801 Bu 15.96  

185 3031.7310 90.8890 Ag  256.55 

186 3062.8960 91.8233 Au 0.33  

187 3063.8110 91.8507 Bg  33.11 

188 3065.2430 91.8937 Bu 16.12  

189 3065.9850 91.9159 Ag  65.67 
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Table B-2. Anharmonic calculations for N–H1 across unit cell volume expansions. 

 0% +2% +4% 

N–H1 

Fundamental anharmonic frequency (cm-1) 2363.5 2355.6 2348.0 

First overtone (cm-1) 4271.0 4246.5 4221.5 

Harmonic frequency (cm-1) 2819.6 2820.3 2822.6 

Anharmonic constant (cm-1) 228.0 232.4 237.3 

 

Table B-3. Anharmonic calculations for N–H2 across unit cell volume expansions. 

 0% +2% +4% 

N–H2 

Fundamental anharmonic frequency (cm-1) 2411.4 2419.9 2427.0 

First overtone (cm-1) 4382.2 4391.8 4402.1 

Harmonic frequency (cm-1) 2852.0 2867.8 2878.8 

Anharmonic constant (cm-1) 220.3 224.0 225.9 

 

 



335 
 

335 
 

 

 

Table B-4. Anharmonic calculations for N–H3 across unit cell volume expansions. 

 0% +2% +4% 

N–H3 

Fundamental anharmonic frequency (cm-1) 2637.0 2655.5 2675.5 

First overtone (cm-1) 4895.5 4938.4 4985.7 

Harmonic frequency (cm-1) 3015.4 3028.2 3040.7 

Anharmonic constant (cm-1) 189.2 186.3 182.6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



336 
 

336 
 

 

 

Appendix C: Supporting Information for Chapter 7 

 

Table of Contents: 

  

Figure C-1. Predicted powder X-ray diffraction pattern from room temperature SC-XRD β-

triglycine structure (black, top) and experimental powder X-ray diffraction pattern (red, bottom). 

Figure C-2. Percent error in calculated unit cell volume with and without the dispersion 

correction compared to published SC-XRD measurements for crystalline β-triglycine. 

Figure C-3. Deviation in the calculated heavy atom bond distances compared to SC-XRD 

measurements for β-triglycine. 

Figure C-4. Deviation in the calculated heavy atom bond angles compared to SC-XRD 

measurements for β-triglycine. 

Figure C-5. Deviation in the calculated heavy atom dihedral angles compared to SC-XRD 

measurements for β-triglycine. 

Figure C-6. Fully labelled asymmetric unit with molecule I in blue and molecule II in orange. 

Figure C-7. Deviation in the calculated hydrogen bond distances compared to SC-XRD for β-

triglycine. 

Table C-1. RMSD of calculated heavy atom bond distances, bond angles, and dihedral angles 

compared to SC-XRD measurements for β-triglycine. 

Table C-2. Deviation in predicted frequencies from experimental 78 K low-frequency Raman 

spectrum.  

Table C-3. Deviation in predicted frequencies from experimental 25 K terahertz time-domain 

spectrum.  
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Figure C-1. Predicted powder X-ray diffraction pattern from room temperature SC-XRD β-

triglycine structure (black, top) and experimental powder X-ray diffraction pattern (red, 

bottom). 
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Figure C-2. Percent error in calculated unit cell volume with and without the dispersion 

correction compared to published SC-XRD measurements for crystalline β-triglycine. 
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Figure C-3. Deviation in the calculated heavy atom bond distances compared to SC-XRD 

measurements for β-triglycine. 
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Figure C-4. Deviation in the calculated heavy atom bond angles compared to SC-XRD 

measurements for β-triglycine. 



341 
 

341 
 

 

 

 
Figure C-5. Deviation in the calculated heavy atom dihedral angles compared to SC-XRD 

measurements for β-triglycine. 
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Figure C-6. Fully labelled asymmetric unit with molecule I in blue and molecule II in orange. 
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Figure C-7. Deviation in the calculated hydrogen bond distances compared to SC-XRD for β-

triglycine with the * indicating the intramolecular hydrogen bond.  
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Table C-1. RMSD of calculated heavy atom bond distances, bond angles, and dihedral angles 

compared to SC-XRD measurements for β-triglycine. 

 Bond distances Bond Angles Dihedral Angles 

PBE-D3/6-311G(d,p) 0.0082 0.45 1.55 

PBE-D3/POB-TZVP-rev2 0.0132 0.45 1.39 

PBE-D3/VTZP 0.0075 0.47 1.96 

PBE0-D3/6-311G(d,p) 0.0054 0.31 0.86 

PBE0-D3/POB-TZVP-rev2 0.0073 0.30 0.88 

PBE0-D3/VTZP 0.0060 0.32 1.07 
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Table C-2. Deviation in predicted frequencies from experimental 78 K low-frequency Raman 

spectrum (cm-1).   

 Peak 1 Peak 2 Peak 3 Peak 4 Peak 5 Peak 6 RMSD 

PBE-D3/6-311G(d,p) -3.5 -0.7 2.8 3.4 2.1 0.7 2.5 

PBE-D3/POB-TZVP-rev2 -2.7 -1.8 3.1 1.4 0.2 -0.3 1.9 

PBE-D3/VTZP -4.9 -2.1 1.4 0.2 0.1 -2.6 2.5 

PBE0-D3/6-311G(d,p) 3.3 3.0 4.3 7.2 6.9 7.7 5.7 

PBE0-D3/POB-TZVP-rev2 1.0 1.2 5.1 4.2 4.2 5.3 3.9 

PBE0-D3/VTZP -0.9 1.0 3.5 3.8 3.6 3.8 3.1 

FIXED LATTICE  

PBE0-D3/VTZP 

-0.7 0.2 3.0 2.4 0.9 0.5 1.7 

 

Table C-3. Deviation in predicted frequencies from experimental 25 K terahertz time-domain 

spectrum (cm-1).  

 

Peak 

1 

Peak 

2 

Peak 

3 

Peak 

4 

Peak 

5 

Peak 

6 

Peak 

7 

RMSD 

PBE-D3/6-311G(d,p) 2.2 0.5 -0.9 0.4 -0.9 3.7 0.3 1.7 

PBE-D3/POB-TZVP-rev2 2.2 -1.5 -2.3 -1.3 -2.4 1.7 3.6 2.3 

PBE-D3/VTZP -1.2 -3.3 -0.8 -1.8 -2.7 0.4 0.6 1.9 

PBE0-D3/6-311G(d,p) 4.7 5.6 4.2 4.6 1.6 6.9 6.0 5.0 

PBE0-D3/POB-TZVP-rev2 3.5 2.7 1.5 2.2 -0.7 4.7 6.8 3.7 

PBE0-D3/VTZP 0.5 1.0 1.4 1.6 0.3 4.1 4.1 2.4 

FIXED LATTICE  

PBE0-D3/VTZP 

-0.8 1.2 3.0 1.9 -1.8 1.4 2.5 1.9 
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