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REVIEW OF LITERATURE: 

A. 1. Quinoxaline therapeutics 

Quinoxaline antibiotics are a name given to a family of heterodetic cyclodepsipeptide 

antibiotics and comprise of a group of secondary metabolites that are manufactured by 

different bacterial species like Streptomyces, Actinomadura, and Micromonospora, etc.
1
 

Quinoxaline antibiotics comprise of an octadepsipeptide ring attached to two quinoxaline 

rings that have the capacity to intercalate into ds DNA by inserting between the adjacent 

bases. These antibiotics have been found to be really active against a wide range of gram-

positive bacteria, viruses, and different types of cancers.
2
 Some of them are quite well 

characterized quionoxaline antibiotics are Triostin A, Echinomycin, Thiocoraline etc. 

Triostins: 

Triostins are potent antitumor and antibacterial agents derived from Streptomyces aureus 

and other Streptomyces species. Triostins are comprised of three different types Triostin 

A, B, and C and they differ from other quinoxaline molecules by the presence of disulfide 

crosslinks confirmed by NMR studies. Triostin A was found to be very active against 

cultured mammalian cancerous cell lines like HT-29 (Colon carcinoma), NSCLC A549 

(Lung carcinoma), and MDA-MB-231 (Breast cancer) with Inhibitory concentration 

(IC50) values around 100 nM. Triostin A was also found to intercalate into ds DNA and 

displayed high GC preference. A synthetic derivative of Triostin A known as TAMDEM 

(des-N-tetramethyl-triostin A) has been found to have a high preference for AT-rich 

DNA.  
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Figure I: Structures of various Quinoxaline antibiotics. 

Echinomycin: 

Echinomycin, a natural derivative was isolated from different Streptomyces species like 

Streptomyces echinatus, Streptomyces lasalienis, etc.
3
 Echinomycin has an asymmetrical 

structure with an octadepsipeptide ring that contains L-alanine, N-methyl-L-valine, N-

methyl-L-cysteine, N-methyl-L-serine and also a 2-carbonylquinoxaline group.
4
 It has 

high activity against different gram-positive and gram-negative bacteria. It is also active 

against several types of cancers. Previous reports have shown that binding of 

Echinomycin to ds DNA occurs by bisintercalation, where the quinoxaline part slots 

between the DNA bases and the depsipeptide ring lies in the minor groove and they 

interfere with transcription by blocking RNA Polymerase progression.
5-7

 Crystal and 

NMR studies have shown that DNA-echinomycin interaction is stabilized by Hoogsteen 

base pairing. Echinomycin has high GC specificity as seen from DNA footprinting 

experiments and it binds to 5_-[d(TCGATCGA)2] by the non-cooperative way and to 5_-

[d(ACGTACGT)2] cooperatively.
8-9

 Other biophysical studies like differential scanning 

calorimetry, UV melting studies have shown that the DNA-Echinomycin interaction was 

driven by entropy.
 10
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Figure II: Structure of the quinoxaline antibiotic Echinomycin. 

 

B. Antibiotics Review: 

Antibiotics have been a life savior for the last few decades and it is because of them the 

average life span of individuals has increased over time. But the increasing resistance 

against antibiotics by a wide group of pathogenic microorganisms has raised a serious 

alarming situation for the development of new antibiotics with different targets and 

mechanisms to the existing ones. To date the different classes of Antibiotics and their 

targets are summarized in Figure III and Table I below: 
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 Figure III: The different antibiotic targets across gram-negative bacteria (P. aeruginosa),  (E. 

coli), and gram-positive (S. aureus). 
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Table I. Antibacterial class and their targets. 

β-Lactam Antibiotics:  

In the year 1928, while studying the relationship between Staphylococcus morphology 

and their virulence, Alexander Fleming accidentally contaminated them with Penicillium 

molds and found out that they inhibited the growth of Staphylococcus colonies around 

them.
11

 He later subcultured the Penicillium notatum and isolated the lytic agent which he 

termed ―penicillin‖ and designed an extraction process as well as an antimicrobial 

assay.
12 

Using serial dilutions of the extract against different bacteria it was found that 

penicillin was active against, Streptococcus pyrogenes, Staphylococci, and 

Pneumococcus cultures and was inactive against Vibrio cholerae, Bacillus proteus, 

Pseudomonas aeruginosa, Salmonella typhi, and Escherichia coli. 
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Penicillin extracted in the US was crystallized successfully and analyzed by Squibb and 

Sons
13

 and the strain used for clinical trials in England was crystallized by Florey‘s 

group.
14

 It was later shown by Florey and colleagues that penicillin contained β-lactam 

rings. observed that at low penicillin concentrations, bacteria formed filament-like 

structures an indication that penicillin interferes with the bacterial cell wall.
15 

Druid 

illustrated that penicillin could interfere with bacterial cell division and cell structure 

maintainance.
16 

Over the years a lot of derivatives containing the β-Lactam nucleus have been 

synthesized. Methicillin that was approved in the US for clinical use was the first semi-

synthetic penicillin.
17

 Carbenicillin, which was a semi-synthetic penicillin analog, was 

found to be effective against Pseudomonas aeruginosa was introduced in the year 1967.
18 

In recent years around 65% of prescribed antibiotics are β-Lactam antibiotics and 

Cephalosporin comprising half of them.   

 

Figure IV:  Structure (core) of Penicillins (A) and Cephalosporins (B). The β-Lactam ring is 

marked with red.  

Glycopeptides 

Glycopeptides comprise a class of glycosylated polycyclic peptides, which have 

inhibitory activity against cell-wall synthesis of Gram-positive bacteria. Some of the 

members of this group like teicoplanin and vancomycin and semisynthetic derivatives 

such as dalbavancin, telavancin etc work by preventing crosslinking of the peptidoglycan 

layer in the cell wall by binding with D-alanyl-D-alanine terminus.  
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The oldest glycopeptide-based antibiotic used for clinical purposes to date is 

Vancomycin, isolated from Amycolaptosis orientalis in 1953. Vancomycin was later 

approved by FDA to treat penicillin-resistant staphylococci.
19

 Other Lipid II binding 

Glycopeptides include Teicoplanin, Dalbavancin, Oritavancin, Telavancin, etc whose 

activities are given in Table 2 below. 

 

Figure V: Structures of Glycopeptides like vancomycin and teicoplanin. 

 

Table II: List of different Glycopeptide antibiotics. 
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Macrolides: 

They constitute antibiotics with a macrocyclic lactone ring comprising..
20

 They have very 

good antibacterial activity against Gram-positive cocci and also have good tissue 

penetration abilities.
21

 One of the oldest member of this class is Erythromycin A, a 14-

member macrolide was the first one to be introduced in clinical practice. It was isolated 

from Streptomyces.
22-23

 Macrolides were found to be very effective in treating diffuse 

panbronchiolitis (DPB).
24

  They helped in increasing the ten-year longevity percentage 

from 40% to 90% in DPB patients from the year 1970 to 1979.
25

 The 16 member 

macrolides have shown much better activity against resistant strains, better 

gastrointestinal tolerance, minimal drug-drug interaction in comparison to the 14 

membered ones like the erythromycins.
 26-28

 

 

Figure VI: Structure of Macrolide Erythromycin and Clarithromycin. 

Aminoglycosides 

Aminoglycosides are broad-spectrum antibiotics that work by inhibiting protein 

synthesis. They are one of the most widely used groups for antibacterial chemotherapy 

since streptomycin. Other members of the class include neomycin, kanamycin, 

gentamycin, tobramycin, amikacin, etc. Since Aminoglycosides possessed high toxicity 

levels, therefore new molecules such as arbekacin, plazomicin, etc was developed to 

overcome the toxicity as well as resistance by multidrug-resistant pathogens.  
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Aminoglycosides show the best potency against the Enterobacteriaceae family members 

like E. aerogenes, E.coli, K oxytoca, K. pneumonia and Serratia species etc.
29-30

 They are 

also active against Yersinia pestis, Staph aureus, P. aeruginosa, and Mycobacterium 

tuberculosis, M. fortuitum, etc.
31-33 

The aminoglycosides were inactive against anaerobic 

bacteria since they required active electron transport for uptake into cells. The activity of 

aminoglycosides can be further enhanced by synergy with other antimicrobial classes. 

Aminoglycosides target bacterial translation through codon misreading by binding to A-

site on 16S ribosomal RNA of 30S ribosomal subunit.
34

 Aminoglycosides enter cells by 

electrostatic interaction of their polycationic charge with the negatively charged 

components like Teichoic acids and lipopolysaccharides in the bacterial cell membrane.
 

35-36
 Once the aminoglycosides enter the cell and lead to mistranslation of proteins, this 

leads to alteration of the bacterial membrane and facilitates the uptake of more 

aminoglycoside molecules into the cell leading to more mistranslation and ultimately 

death of the microorganism.
 35 

 

Figure VII: Structures of different aminoglycosides. 

Quinolones 

Quinolones comprise a family of antibiotics that contains a bicyclic core, structurally 

similar to the compound 4-quinolone.
37

 Nalidixic acid was the first reported quinolone in 

the year 1962.
38

 During the 1970s and 1980s, a new quinolone class emerged that 

displayed a broader spectrum in comparison to the first generation.
39-40

 Quinolones are 

selected over other antibiotics in the last five decades due to their broad-spectrum 
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activity, high potency, and relatively low side effects and good bioavailability. 

Quinolones are broadly classified into four different generations depending on their 

antimicrobial activities. They are summarized in Table 3. Since the quinolones had an 

extensive gram-negative activity range, they were initially used for the treatment of 

urinary tract infections.
41-42 

 

Table III: The different generations of Quinolones antibiotics. 

 



11 

 

Figure VIII: The different types of Quinolone antibiotics. 

Daptomycin 

Daptomycin is a cyclic lipopeptide antibiotic assembled by adding decanoic acid on the 

growth medium of Streptomyces roseosporus during the process of fermentation. 

Daptomycin has antibacterial activity against gram-positive strains against which there 

are limited alternatives for therapy. They are also used effectively against meningitis, 

sepsis, urinary tract infections, and bacteremia. Daptomycin shares some structural 

similarity to the antimicrobial cationic peptides made by our immune system. 

Daptomycin is believed to enter bacterial cell cytoplasm using Ca dependent process and 

lead to depolarization of the membrane and subsequent loss of ions from the intracellular 

components.
43-45

 Daptomycin causes leakage of Potassium Ions from the membrane of S. 

aureus and B. megaterium.
46
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Figure IX: Structure of Daptomycin. 

Polymyxins 

Polymyxins comprise the class of antibiotics that exhibit antibacterial activity by binding 

with the lipopolysaccharides and phospholipids on the outer membrane of gram-negative 

bacteria. They displace divalent ions that stabilize the phosphate group in phospholipids 

thus leading to disruption of outer cell membrane and leakage of cellular components 

leading to bacterial cell death.
47-48

 They have re-emerged in recent times due to the 

increasing prevalence of multidrug-resistant bacteria that causes nosocomial infections. 

Polymyxin B has high bactericidal activity against MDR gram-negative Pseudomonas 

aeruginosa, Acinetobacter baumannii, etc.  

 

Figure X: Structure of Polymixins. 
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Metronidazole  

It is one of the mainstream drugs used to treat protozoal infections, anaerobic bacterial 

infections, and facultative bacteria etc. Metronidazole has been approved by FDA for the 

treatment of protozoal infections like Entamoeba histolytica, Trichomoniasis vaginalis, 

Giardia lamblia etc and anaerobic bacteria like Helicobactor pylori, Gardnerella 

vaginalis, clostridium species, Biophilia wadsworth, etc.
49

 Metronidazole have a rapid 

concentration-dependent anti bactericidal effect against Trichomonas vaginalis and 

Entamoeba histolytica and can also cross the blood-brain barrier.
50-51 

Metronidazole inhibits protein synthesis by binding with the DNA and causes disruption 

of helicase from the DNA and DNA strand breakage causing the death of the target 

organism. Although the antimicrobial effects of Metronidazole are limited to anaerobic 

organism.
52 

 

Figure XI: Structure of Metronidazole. 

Rifampicin 

Rifampicin is active against a wide range of gram-positive cocci, Clostridium difficile, 

Mycobacteria, and gram-negative species like Hemophilus influenza, Niesseria 

gonorrhoeae etc. Rifampicin is used clinically for the treatment of Leprosy, latent and 

active tuberculosis, endocarditis, meningitis, osteomyelitis, etc.  

The antimicrobial effect of Rifampicin stems from their inhibitory action on DNA-

dependent RNA Polymerase. They can either sterically block the elongation of RNA at 

the 5‘ end or decrease the affinity of RNA Pol towards the short RNA transcripts.
 53-55
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They have no affinity towards the mammalian RNA polymerase thus having no adverse 

effect on humans.  

 

Figure XII: Structure of Rifampicin. 

Trimethoprim and Sulfonamides 

It is a synthetic chemotherapeutic compound, recently used for the treatment of 

symptomatic urinary tract infections. It works well in synergy with sulfamethoxazole. 

Trimethoprim acts by blocking Tetrahydrofolate (THF) production, the active folic acid 

form in organisms.  Since microorganisms only rely on endogenous THF production 

from dihydrofolate therefore competitive inhibition of Trimethoprim on dihydrofolate 

reductase enzyme leads to a reduction in THF production. This leads to derangement in 

nucleic acid and protein synthesis thereby leading to bacterial cell death.
56-57

 

Trimethoprim shows inhibitory activity against bacteria like S. aureus, S. pneumonia, S. 

viridans, and gram-negative bacteria like E. coli, K. pneumoniae, Salmonella sp, Serratia 

sp, etc.
 57

  

Sulfonamides act by competitively inhibiting the enzyme dihydropteroate synthase, 

another enzyme involved in folate synthesis. Sulfonamides, therefore are bacteriostatic 

i.e. they inhibit bacterial growth but do not kill them. Sulfonamides have strong activity 

against a wide range of bacteria.  
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Figure XIII: Structure of Trimethoprim and Sulfanilamide (a cyclic Sulfonamide) 

 

Fosfomycin 

Fosfomycin was discovered in 1969.
58

 It is an analog of phosphoenolpyruvate produced 

by Streptomyces spp and can be synthesized synthetically.
59

 Fosfomycin exerts its 

inhibitory effect by interfering with the formation of UDP-N-acetylmuramic acid, the 

precursor of peptidoglycan thereby interfering with cell wall formation.
60-61

 Fosfomycin 

binds covalently to the thiol group of the cysteine 115 present in the enzyme MurA 

(UDP-N-Acetylglucosamine enol pyruvate transferase) active site.
62

 Fosfomycin also 

have the ability to penetrate inside biofilms and that clinically significant bacteria can be 

eradicated from biofilms by fosfomycin alone or in coordination with other antibiotics.
63-

64 
 

 

Figure XIV: Fosfomycin structure. 
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Fusidic acid 

Fusidic acid is structurally related to cephalosporin P1 and is derived from the fungus 

Fusidium coccineum. Fusidic acid has good activity against both sensitive and 

methicillin-resistant staphylococci. It also has good activity against B. Pertussis, 

Neisseria spp, Clostridium difficile, C. perfringens, Propionibacterium acnes, etc.
65 

Fusidic acid functions by interfering with the elongation factor G(EF-G) thus resulting in 

inhibition in protein synthesis. In Fusidic acid‘s presence, the EF-G keeps bound to 

ribosome after GTP hydrolysis and cannot translocate the peptidyl-tRNA into the P site 

on the 50S ribosomal subunit thus blocking the synthesis of protein.  

 

Figure XV: Structure of Fusidic acid. 

LpxC inhibitors 

LpxC(UDP-3-o-(R3-hydroxymyristoyl)-N-acetylglucosamine deacetylase) is an enzyme 

found across Gram-negative bacteria which is a key player in lipid A synthesis, the 

Lipopolysaccharide(LPS) membrane anchor. Scientific and industrial research has been 

conducted on the search for LpxC inhibitors since the mid-1980s. A lot of molecules 

were screened using P. aeruginosa LpxC.
66-67
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Figure XVI: Structure of LpxC inhibitor CHIR-090. 

 

FabI Inhibitors 

The fatty acid biosynthesis pathway in bacteria is a new target since fatty acids are 

essential for the growth of bacteria. Fatty acids cannot be absorbed by the bacteria from 

the host and have to be synthesized inside the cell hence it‘s a good drug target.
68-69

 The 

enzyme FabI (Enoyl reductase) is involved in the reduction of enoyl-ACP, the ultimate 

step of every elongation cycle of bacterial type II fatty acid synthesis, and they are 

essential for the viability of bacteria.
70

 Fab I inhibitors like Triclosan interact with the 

Enzyme-cofactor complex non-covalently leading to stabilization of the ecFabI complex 

and inhibiting fatty acid biosynthesis.
 71-72

   

 

Figure XVII: Structure of Triclosan 

 



18 

Bifunctional Inhibitors: 

With the growing emergence of antibiotic resistance in the pathogenic organism, new 

concepts of targeting microbes are coming up. One of them is the design of dual-

functional inhibitors that normally involve designing molecules that target similar 

domains or folds in two different targets or conjugating two different antibiotics with 

different targets. The conjugated antibiotics are then further modified so that they retain 

inhibitory activities from both antibiotics towards their respective targets. This leads to a 

more potent antibiotic that has fewer chances of getting resistant to the bacterium. One 

example includes the synthesis of inhibitors that target Mycobacterium tuberculosis 

(Mtb) Dna G primase and DNA gyrase by targeting the conserved TOPRIM fold.
73

 TD-

1607 and Cefilavancin are hybrid antibiotics that can target a wide range of Gram-

positive bacteria.
74

 Fluoroquinolones are another group that targets two bacterial 

enzymes, DNA gyrase and topoisomerase IV thus inhibiting both transcription and 

replication.
75

 The antibiotic Cefilavancin is a heterodimer comprising of cephalosporin 

and vancomycin linked covalently by a linker.
76

 Naringen hybrid with ciprofloxacin has a 

23 times higher activity in inhibiting DNA Gyrase than ciprofloxacin alone and have 

been found to be active against few MRSA strains.
77

  

C. Summary on Hepatitis C virus: 

Hepatitis C virus (HCV) is the causative agent of hepatitis C, one of the prime liver 

diseases and a serious global health concern.
78

 Hepatitis C infection can result in severe 

acute hepatitis or may lead to progression into chronic liver disease. This can lead to 

cirrhosis in the liver and ultimately some patients may develop hepatocellular carcinoma 

and liver failure. Around 3.5 to 5 million people are infected worldwide with HCV with 

new HCV cases and around 70-80% of the patients develop chronic liver infections.
79

 

Hepatitis infection poses a serious burden on the world economy and a significant 

concern on public health. The ever-presence of HCV infections in countries such as 

Southeast countries, east Mediterranean, Africa, Egypt, etc. constitutes around 14-15% of 

HCV-infected individuals.
80

  

HCV is one of the members of the Flaviviridae family and consists of a positive sensed 

RNA genome of 9.6 kb in length (Figure XVIII). The HCV genome comprises of two 
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Structural and highly conserved UTR (untranslated regions) 5‘ UTR and 3‘UTR as part 

of regulatory elements that control HCV translation and replication.
 81

 The genome also 

comprises a single ORF (Open reading frame), which encodes a polyprotein that is 

cleaved and processed by proteases to generate 10 different functional proteins that 

include the Envelope, Capsid, and non-structural proteins. HCV possesses an IRES 

(Internal ribosome entry site) as part of the 5‘ UTR region, which plays a key role in 

directing the translation of the HCV genome by binding with the 40S subunit of the 

ribosome.
82 

HCV is transmitted from one person to another through blood transfusions or by the use 

of the same surgical needles from an infected person to a healthy individual. The 

therapeutic strategies employed mainly focus on reducing the viral load from the blood 

and reduce cirrhosis risk. The most widely used therapies use immunostimulatory 

combinations of pegylated interferon-alpha (IFN-α) with ribavirin, a nucleoside analog 

that boosts the IFN-α effect.
 83

 This therapy leads to the elimination of the virus in around 

40-50% of patients but has some side effects.
84 

Thus there is a pressing requirement for 

the development of new antiviral drugs against HCV with high efficacy that can block 

HCV IRES-mediated translation and replication in host cells.  

 

Figure XVIII: The genetic makeup and processing of the Hepatitis c virus polyprotein. 
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Hepatitis C Virus IRES: 

The HCV IRES comprises of the 5‘-UTR of the HCV RNA genome and is involved in 

the initiation of cap-independent translation in the host by the virus. The 5‘UTR does not 

require the cap for translation initiation and can directly recruit the mammalian ribosomal 

subunits hence they are called Internal ribosome entry site. The total length of the HCV 

IRES is around 341 nucleotides and comprises of mainly four domains (I, II, III, and 

IV).
85

 Under physiological conditions the tertiary structure of HCV IRES is maintained 

by divalent metal ions like Mg
2+

, and Mn
2+

. The HCV IRES secondary structure shows 

that this structure is well conserved across different flavivirus and they play an important 

part in cap-independent translation by recruiting the translational machinery very 

efficiently.  

 

Figure XIX: HCV IRES sequence and secondary structure with the role of different domains 

interacting with different translational machinery. S14 and S16 are ribosomal proteins shown in 

blue, eIF3 binding site shown in green and 40S subunit shown in orange. Alternative folding of 

domain III(inset).  



21 

HCV IRES domains and their structural and functional characterizations: 

There have been extensive studies on the structural role of the various HCV IRES 

domains in the non-canonical cap independent translation process. Mutational studies 

have thrown light on the high conserved nature of domain II that is mainly comprised of 

IIa and IIb as the two sub-domains. NMR studies have shown that domain II adopts an L-

shaped structure three-dimensional structure and this bent structure helps in orienting 

itself to the E site of the ribosome.
86

 The studies using X-ray crystallography have further 

shown that the domain IIa takes a 90° bent architecture that is crucial for the activity of 

the HCV IRES.
 87-88

 This bent structure is stabilized by metal ions like Mg
2+

 and Mn
2+ 

and H-bonding along with base stacking interaction involving A53, A54, A57, U56, and 

C55.
 88

 The Uracil residue (U86) present in the apical loop of subdomain IIb is highly 

conserved across many different HCV clinical isolates and it interacts with 40S subunit 

of ribosome through the two ribosomal proteins S14 and S16.
85

 Through mutational 

experiments with domain IIa it has been found that IIa can interact with the domain IV 

and together they help in the correct placement of the start codon AUG after the HCV-

IRES and ribosome 40S complex formation.
89

 The subdomain IIa also is important in 

recruiting Translation Initiation factors such as eIF5 and eIF2-TC along with the 40s 

subunit and the subsequent release of eIF2-GDP after the hydrolysis of GTP. This helps 

in the attachment of the 60s subunit to form the complete 80s initiation complex.
90-91

 

The HCV IRES domain III is the largest and comprises various subdomains like IIIa, 

IIIb, IIIc, IIId, IIIe, and IIIf. Domain III is crucial in recruiting the 40s ribosomal subunit 

and the initiation factor eIF3. The junction of IIIabc along with the loop of IIIa, IIIb, and 

IIIc also are important for the interaction of the eIF3 multisubunit initiation factor. They 

also help in the formation of the 80s initiation complex by stabilizing the methionine 

tRNA-eIF2 complex.
83,85

 Cryo-EM experiments have shown that domain IIIe binds to 

ribosomal proteins to initiate the process of translation.
92 

 The pseudoknot in domain IIIf 

interacts with the ribosomal protein eS28 and helps in the insertion and positioning of the 

viral mRNA into the 40s subunit at the start codon. After elongation, the HCV mRNA 

exits the channel by displacing subdomain IIIf from the exit site.
93-94
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Cap-independent Translation by HCV IRES 

Translation initiation by HCV IRES does not require the 7-methyl guanosine cap present 

on the 5‘ end of mRNA. Toe printing assay showed that the 40s ribosomal subunit was 

directly recruited by the HCV IRES to the initiator codon. Interaction of HCV IRES with 

the 40s subunit by the domain II and III leads to a conformational change in 40s after 

which eIF2-Met-tRNAi-GTP ternary complex and eIF3 binds to the 40s-IRES complex. 

The eIF3 mediates the hydrolysis of GTP that induces the merging of the 60s subunit and 

to form the complete 80s complex which now initiates the cap-independent IRES driven 

translation.
85,91

  

 

Figure XX: Cap Independent translation initiation by HCV IRES. 

 

Targeting HCV IRES 

The conserved nature of the subdomains in the HCV IRES make it a very attractive target 

and could pave a path for the new antiviral therapeutics against HCV using RNA 

targeting small molecules described below.
95 
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Small Molecule Inhibitors of HCV IRES-mediated translation in the host cell 

Small molecules targeting the translation driven by HCV IRES were screened using high 

throughput assays. One of the inhibitors, Phenazine was identified using In vitro 

translation experiments and inhibits translation driven by IRES at lower specificity.
 96

 

Using Forster resonance energy transfer (FRET) and dual luciferase-based assays using 

bicistronic plasmid DNA constructs transfected in host cell lines, two HCV-driven 

translation inhibitors were identified. They were benzimidazoles
97-98

 and 

diaminopiperidines.
 99

  

 

Figure XXI: Structure of HCV IRES small molecule inhibitors. 

 

Crystallography, NMR, and cry-EM studies have established that an L-shaped structure is 

adopted by the subdomain IIa.
87

 This L-shaped bent architecture is stabilized with the 

help of stacking interaction, hydrogen bonds, and divalent metal ions like Mg
2
. The 

domain IIa then assists in incorporating subdomain IIa to the E site of the 40S subunit of 

the ribosome to initiate translation.
92

 X-ray Crystallography, FRET, and NMR studies 

have discovered that the small molecule benzimidazole binds with the subdomain IIa and 

leads to widening of the interhelical angle. This widened interhelical angle can no longer 

dock itself inside the 40s ribosomal subunit thus the 80s initiation complex does not 

form.
88

 The interaction of benzimidazole to the subdomain IIa was found to be very 
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specific and was unaffected even when treated with high salt concentration and 

competitive RNA.
 95 

 

Figure XXII: Crystal structure of Benzimidazole-HCV IRES inhibitor complex (A) Overall view 

of the complex. Benzimidazole is marked in yellow and green spheres represent Mg2+ ions. (B) 

Schematic representation of the interaction. (C) A detailed view of the binding site of the ligand. 

(D) Surface representation showing the ligand-binding pocket.  

 

Using Circular Dichroism to study RNA structural change 

Nucleic acids can exist in left-handed or right-handed helical structures. The most 

predominant structures of RNA include right-handed A-form and left-handed Z-form and 

in DNA include right-handed helical A and B-DNA and left-handed Z DNA.
100-102

 These 

structures can be interchanged using temperature and high salt concentrations, which can 

have biological implications.
103-107

 Circular dichroism is a very effective tool to study the 

structural change in nucleic acids.
108-109

 The two most predominant form of RNA i.e. the 

A and Z form has different characteristic signature ellipticity peaks which are unique to 

each form and can be used to differentiate between different forms very well. The CD 

spectrum of A-form of RNA comprises of mainly two peaks. A negative peak at around 

230 nm indicates helicity and a positive peak at around 265 nm stacking interaction of the 

RNA bases. Disruption of base stacking or alteration of the native RNA structure can 

lead to various consequences.  
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 D. Nucleoid Associated Proteins 

Bacteria contain proteins that are very functionally similar to the histone proteins present 

in eukaryotes. In bacteria, these histone-like proteins plays a crucial part in regulating the 

expression of various genes as well as controlling other processes like DNA replication, 

recombination, etc.
110-111

 They also play a key role in the structural organization of the 

bacterial nucleoid. Some of the examples include H-NS (histone-like nucleoid 

structuring), HU (heat unstable), Fis (factor for inversion stimulation), and IHF 

(Integration host factor). IHF has the greatest specificity towards DNA binding.
112

 The 

HU and HNS on the other hand are termed as nonspecific DNA binders.
113-115

 These 

DNA binding proteins have differential expression patterns at different stages or time 

points of the bacterial growth cycle suggesting they play different roles. For example, 

IHF is in ample concentration in the stationary phase while Fis is mostly expressed in the 

log phase.
116

 H-NS level remains more or less similar throughout the growth whereas HU 

level reduces with the onset of stationary phase.
117-118

  

H-NS  

 H-NS is one of the most abundantly occurring nucleoid binding proteins present inside 

E. coli.
119

 They help in preventing the global chromosomal unwinding following any 

occurrence of double-stranded DNA breaks.
120

 H-NS over-expression can lead to the 

transcriptional silencing on a global level.
121-122

 The whole-genome mapping and recent 

work have shown that H-NS acts as a global repressor in controlling the expression of a 

large number of bacterial genes.
114

 H-NS are present as dimers at low concentrations and 

as tetramers or higher-order complexes at higher concentrations.
123-124

 H-NS have a high 

affinity towards AT-rich DNA sequences and bind to an intrinsically curved region of the 

promoter of the gene to be repressed and that in turn leads to the binding of more H-NS 

proteins to the region.
125-127

 This leads to looping of the DNA and the RNA polymerase 

gets trapped between the loops.
128-129

  The oligomerization property of H-NS is imparted 

by its N-terminal region and it is connected to the C terminal DNA binding domain by a 

linker region.
130

 To overcome the repression complex formed by H-NS often require the 

help of activators.
131

 Many virulence factors under the influence of H-NS can respond to 

signals like change in osmolarity, temperature, pH, etc.
132 
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Figure XXIII: A model showing the mechanism of H-NS binding on the DNA. 

 

Studies on H-NS mutant Salmonella with the help of cDNA microarray have revealed 

that most genes repressed by H-NS were rich in AT. It was found that around 400 AT-

rich regions present in the chromosome of Salmonella were bound by H-NS. These 

include all five pathogenicity islands, the plasmid virulence factor, and nearly all AT-rich 

islets. The binding of H-NS was not just restricted to promoter regions but also to coding 

regions rich in AT as seen by oligonucleotide arrays.
129

 Using CHIP-on-chip technology 

in E.coli it was found that H-NS targets AT DNA sequences as mentioned in Salmonella 

before. Although the protein has biases towards intergenic regions more, they also bind to 

coding regions frequently.  

Recent studies have suggested that the primary role of H-NS is to silence any AT-rich 

DNA mainly as defense mechanism against foreign DNA sequences thus adding to the 

bacterial innate immunity.
133

 The Xenogeneic Silencing (XS) model by H-NS is thus 

believed to have played a crucial role in shaping up the evolution of microbes.  

HU 

The HU (Heat unstable) protein has an affinity for DNA that contains structural 

aberrations like single-stranded lesions and four-way junctions. HU plays a key role in 

site-specific DNA recombination. They bind to DNA in the form of dimers and bends 

DNA nonspecifically without interacting with other DNA binding proteins or 

transcription factors. For the e.coli gal P2 promoter, HU binds with the DNA and helps in 

assisting the tetrameric GalR protein to bind to the promoter and form the repression 

loop.
134

 The HU then makes a transient interaction with the GalR protein called 
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‗piggybacking‘ the first reported specific contact between HU and another protein.
134-135

 

The HU plays the role of an architect in aiding the weak dimer-dimer interaction between 

the GalR with the operator site.
135
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AIMS AND OBJECTIVES: 

 

Quinoxaline small molecules are DNA intercalating compounds that display sequence 

specificity and antibacterial and antitumor properties. They are challenging to synthesize 

and their complexity also contributes to the difficulty in understanding their mode of 

activity. To overcome these problem simple monoxinoxaline small molecules were 

synthesized by our lab by keeping some of the features of the parental molecule intact.  

The first objective of my research work was to study the DNA structural alteration 

potential of few monoquinoxaline small molecules by using biophysical techniques like 

DNA gel-shift, Circular dichroism, Fluorescence intercalator displacement assay, Atomic 

force microscopy etc. and how this DNA structural change can lead to various DNA 

damaging responses in the bacterial cell.   

The second objective was to study the antiviral potential of few monoquinoxaline 

molecules against Hepatitis c Virus by interacting with the 5’-UTR of the HCV IRES. 

The design of the molecules was based on the crystal structure of HCV subdomain IIA 

RNA and Benzimidazole (a potent HCV IRES binder) complex. Among the several 

molecules synthesized in our lab, the potent molecules could disrupt the base stacking 

interaction in the L-shaped loop of the HCV IRES subdomain IIa and lead to an 

inhibition of HCV IRES mediated translation and replication in HUH 7 mammalian cell 

line. The DNA binding activities of these molecules were studied to enquire about the 

nonspecific nature of the compounds if there were any.  
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Chapter 1 

Antibacterial evaluation of designed 

mono quinoxalinesmall molecules. 
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1.1. INTRODUCTION: 

Antibiotic resistance by bacteria has proved to be a severe threat to mankind in recent 

times, and this fortifies an urgency to design and develop potent antibacterial small 

molecules/compounds with nonconventional mechanisms than the conventional ones.
136

 

DNA carries the genetic signature of any organism and bacteria maintain their genomic 

DNA inside the cell in a well-regulated compact form with the help of various nucleoid-

associated proteins like HU, HNS, etc.
137-139

 These proteins control various fundamental 

processes like gene expression, replication, etc inside the cell.
140-142

 Alteration of the 

native DNA structure of bacteria can lead to severe consequences in cellular processes 

inside the bacterial cell and result in the death of the organism. The change in the global 

DNA structure by small molecules initiates a plethora of cellular responses that have not 

been very well investigated. Echinomycin and Triostin-A are biologically active 

Quinoxaline small molecules typically consist of a quinoxaline chromophore attached 

with an octadepsipeptide ring. They bind to double-stranded DNA in a sequence-specific 

way and have high activity against a wide variety of bacteria mainly against Gram-

positive ones.
143-145 To date several synthetic quinoxaline scaffolds were synthesized 

displaying antibacterial potential against a broad scale of pathogenic bacteria.
146-147

 

QNOs (Quinoxaline N-oxides) are known to target DNA and instigate reactive oxygen 

species (ROS) production in bacteria thereby exhibiting antibacterial properties.
148 Small 

molecules comprising of a Quionoxaline core have been used in the past for treating 

bacterial infections in animal husbandry and fisheries. Quinoxaline N-oxides like CBX 

has been used regularly as growth promoters in various poultry farms.
149-151

 The 

divergent role of Quinoxaline small molecules in medicinal research qualifies them for 

the evaluation of their antimicrobial properties as a potential candidate. The previous 

study from our lab has given new insights on a 6-nitroquinoxaline derivative 1d as an 

intercalator of DNA which induces conformational changes in DNA upon binding.
152

 The 

binding event observed was dependent on the presence of a crucial benzyl substituent on 

the quinoxaline moiety. This was associated with a large induced CD (ICD) appearing in 

a sigmoidal pattern, upon the interaction of 1d with dsDNA. The induction of DNA 

superstructures by 1d at high Drug: DNA ratios were observed that ultimately led to 

DNA condensation. Eviction of in vitro assembled nucleosome upon treatment with a 

high dose of 1d was also observed.
153

 In this work monoquinoxaline derivatives of 1d 
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were synthesized by various modifications of the 1d scaffold. The set of synthesized 6-

nitroquinoxaline derivatives along with 1d were all subjected to antibacterial evaluation. 

Once the potent candidates showing good antibacterial activity were selected they were 

subjected to various biophysical and biological experiments to study their DNA structural 

alteration as well as their biological response in the bacterial cells. 
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1.2.MATERIALS AND METHODS: 

 

1.2.1. Synthesis of Molecules:  

All molecules used in Project 1 were synthesized by Ritesh Pal and Ajay kanungo. The 

molecules used in Project 2 were synthesized by Ajay kanungo, Ritesh Pal, Dipendu 

Patra, and Bhim Majhi. 

 

 Project 1: 

1.2.2. Minimal Inhibitory Concentration: 

To study the Minimal Inhibitory concentrations of all compounds (as per the protocol of 

CLSI)
 154 

Broth microdilution assay was used against gram-positive bacteria like 

(Staphylococcus epidermidis (MTCC3615), Staphylococcus aureus (MTCC737), 

Arthrobacter chlorophenolicus A6 (MTCC3706), and gram-negative bacteria 

(Pseudomonas aeruginosa (MTCC1688), Escherichia coli (MTCC1916). Luria-Bertani 

(LB) broth containing different Bacterial cultures was added per well in a 96 well plate at 

5×105 CFU/mL. The compounds used were DMSO dissolved and different concentrations 

were added maintaining DMSO percentage under 0.6%. The plates were kept at the 

specific recommended temperature for each bacterial growth for 6 hours and at 600 nm 

Optical Density was measured. 

1.2.3. Cytotoxicity studies in Mammalian cells 

Cytotoxicity of the compounds was checked in HEK 293Human embryonic kidney) cell 

line (4000 cells/well in 96 well plate) using MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-

diphenyltetrazolium bromide). Cells in DMEM (Dulbecco Modified Eagles medium) 

supplemented with 10% Fetal Bovine Serum were seeded in 96 well in and kept in a CO2 

incubator at 37°C overnight. Treatment of Cells was done with different compound 

concentrations and kept in a CO2 incubator for 24 hours. MTT solution was added at 1 
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mg/mL working concentration and incubated for 2-3 hours in the incubator until 

formazan crystals have suitably formed. Media was discarded after plates were taken out 

and DMSO was added to each well. Plates were placed in a shaker for 10-15 min for the 

formazan crystals to dissolve completely. Results were measured using absorbance at 595 

nm in a plate reader.  From the OD value obtained from triplicate experiments, the IC50 

values were measured.  

1.2.4. EtBr fluorescence quenching assay 

EtBr (5 µM), Staph. aureus gDNA and CT DNA (10 µM) were added to 10 mM NaP 

buffer containing 1% DMSO and 10 mM NaCl was titrated with different concentrations 

(2.5 µM to 100 µM) of the respective compound. Horiba PTI QuantaMasterTM 8000 

fluorescence spectrometer was used to measure the fluorescence intensity with a 480 nm 

excitation wavelength and 520 to 700 nm emission wavelength scan. Results were plot by 

normalizing the fluorescence intensity vs. concentration of respective compounds using 

Graphpad Prism 7. 

1.2.5. Circular Dichroism Spectroscopy 

CD Spectra was performed with CT-DNA and an increasing concentration of 3a varying 

from 15 µM - 60 µM in an optically inactive CD cuvette with a 5mm path length. The 

CD spectral range was chosen from 230 to 450 nm at around 100-nm/min per scan. For 

the experiment with genomic DNA, A. chlorophenolicus and S. aureus gDNA isolated 

manually using Sigma-Aldrich’s GenElute bacterial genomic DNA isolation kit was 

used. The concentration of gDNA was taken with a UV-VIS spectrophotometer. 

1.2.6. Agarose DNA Gel-shift assay 

Gel shift assay was done with pCDNA 3.1 plasmid vector isolated using plasmid DNA 

isolation kit after amplifying it in E. coli DH5α. For the reaction 40 μM pCDNA 3.1 

plasmid in 50 mM NaP buffer pH 7 supplemented with 10mM NaCl were mixed and an 

increasing concentration of the selected compounds (measured in terms of compound 

concentration: DNA base pair ratio) was added. The reaction was kept at 37°C for 16 
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hours. A 1% agarose gel was used to run all samples for ~ 3 hours at 50 V and stained 

with EtBr (0.5μg/mL) kept for 5 mins at room temperature, visualized in Bio-Rad 

GelDoc Imaging System from and data was processed with the help of Image LabTM 

software.  

For gel-shift experiments with gDNA similar reaction was performed with minor changes 

where the working concentration of gDNA was kept at 20 μM per reaction. A 0.6% 

agarose gel was used to run all samples for 3.5-4 hours at constant 50 V and the gel was 

stained using working EtBr solution at (1 μg/mL) and analyzed in a Bio-Rad gel doc. 

1.2.7. DNA condensation in S. aureus cells 

Staphylococcus. aureus  (~105 CFU/mL) grown for 6 hours after which cell pellet was 

washed using Phosphate Buffer Saline(pH 7.4). Treatment of Cells was done with 3a at 

10 µM concentration for 1 hour at 37°C in shaker incubator. The untreated and treated 

cells were then centrifuged and the pellet was washed using PBS. A 16% 

paraformaldehyde solution was used to fix the cells and kept at 4°C for 30 mins. DAPI 

was used to stain the fixed cells for 5 mins at 37°C, finally washed using PBS, and cells 

were smeared on a glass slide using mounting solution, and DPX was used as a sealing 

agent. A filter set for DAPI was used in a Carl-Ziess Axio Observer LSM 880 confocal 

laser scanning fluorescence microscope to visualize all samples. 

The density threshold function of Image J Fiji software was used to calculate the 

Nucleoid and cell/cytoplasmic surface area. From three independent experiment sets the 

sample images were taken. For the Nucleoid and cytoplasmic surface area around 35 

independent cells were selected from both control and treated sets.  

1.2.8. Stress in DNA synthesis induced in S. aureus by 3a 

S. aureus cell suspension (105to 106 CFU/mL) in the log phase was treated for 1 hour with 

3a at 37°C and pulsed with 10 µM BrdU for 30 mins. The cells were then fixed for 30 

mins using 16% paraformaldehyde solution at 4°C and Triton X-100 (0.5 %) and 

lysostaphin (0.05 mg/mL) was used to permeabilize it for 10 mins at 4°C. The samples 

were incubated for 10 mins in 2N HCl for the DNA to denature and HCL was neutralized 
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using CP buffer (Citrate Phosphate) (50 mM) pH 7.4 buffer by incubating the cells at 

25°C for 10 mins. Using FITC tagged anti-BrdU mouse monoclonal antibody cells were 

incubated for 30 mins in dark at 25°C and PBS was used to wash it. Cells were, smeared 

in L-lysine pre-coated glass slides and visualized using the FITC channel in Olympus 

FLUOVIEW fluorescence microscope.  

 In DNA synthesis assay 105 to106 CFU/mL S. aureus cells in log phase were incubated at 

a varying concentrations of 3a. Cells were harvested following a 30 mins pulse of 

3HThymidine (1µCi/well), and after the addition of scintillation liquid (Cocktail O), the 

radioactive counts were calculated in Perkin Elmer Tri-Carb 2810TR liquid scintillation 

counter. 

1.2.9. DNA fragmentation  

LMA (low melting agarose) was used to mix S.aureus cells, and on glass slides pre-

coated with agarose (1%), cells were spread, covered using coverslip, and transferred to a 

humidified chamber for 30 mins at 4°C. After removing coverslips, 1% agarose solution 

was used to coat the slides and dried in a humidified chamber for 20 mins so that the cells 

get sandwiched within the two-agarose layer once the agarose solidifies. Cell lysis was 

carried out in buffer containing Na2-EDTA (100 mM), NaCl (1.2 M), 0.2 M NaOH (pH > 

10), and Triton X-100 (1%), by placing all slides submerged in dark at 4°C overnight. 

Gel electrophoresis was carried out the next day by submerging the slides in 

electrophoresis buffer (30 mM NaOH, 2 mM Na2-EDTA) for 25-30 mins at a constant 15 

V (0.6 V/cm). A neutralizing solution comprising of 50 mM Tris-HCl buffer pH 7.5 was 

used to neutralize the slides and slides were further washed with deionized water. EtBr 

(1μg/mL) was used to stain the slides for 3-5 mins and visualized in Olympus confocal 

laser scanning fluorescence microscope under Texas Red filter set (~ 620 nm). 

1.2.10. TUNEL Assay 

S. aureus cells were grown in LB and treatment using 3a was done in log phase, 

centrifuged and PBS was used to wash pellets, cells fixed with 16 % paraformaldehyde 

by keeping them for 30 mins at 4°C. Cells were permeabilised with chilled Triton X-100 
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(0.2 %) and of lysostaphin (0.05 mg/mL) at 4°C for 5 mins. Equilibration buffer was used 

to resuspend cells, nucleotide mix and, TdT Enzyme was added to cells and incubated in 

a moist chamber for 60 mins in dark inside a 37°C incubator for tailing reaction to occur. 

Using 2X SSC buffer (Saline Sodium Citrate) at the tailing reaction was stopped after 

incubation for 15 mins at room temperature. PBS was used to wash cells and resuspended 

onto a glass slide, covered with coverslip, and sealed using DPX. Using fluorescein filter 

set (520 +/- 20 nm) the slides were visualized in Olympus confocal microscope. 

1.2.11. Atomic Force Microscopy of bacteria: 

S. aureus cells with or without treatment were suspended in Phosphate Buffer Saline after 

centrifugation. A 16% paraformaldehyde solution was used to fix cells and then cleaned 

using PBS. The fixed cells were smeared onto a glass coverslip and covered by another 

coverslip so that cells spread equally and adhere uniformly on the surface of the coverslip 

and washed by sterile water to remove any excess cells and then air-dried.  Using a Pico 

plus 5500 AFM from Agilent Technologies USA, AFM (contact mode) was done with a 

piezo scanner having a maximum range of 100 μm. Images were processed using Pico 

view 1.10.1. Using Pico scan 5 software, the cell length, height, and width of bacteria 

were manually calculated.   

1.2.12. Acridine Orange Staining: 

Staph. aureus cells untreated or treated with 3a were placed for 6 hours at 37°C. Using a 

16% paraformaldehyde solution, cells were fixed and PBS resuspended. Using chilled 

Triton X-100 (0.2%) and lysostaphin (0.05 mg/mL) solution, cells were permeabilized for 

10 mins at 4°C, centrifuged, and PBS resuspended. Acridine orange (3 µM) was used to 

stain cells, PBS washed and smeared onto a glass slide covered with coverslip and sealed 

using DPX. Acridine orange filter set was used to visualize the slides in a confocal 

microscope.  

 

 



49 

1.2.13. Analysis of cells using flow cytometer: 

Compound 3a treated S. aureus cells were incubated for 2 hours at 37°C. Using chilled 

80% methanol cells were fixed and PBS resuspended. In a BD LSRFotressaTM cell 

analyzer cells were studied. Using the software FlowJoTM the results were examined.  

1.2.14. Determination of Membrane permeability: 

(i) Propidium iodide permeability assay: 

Phosphate buffer saline was used to resuspend treated and untreated S. aureus cells after 

centrifugation. Propidium iodide (4 μg/mL) was used to stain cells and in PE/Texas red 

channel (610 +/- 10) nm analysis was made in cell analyzer from BD LSRFotressaTM. 

Results were analyzed using FlowJoTM software. 

(ii) Alkaline Phosphatase assay: 

3a treated S. aureus cells were kept for 2 hours and incubated for 1 hour with PNPP (p- 

Nitrophenyl phosphate) at 37°C. Using an Elisa plate reader OD was taken at 410 nm. 

1.2.15. Biofilm disruption assay: 

In a 96 well plate Staph. aureus and Streptococcus. epidermidis cells (3 x 105) were 

seeded kept undisturbed for 24 hours at 37°C so that the biofilm can develop properly. 

Treatment of cells was done with 3a at 37°C for 12 hours. For the removal of all 

planktonic bacterial cells i.e the non-biofilm formers, the plates were washed with sterile 

water. Using 1% crystal violet solution, plates were stained and kept at room temperature 

for 10 mins, washed with sterile water and paper towel dried. Plates were placed 

overnight to dry and using a 30% acetic acid solution the crystal violet was solubilized by 

incubating at room temperature for 20 minutes. Using a multichannel plate reader, 

absorbance was recorded at 550 nm. Plates were visualized under the light microscope at 

20X magnification and images were also taken using a Digital camera. 
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1.3. RESULTS AND DISCUSSION: 

1.3.1. Design and Synthesis of the quinoxaline derivatives used to target DNA and 

provide antimicrobial property: 

The compounds used in this study (Figure 1.1C) were based on the modification of the 

compound 1d (Figure 1.1A). The substituents at the C2 and C3 positions of the 6-

nitroquinoxaline moieties were altered (Figure 1.1B) to get the above sets of compounds 

for this study. The set-1 d (3a, 3h- 3u) include of different benzylamine group at C2 

position of the scaffold where C3 position was kept intact with N,N-

dimethylaminopropylamine tail. The set-2 (3b-3f) contains distinct amine substituents in 

C-3 location of the quinoxaline core while keeping intact the p-

trifluoromethylbenzylamine substituent at the C-2 position. All compounds were checked 

for any antibacterial potential. Ritesh Pal synthesized all the compounds used in this 

study. 

 

Figure 1.1: A) Parental molecule 1d used for modifications. B) The modification made at the C2 

and C3 positions on the parental molecule. C) The most potent molecule used in the study.  
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1.3.2. Screening of compounds for their antibacterial activity: 

All the compounds used were screened initially using the Paper-disk agar plate method 

against gram-positive (Arthrobacter chlorophenolicus A6 MTCC3706), Staphylococcus 

epidermidis MTCC3615, and Staphylococcus aureus MTCC737, as well as gram-

negative bacteria (Escherichia coli MTCC1916, Pseudomonas aeruginosa MTCC1688) 

along with two known antibiotics Ampicillin and kanamycin (Table 1.1). The compounds 

displaying any zone of inhibition were further subjected to Minimal inhibitory 

concentration (MIC) evaluation following CLSI guidelines in the above-mentioned 

bacterial strains. The compound 3a that showed the best MIC across all five bacteria and 

3u and 3q was further subjected to biophysical evaluation. 

 

Table 1.1. MIC (Minimal Inhibitory Concentration) of active molecules and control antibiotics 

against the above-mentioned bacteria and cell cytotoxicity determination against mammalian 

HEK 293 cell line. 

 

1.3.3. DNA-molecule interaction: 

1.3.3.1. DNA Binding Properties: 

Competitive DNA binding properties of 3q, 3u, and 3a were all checked by fluorescence 

quenching experiment with Ethidium Bromide (EtBr). When EtBr bound CT-DNA was 

titrated with increasing concentrations of the compounds, there was a significant 

reduction of the fluorescent intensity of EtBr as measured by fluorimeter. The reduction 

in fluorescent intensity of EtBr was examined using the quenching plot of Stern Volmer 
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(SV) (Figure 1.2B1-B3). The potency of the quencher is indicated by the Ksv (SV 

constant) value from the stern volmer plot. The compounds 3q, 3u and 3a had Ksv values 

of 1.7 x 10
4 

M
-
1, 2 x 10

4 
M

-1 
and 1 x 10

4 
M

-1
, and respectively. Since fluorescence 

quenching studies do not always reflect the true binding nature or properties of the 

quencher compound, therefore Isothermal titration calorimetric studies were also 

performed to show that the molecules do bind DNA with high affinity. The ITC 

experiment resulted in, Ka (binding affinity) values of compound 3q, 3u, and 3a were 

found to be 3.06 x 10
4
 M

-1
, 9.9 x 10

4
 M

-1
 and 2.27 x 10

4
 M

-1 
respectively (Figure 1.2C1-

C4). Both ITC and FID assay show that compounds bound to DNA with high affinity. 

     DNA intercalators can induce a change in the ds DNA structures by unwinding of 

supercoils and unstacking of bases. This change in the structure of the DNA can alter its 

mobility in an Agarose gel, which is referred to as the DNA gel shift. The compounds 3q, 

3u and 3a were all capable of significantly causing a shift in the migration of PBR 322 

plasmid DNA (Figure 1.2A1-A3) as well as S. aureus genomic DNA (Figure 1.2A4) 

suggesting DNA binding and intercalation properties of the compounds like their parental 

compound 1d but the change was much higher when compared to 1d.  
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Figure 1.2: pCDNA3.1  Plasmid DNA gel shift assay of upon treatment with 3a(A1), 3u(A2), 

3q(A3) and S. aureus gDNA treated with 3a (A4).  FID assay with S. aureus gDNA with 3a(B1), 

3u(B2) and 3q(B3). ITC of calf thymus DNA treated with 3a(C1), 3u(C2), 3q(C3), and buffer 

correction (C4). 

 

1.3.3.2. DNA structural change: 

The structural alteration properties of the compounds were further checked using Circular 

Dichroism spectroscopy. Upon titration of the compounds 3a, 3q, and 3u with CT DNA 

as well as bacterial genomic DNA, there was a reduction in the ellipticity at 260 nm that 

indicates base unstacking as well as generation of an induced CD at around 320 nm 

which indicates an occurrence of DNA structural change induced by intercalation of the 

small molecule into the ds DNA (Figure 1.3A-3E). Also, the structural change inducing 

properties of the compounds was found to be more promising for GC rich A. 

chlorophenolicus genomic DNA than AT-rich S. aureus genomic DNA (Figure 1.3F) and 
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for GC rich DNA sequence (Poly GC) when compared to AT-rich sequence (Poly AT) 

(Figure1. 3G-3H). 

 

Figure 1.3: (A−C) Circular dichroism spectra of CTDNA (15 μM) with 3q, 3u, and 3a from 

concentration range 15 μM to 60 μM. (D, E) CD of S. aureus gDNA (15 μM) (D) and A. 

chlorophenolicus gDNA (15 μM) (E) treated with 3a from 15 μM − 60 μM). (F) Plot of ellipticity 

(320 nm) from A. chlorophenolicus (green) and S. aureus (red) and 3a from 15 μM − 60 μM) 

titration plot. (G) CD of Poly AT (10 μM) with 3a(10 μM − 60 μM). (H) CD of Poly GC (10 μM) 

with 3a(10 μM − 60 μM). 

 

The structural change was visualized using Atomic Force Microscopy (Figure 1.4A-4G). 

At lower DNA:3a (1:0.5 to 1:1) ratios the compound 3a binds to the DNA locally and 

induces unwinding of the bases and supercoiling and partially alters the DNA structure 

(Figure 1.4B-4C). Upon gradually increasing the DNA:3a ratios  (1:1.5 to 1:3) the DNA 

strands are bought in close proximity and looping of strands occur which lead to a 

significant structural change in the DNA and ultimately lead to the formation of DNA 

superstructures and finally, condensation of DNA occurs thereby leading to a global 

change in the DNA structure (Figure 1.4D-4F).. Similar kinds of DNA superstructures 

were seen for Doxorubicin, a known intercalator of DNA. 
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Figure 1.4: AFM of (A) Untreated pBR322 plasmid DNA, (B−F) pBR322 treated with varying  

[3a]/[DNA base pair] ratio. (G) AFM of 3d treated pBR322 in 5:1[3d]/[Pbr322 base pair] ratio. 

(H) The plot of height for treated and untreated PBR 322 DNA.  

 

1.3.4. Bacterial chromosome condensation 

The interaction of Stapylococcus. aureus gDNA with the representative compound 3a 

also leads to the formation of oversupercoiled DNA structures (Figure 1.5A) similar to 

those observed for PBR 322 Plasmid DNA. The formation of these structures seems to be 

intolerable for the bacteria as they might hinder the binding of Nucleoid Associated 

Proteins (NAPS) present in the bacterial cell, which ultimately results in bacterial cell 

death. 

The Nucleoid condensation event inside the bacterial cell was also observed using super-

resolution confocal microscopy. S. aureus cells both treated and untreated ones were 

subjected to staining with DAPI (nucleoid stain) and the cells were observed using super-

resolution confocal microscopy (Figure 1.5B). Nucleoid area and cytoplasmic area for 

each treated and untreated cells were calculated and density contour plots for the N/C 

ratio showed a significant reduction (30%) for 3a treated S. aureus cells when compared 

to untreated ones (Figure 1.5C-5D). This suggests that the global structural change 
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leading to condensation by 3a can also occur in a single bacterial cell that might lead to 

replication stress and DNA damage thereby ultimately resulting in cell death. 

 

Figure 1.5: (A) AFM of S. aureus untreated/treated gDNA with 3a. (B) 3a treated S. aureus cells 

placed in phase contrast microscope to observe the cytoplasmic area and fluorescence was 

recorded for DAPI stained nucleoid to measure the nucleoid area). Fast Fourier Transform (FFT) 

was done to show the image of the cytoplasmic area (denoted by circles) and nucleoid area 

(denoted by white regions) interior of the cytoplasmic circle. (C) Total N/C ratio from individual 

35 samples was taken and plotted for treated and control samples that display a quite significant 

reduction in the N/C ratio for Treated samples when compared to control.  

 

1.3.5. DNA synthesis Inhibition: 

DNA replication occurs very rapidly in bacterial cells during the log phase. Replication 

stress during this phase can lead to the inhibition of growth. The compound 3a was 

capable of inducing replication stress as observed by the reduced incorporation of BrdU 

(bromodeoxyuridine) when compared to DMSO treated control cells (Figure 1.6A). The 

replication stress was also crosschecked using 
3H

Thymidine incorporation by the cells 

(Figure 1.6B). A reduction in the radioactive signal of 
3H

Thymidine in 3a treated S. 
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aureus cells in comparison to control suggests that compound 3a induces replicative 

stress in S. aureus cells and leads to the halting of replication. 

 

Figure 1.6: DNA synthesis studied in S. aureus using fluorescence microscopy. Cells treated 

with DMSO (Control) or 3.5 μM of 3a were pulsed using BrdU, incubated using anti-BrdU 

antibody. FITC channel was used to capture images at a magnification of 60Å~ and scale bar, 20 

μm. (B) Global DNA replication amount was calculated in S. aureus cells by 3H-thymidine 

incorporation in dividing/replicating cells DNA. 5FU-2 μM (5-Fluorouracil) was chosen as the 

positive control. 

 

1.3.6. Bacterial DNA fragmentation: 

Programmed cell death is a well-studied phenomenon in Eukaryotes whereas recent 

reports have also shown that bacteria can undergo a similar PCD like phenomenon upon 

treatment with antibiotics 155-156  that results in DNA fragmentation ultimately leading to 

cell death. To study this, untreated and 3a treated S. aureus cells were subjected to single-

cell nucleoid diffusion-based technique. Results suggest that untreated cells appear as a 

dense and single nucleoid structure whereas for the 3a treated cells, the nucleoid appears 

distorted, fragmented, and scattered across the agarose layer (Figure 1.7A). To further 

confirm the presence of DNA breaks in the S. aureus cells, TUNEL assay was performed 

following standard protocol. Results clearly show that there was significantly higher 

incorporation of the fluorescent nucleotide in the 3a treated cells suggesting the induction 

of genomic DNA fragmentation upon treatment with compound 3a (Figure 1.7B). 
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Although 3a was also able to induce DNA fragmentation in mammalian cells (Hek 293) 

albeit at higher concentrations (Figure 1.7C). 

 

Figure 1.7: S. aureus DNA breaks: (A) Detection of Single-cell nucleoid fragmentation after 

treatment with 3a (3.5 μM) and EtBr staining.. (B) Treatment of Cells with 3a or DMSO treated 

control and terminal deoxynucleotidyl transferase (TdT) enzyme was added so that incorporation 

of fluorescent nucleotides occurred.(C) TUNEL assay in HEK 293 cells treated with 3a (15 μM).  

 

1.3.7. Morphology plasticity induced by 3a: 

The alteration of morphology in bacteria is a common phenomenon, which is often 

observed in response to various stimuli like stress, pH change, temperature change etc. 

Bacteria often adapt certain survival policies by altering their cell size or shape in order 

to escape host defenses 
157-159

. Upon treatment of S. aureus cells with sub-MIC (3.5 µM) 

and dose higher than MIC (5 µM), and observed in AFM, there was a change in the cell 

shape from a round grape-like to elongated rod-like structures. Cell size also increased 
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from 1.37 ±0.09 for control cells to 2.30 ± 0.22 µm and 2.36 ±0.22 for 3.5 µM and 5 µM 

treated cells (Figure 1.8A) 

The increase in cell size was also verified by visualization in confocal microscopy after 

Acridine orange staining (Figure 1.8B) and using flow cytometry (Figure 1.8C). 

 

Figure 1.8: Change in S. aureus cells morphology upon induction of stress by 3a. (A) AFM of S. 

aureus cells treated with 3a (B) S. aureus cells after treatment was stained with Acridine orange 

(AO) and observed in semi confocal microscopy. (C) Separation and Quantification of the cell 

population that was morphologically different after treatment with 3a (3.5, 5, or 7.5 μM) using 

flow cytometry. 

 

1.3.8. Measurement of Membrane permeability/integrity: 

Halting of DNA replication leading to incomplete cell division may lead to the ceasing of 

peptidoglycan synthesis, a very important component of the bacterial cell membrane that 

adds to the integrity of the membrane. The loss of membrane integrity leads to cell death 
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since the cells are now prone to osmotic stress, ph change, etc. Membrane integrity loss 

was observed for S. aureus cells treated with 3a in comparison to untreated ones (Figure 

1.9A). S. aureus cells that were treated with 3a showed increased permeability to 

Propidium Iodide (PI) stain which is impermeable in normal cells with an intact 

membrane. Loss of membrane integrity was also confirmed in E. coli cells using alkaline 

phosphatase (ALP) assay. ALP is an enzyme that is situated in the periplasmic space of 

E. coli and upon treatment of E.coli cells with 3a there was an increase in the amount of 

ALP in the medium suggesting membrane integrity loss (Figure 1.9B). 

 

Figure 1.9: (A) Permeability of bacterial cell membrane observed using Flow cytometry after 

treatment with 3a (3.5 or 5 μM) or DMSO control and PI (Propidium Iodide) staining. (B) 

Membrane integrity loss effect after treatment with 3a detected by extracellular ALP level for 

both treated and untreated sets. For the positive control purified ALP was taken and for the 

substrate, p-nitrophenylphosphate (PNPP) was selected.  

 

1.3.9. Disruption of preformed S. aureus and S. epidermidis biofilms: 

Biofilm formation by many bacteria are proving to be the greatest challenges for any 

antibiotics nowadays and is one of the major cause for the development of antibiotic 

resistance among a large number of species. Preformed S. epidermidis and S. aureus 

biofilms were treated with compound 3a for 24 hours and stained with crystal violet. It 
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was observed that 3a was capable of disrupting both the S. epidermidis (Figure 1.10A-10B) 

and S. aureus (Figure 1.10C- 10D) biofilms up to 99% at 4 MIC value of 3a. 

 

 

Figure 1.10: Biofilm disruption. (A) Visualization of S. aureus biofilm after treatment with 3a 

(different concentrations) or untreated with the aid of light microscope. (B) Visualization and 

quantitative estimation of S. aureus biofilm formation with crystal violet stain. (C) Picture of the 

Biofilm stained with crystal violet. 

 

1.4. CONCLUSION: 

The study shows that a group of designed and synthesized monoquinoxaline 

derivatives was successfully synthesized that alters the native structure of Bacteria 

and displayed antibacterial properties. One of the most potent among the set was 3a 

with a MIC value of 1.8  0.25 g/mL against Staphylococcus aureus bacteria. 

Biophysical studies using Agarose DNA gel shift assay, Circular Dichroism studies, 

Flurescence Intercalator displacement assay showed that the compound could 

intercalate into ds DNA very efficiently and showed GC preference. Atomic force 

Microscopic studies showed that the change in DNA structure upon treatment with 

compound 3a was a local to global event, which ultimately led to condensation of 

DNA via superstructure formation.  Regional condensation of purified S. aureus 
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genomic DNA was observed upon treatment with 3a. Treatment of S. aureus with 

high doses of 3a led to the formation of in cell nucleoid condensation as visualized 

by super resolution confocal microscopy.  

When S. aureus cells were treated with a sub MIC dose of 3a, an inhibition of DNA 

synthesis was observed in cells. Bacterial DNA fragmentation was also observed 

in3a treated S. aureus cells when compared to the control population. A change in 

the morphology of S. aureus cells from round to rod like structures was observed at 

sub MIC doses of 3a along with disruption of the membrane architecture and loss in 

membrane permeability. The compound 3a was also capable of disrupting 

preformed S. aureus biofilms.  

Overall this study provides a good platform for the development of new 

antibacterials that can target the genome architecture by intercalating into DNA and 

inhibiting factors like the Nucleoid Associated Proteins and other factors that are 

associated in the maintenance of the bacterial chromosome.   
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Chapter 2 
 

Designed quinoxaline small molecules lead to 

HCV IRES mediated translation and replication 

inhibition by virtue of base destacking at the 

subdomain IIa. 
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2.1. INTRODUCTION 

 

 

2.1A PART A 

HCV (Hepatitis C Virus) infection has been a prime liver disease in the past and 

continues to be so in the present, which is why it is a global health concern. The 

Physiopathological symptoms associated are liver failure, liver cirrhosis, and ultimately 

hepatocellular carcinoma.
160

 HCV is a part of the Flaviviridae family and has single-

stranded positively sensed RNA genome.
161-162

 The global prevalence of HCV is 

estimated at around 177.5 million where the HCV genotype 1 is the most prevalent 

worldwide.
163

 The 9.6 kb HCV RNA genome comprises of three structural parts C (Core) 

and Envelope E1, E2, and different nonstructural part NS2, NS3, NS4A, NS4B, NS5A, 

and NS5B given in Figure 1. The structured 5’-UTR (5
’
-untranslated region) of HCV-

IRES (Hepatitis C Virus-Internal Ribosome Entry Site) RNA comprise of 341 

nucleotides and has a crucial role in ribosome loading and translation initiation process 

by a cap-independent translation that is distinct from the canonical cap-dependent process 

of translation.
164-166

 Subdomain IIa in the 5’-UTR has a conserved L-shaped structure and 

is an attractive antiviral target.
167

 The HCV IRES RNA folding is principally guided by 

metal ions like Mg2+ and Mn2+ and has important implications in viral translation and 

replication processes inside the host cell.
168-169

 Stacking of the RNA bases is also 

extremely crucial for its RNA folding process that helps in maintaining its secondary and 

tertiary structure during viral translation as well as replication.
170-172

 Hence small 

molecules that can target the subdomain IIa of HCV RNA can provide a good antiviral 

alternative to existing drugs in treating Hepatitis C. Several quinoxaline antibiotics were 

developed and synthesized in our lab based on the structure of Benzimidazole, a potent 

inhibitor of HCV IRES subdomain IIa.
170

 The molecules were screened based on their 

viral translational inhibition potential using a Dual-Luciferase based activation retention 

approach. Among many potential candidates 4d was the most potent candidate and thus 

was subjected to further biophysical studies like Circular Dichroism to determine their 

type of interaction with the HCV domain IIa. Docking and Molecular Dynamic 

simulation studies further supported that 4d binds in the loop of the subdomain IIa and 
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competes with mg2+ ions for their binding site. At higher concentrations of 4d, the RNA 

base stacking and RNA structure are completely disrupted which leads to a reduction in 

viral translation and replication by several folds.  CD and Molecular dynamics studies 

showed that 4d is bound to a region, which is similar to the MgCl2 binding site and 

disrupts the base stacking interaction in the L-shaped loop of the subdomain IIa. 

Mutational studies using an A57U (Adenine at the 57
th

 position interacts with MgCl2 and 

helps in stabilizing the base stacking interaction in the L-shaped structure) mutant lead to 

abolishment in the activity of 4d. The compound 4d donot interact with ds DNA and 

have intermediate cell cytotoxicity against HEK 293 and Huh 7 cells.  
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2.1B PART B: 

In the second part of the project quinoxaline, small molecules targeting HCV IRES were 

designed by our lab by several modifications like replacing the N,N-dimethyl propyl 

amine tail part from the molecule N
2
-benzyl-N

3
-(3-(dimethylamino)propyl)-6-

nitroquinoxaline-2,3-diamine (Figure) with various cyclic rings and tails to avoid DNA 

intercalation and to reduce cytotoxicity. All the molecules were screened using Dual-

Luciferase assay. The most active compound was found to be compound 25. The 

molecule was further subjected to circular dichroism studies against IRES subdomain IIa 

and also CT DNA to study their specificity towards the HCV IRES RNA. Finally, the 

cytotoxicity of all molecules was checked using MTT assay in HuH 7 and Hek 293 cells.  

 

2.2. MATERIAL AND METHODS: 

 

2.2.1. Design and Synthesis: 

The molecules were synthesized by Ajay Kanungo, Dipendu Patro, Ritesh Pal, and Bhim 

Majhi from our lab.  

 

2.2.2. Cell culture: 

Huh 7 cells (Hepatocellular carcinoma) were provided by Dr. Suvendranath 

Bhattacharyya lab. The adherent cells were maintained using DMEM (Dulbecco’s 

Modified Eagle’s medium) with 10% Fetal Bovine Serum, Sodium Pyruvate, L-

Glutamine, and 1X Penicillin-Streptomycin and maintained in a humidified CO2 

incubator at 37ºC.  
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2.2.3. Dual Luciferase Assay 

Huh 7 cells in DMEM medium and 10% FBS were added to 24 well plates, kept in a CO2 

incubator at 37°C overnight. Cells reaching around 70% confluency were transfected 

using a bicistronic HCV plasmid containing the HCV IRES with Lipofectamine 2000 

following standard procedure for 4-5 hours in the CO2 incubator.  After 4 hours, 

Complete DMEM media was added to the cells after removal of the Transfecting medium 

and kept overnight for cells to recover and amplify the plasmid. Cells were then treated 

with compounds and further incubated for 24 hours after which they are washed and 

lysed using PBS and Passive Lysis buffer, respectively.  

Luciferase activity was estimated using Promega Glomax Luminometer and plot with 

Graphpad Prism 7. 

 

2.2.4. Mutational Studies 

For the mutational study QuikChange II Site-directed Mutagenesis kit from Agilent was 

used. The Primers used to make the A57U mutation were: 

5’CCCCTGTGAGGAACTTCTGTCTTCACGCAGA-3' (sense primer) and 5'-

TCTGCGTGAAGACAGAAGTTCCTCACAGGGG-3' (antisense primer). Any mutation 

was confirmed by DNA sequencing. They were further studied using dual-luciferase 

based assay. 

  

2.2.5. HCV Replication Inhibition 

The replication inhibition study was accomplished with Huh7 cells carrying the sub-

genomic replicon RNA of HCV (HCV-replicon cell line). The replicon HUH7 cells were 

subjected to the compound/DMSO for 5h in a CO2 incubator. Cells were washed with 

PBS and a fresh medium was added and kept for 48h. Cells were lysed using Tri Reagent 

to collect the total RNA. Change in HCV RNA level was recorded with RT-qPCR where 

GAPDH acted as an internal control.  
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2.2.6. Annealing of HCV Domain IIa 

RNA sequence (5’ – GCGUGUCGUGCAGCCUCCGG – 3’ and 5’ –

CGGAGGAACUACUGUCUUCACGCC –3’) was ordered from Integrated DNA 

Technologies (IDT). Equal amounts of both oligos were mixed in Hepes buffer, warmed 

up to 91°C for 4-5 minutes, and cooled slowly for the RNA oligo to anneal with one 

another. Annealed RNA was then quantified with a spectrophotometer and stored at -

80°C for further use.  

 

2.2.7. Circular Dichroism 

Jasco 814 CD Spectrometer was used for the CD measurement studies. 10 mM NaP 

buffer containing 1% DMSO and MgCl2 was used for the titration studies. An increasing 

concentration of compounds was added to the annealed HCV IIa RNA oligo and 

measured. All data were analyzed with Graphpad Prism 7.  

 

2.2.8. Cytotoxicity assay 

Hek293 and Huh7 cells were plated in 96 well plates in complete DMEM and kept in a 

CO2 incubator overnight. Cells were treated with compounds and kept in the incubator for 

24 hours. After the treatment with MTT, cells were kept for 2-3 hours.  DMSO was 

added to each well after discarding the media and kept in dark at room temperature for 20 

mins. A multiplate reader was used to analyze the data. Absorbance was recorded at 595 

nm. 

 

2.2.9. DNA Gel-shift assay: 

For the gel-shift assay, pBR 322 plasmid DNA was purchased from Thermofisher 

Scientific (Cat No- SD0041). A buffer containing NaP (50mM ph 7), 10mM NaCl, and 

40 M DNA was used for the experiment. The pBR 322 DNA was subjected to 

increasing concentrations compound concentration (measured as a compound 
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concentration:DNA base pair ratio) kept at 37C for 16 hours. The specimen were run in 

1% Agarose gel for 2-3 hours at constant voltage of 50 V and stained with EtBr (0.5-1 

g/mL) at room temperature. The gels were visualized in a Biorad ChemiDoc MP Imaging 

System and the result was analyzed using Image Lab software.  

 

2.2.10. Molecular docking simulations: 

Molecular docking and simulations were performed by Krishna Kumar at CSIR-IICB 

TRUE Campus. The crystal structure of the IRES domain of HCV (PDB ID: 2NOK) 
169

 

was taken from PDB 
172

. Protein preparation wizard of Schrodinger suite 
173

 was used to 

assemble the receptor. Using Ligprep wizard 
174

 of Schrodinger suite the ligands were 

prepared which generates energy-minimized structures with different ionization states, 

stereochemistries, ring conformations and tautomers. Using rDock 
175-176 docking tool 

docking was performed. During docking to get distinct docking solutions the receptor 

kept rigid and all ligands were flexible. For the improvement of each docking pose, Post-

docking minimization was performed. Using rDock score best-docked poses were ranked 

and the best docking pose was chosen. 

 

2.2.11. Molecular dynamics simulations: 

Molecular dynamic simulations were performed by Krishna Kumar at CSIR-IICB TRUE 

Campus. To understand the change in the HCV IRES domain IIa structure by compound 

4d, MD simulations were performed using the receptor-ligand complex obtained from 

docking analysis. Using GROMACSv4.5.3 simulation package the MD simulation was 

performed.
177

 The topology and coordinates of receptor was generated with 

Amberff99bsc0χ0L3 force field.
178

 A simulation cubic box was defined by filling with 

TIP3P-water molecules.
179

 Receptor-ligand complex was kept at 1.0 nm away from the 

box edge and Na
+ 

was added to neutralize the system. Equilibration of sample was done 

under unchanged particle number, volume and temperature (NVT) and unchanged 

particle number, pressure and temperature (NPT) conditions at 300K temperature with 

pressure of 1 atm using Berendsen temperature coupling method 
180

 and Parrinello-
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Rahman barostat method.
181 

The final runs were performed under NPT conditions at 

300K for 30 ns and 1 atm pressure. The leapfrog algorithm 
182

 was used during 

production run for integrating the Newton’s equations of motion. By the Particle-Mesh 

Ewald (PME) algorithm 
183

,
 
the long-range electrostatics was calculated.

 
To contrain the 

length of the bonds, LINCS (LINear Contrainst Solver) 
184

 algorithm was used. The 

trajectories and coordinates of atoms were recorded  every 0.002 ps. After MD simulation 

completion, g_dist utility of GROMACS package was used to calculate the distance 

between the terminal bases. 

 

2.3A. RESULTS AND DISCUSSION:  

2.3A.1. Design and Sythesis of the monoquinoxaline derivatives: 

The monoquinoxaline derivatives targeting IRES domain IIa RNA were designed from 

the crystal structure of the complex between benzimidazole and subdomain IIa RNA 

(Figure 2.2B). From the structure it was hypothesized that the RNA bases will form 

stacking interaction with the quinoxaline part, the guanine residues in IRES will form 

hoogsteen pairing with the nitrogen atoms of the quinoxaline core and the RNA 

Phosphate backbone will interact with the protonated N,N-dimethylaminopropylamine 

chain thus the molecule should have an increased affinity for the IRES RNA subdomain 

IIa (Figure 2.2D). To achieve the above objectives the substituents at the C2, C3 and the 

C6 positions of the quinoxaline core were varied (Figure 2.2E). 
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Figure 2.2: A) HCV IRES secondary structure. B) Benzimidazole-HCV IRES inhibitor complex. 

C) HCV IRES subdomain IIa sequence. D) Proposed interaction between HCV IRES subdomain 

IIa and designed monoquinoxaline compounds. E) Different substitution positions in the 

monoquinoxaline scaffold.  
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 Figure 2.3: Structures of monoquinoxaline derivatives used in the study. 

 

2.3A.2. Dual Luciferase Assay: 

The potential to inhibit IRES-mediated translation of the designed quinoxaline small 

molecules was studied using Dual-Luciferase reporter-based studies. In the assay, a 

bicistronic reporter plasmid containing the Firefly Luciferase gene under HCV IRES 

control and the renilla luciferase gene (Internal Control) under the Cap promoter was 

taken (Figure 2.4). The Ratio of Fluc by Rluc of the compound treated was compared 

with the untreated. The relative percent luciferase activity was taken keeping the control 

as 100%. From the luciferase assay, some molecules showed promising results from 

which the most potent molecule was found to be was 4d(EC50 ≈ 7 μM). (Figure 2.5) 

Results suggest that the molecules can inhibit translation by HCV IRES in Huh 7 cells.  
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Figure 2.4: Plasmid DNA construct for Dual Luciferase assay.   

 

Figure 2.5: Translational Inhibition of HCV IRES by dual luciferase assay for all compounds 

used for the study.  

 

2.3A.3. Circular Dichroism Studies of the IRES subdomain IIa upon treatment with 

4a: 

The HCV IRES RNA can take up many complex secondary and tertiary structures, which 

are mainly guided by divalent metal ions like Mg2+ and Mn2+. The structural change of 

any nucleic acids can be probed using Circular Dichroism spectroscopy 
185-187

. Folded 

IRES RNA shows a characteristic positive ellipticity peak at around 262 nm and a 

negative ellipticity peak at around 215 nm indicative of the A form of RNA, the more 

predominant form of RNA present in nature 
188-189

. The subdomain IIa of HCV IRES 
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undergoes an increase in ellipticity peak at 262 nm upon titration with an increasing 

concentration of MgCl2 that indicates an enhancement in base stacking interaction in the 

L-shaped loop of subdomain IIa (Figure 2.6A) that was also supported by MD Studies 

(Figure 2.7). Upon treatment of this subdomain IIa with the compound 4d, there was a 

significant reduction in ellipticity at  262 nm suggesting 4d disrupts the base stacking 

interaction in the RNA thereby reducing the influence of HCV IRES subdomain IIa 

driven translation initiation in Huh 7 cells as observed from circular dichroism studies 

(Figure 2.6C) and Molecular simulation studies (Figure 2.8). When 4d treated IRES was 

titrated with increasing concentration of MgCl2 in reverse titration experiment, there was 

a recovery in ellipticity peak at around 262 nm suggesting 4d was dislodged from the 

RNA since Mg2
+
 competes with 4d for the binding site at the subdomain IIa (Figure 

2.6E). At a higher concentration of 4d there was a significant base unstacking and 

collapsing of the subdomain IIa structure that could not be recovered upon titration with 

MgCl2 (Figure 2.6F). The CD titration experiments of the other potent molecules are 

represented in Figure 2.7. 

 



77 

 

Figure 2.6: A) Circular dicroism (CD) spectra of MgCl2 titrated (100M – 5mM) HCV IRES 

subdomain IIa. B) Ellipticity plots at 262 nm for MgCl2 titrated (100M – 5mM) HCV IRES 

subdomain IIa. C) CD spectra of 4d treated (50 – 150 M) HCV IRES IIa. D) Ellipticity plot at 

262 nm for 4d treated (50 – 150) HCV IRES IIa. E) CD spectra of 4d treated (50 M) HCV IRES 

IIa titrated using MgCl2 (0.5 – 5mM). F) CD spectra of 4d treated (100 M) HCV IRES IIa 

titrated with MgCl2 (0.5 – 5mM).  
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Figure 2.7: A) CD spectra of 3b titrated (10-250) HCV IRES IIa. B) Ellipticity plot at 262 nm for 

3b titrated (50 – 150) HCV IRES IIa. C) CD spectra of 4a titrated (25-150) HCV IRES IIa. D) 

Ellipticity plot at 262 nm for 4a titrated (25 – 150) HCV IRES IIa. E) CD spectra of 4c titrated 

(25-150) HCV IRES IIa. F) Ellipticity plot at 262 nm for 4a titrated (10 – 150) HCV IRES IIa.  
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Figure 2.8: A) Base stacking interaction of IRES IIa in absence of Mg2+ ions pre-stimulation. B) 

Base stacking interaction of subdomain IIa in presence of Mg2+ ions post-stimulation (50 nano 

seconds). C) Base stacking interaction of IIa in Mg2+ ions absence post-stimulation (50 nano 

seconds).  

 

2.3A.4. HCV Replicon study: 

 The subdomain IIa is an important player in regulating the HCV viral RNA replication 

171
. The 125 nucleotides encompassing the subdomain 1 and 2 of IRES are crucial for the 

replication of the HCV RNA genome.
190

 The HCV replication inhibition potential of the 

compound 4d was therefore studied using genotype-IIa of HCV monocistronic replicon 

in Huh 7 cells.  HCV RNA levels of treated and untreated Huh 7 cells carrying the 

replicon plasmid were measured to inquire the replication efficiency of the viral 

RNA in presence of 4d. Using HCV RNA fold change plots it was found that 4d could 

indeed reduce the production of viral replicon RNA in Huh 7 cells (Figure 2.9).  This 

work was done in collaboration with Prof. Soumitra Das. 
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Figure 2.9: Fold change in the replication of HCV upon treatment with 4d using an HCV 

replicon plasmid in Huh 7 cells.  

 

2.3A.5. Molecular docking and simulations: 

Molecular docking and simulation were performed from the available HCV IRES crystal 

structure (PDB ID: 2NOK) using various bioinformatics tools. Molecular dynamics 

simulations were used to understand the 4d mediated HCV IRES subdomain IIa 

structural change. The docking of the most potent compounds like 4d, 4a, and the control 

compound Benzimidazole were performed with the IRES RNA IIa L-shaped structure in 

order to recognize their binding sites in the subdomain IIa RNA. MD simulations were 

further performed using the best-docked complexes. A gradual increase up to 11Å was 

observed within the terminus residues of the IRES RNA-4d docked structure similar to 

the one observed for Benzimidazole (8Å) suggesting that 4d can also alter the secondary 

structure of subdomain IIa.  

This work was done by Krishna Kumar under the supervision of Dr. Saikat 

Chakrabarti. 
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2.3A.6. Mutational Studies: 

The sequence specificity of the most active HCV IRES translation inhibitor was 

performed using site-directed mutagenesis experiments. The residue Adenine 57 in 

subdomain IIa is vital in maintaining the HCV IRES L-shaped structure in presence of 

Mg
2+

. Since the compound 4d competes with Mg
2+

 for the binding site in the subdomain 

IIa we tried to decipher the effect of 4d on an A57U mutated form of the IRES where the 

Adenine at the 57
th

 position is replaced by Uracil. The mutated IRES were confirmed 

using sequencing studies. This work was done together with Dr. Tridib Mahata (THESIS 

ID- CUE-A15792-T11942). 

Translational studies using dual luciferase-based assay with the Wild Type and A57U 

mutated IRES showed that there was a reduction in the HCV driven IRES translation for 

both the wild type and A57U mutants when treated with other active compounds like 3d, 

4e, 4f, etc. (Figure 2.10A) but the translation inhibition potential of 4d was lost in case of 

A57U mutant (Figure 2.11B) and remain active against the wild Type IRES (Figure 

2.11A).  

 

Figure 2.10: A) Dual-luciferase assay of A57U mutated plasmid DNA with compounds 4d(CA), 

4c(Pyz Biotin) and, 4a(5a_biotin). B) Translational efficiency comparison between Wild Type 

IRES and A57U mutated IRES. 
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Figure 2.11: A) Dose-dependent dual luciferase assay of 4d on wild type IRES bicistronic 

plasmid. B) Dual-luciferase assay of 4d (dose dependent) on A57U mutated IRES bicistronic 

plasmid.  

Circular dichroism studies with wild type subdomain IIa and A57U mutated subdomain 

IIa also showed that there was a reduction in the ellipticity at 265 nm for A57U mutated 

IRES when titrated with MgCl2 in comparison to the wildtype IRES (Figure 2.12) 

suggesting the importance of the Adenine (57) base in maintaining the base stacking 

interaction of the IRES by interacting with Mg
2+

 ions.  

 

Figure 2.12: A) Circular dichroism (CD) spectra of MgCl2 titrated (100M – 40mM) A57U 

mutated HCV IRES subdomain IIa RNA. 
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2.3A.7. DNA intercalation experiments: 

DNA intercalation studies like DNA Gel shift assay was carried out to investigate the 

effect of the most potent IRES binders on DNA. This is important since the IRES binder 

must have minimal off-target effects otherwise they would be highly toxic to cells which 

would significantly reduce their therapeutic potential as an antiviral compound. PBR 322 

plasmid DNA was used for the gel shift studies. Different PBR 322: IRES binder ratios 

were used to study the effect of the compounds on the plasmid DNA. It was observed that 

the compounds did not intercalate to the ds DNA even at high molecule: PBR 322 DNA 

ratios (Figure 2.13) suggesting the molecules show specificity towards the HCV IRES 

subdomain IIa RNA. 

 

Figure 2.13: PBR 322-plasmid DNA Gel shift assay upon treatment with 4d(A) and 4c(B).    

2.3A.8. Cytotoxicity studies using MTT assay: 

Cell cytotoxicity studies were performed using both Hek 293 (Figure 2.14) and Huh 7 

cells (Figure 2.15) using MTT assay following the standard protocol mentioned under 

material and methods. Different compounds showed different cell cytotoxicity in Hek 

293 and Huh 7 cells. The dual luciferase assay was performed based on the cytotoxicity 

results of individual compounds where the compound dosage for the dual-luciferase 

assay was kept at a much lower concentration than their respective CC50 values so as to 

minimalize any cytotoxic effect of the compounds on the translational inhibition 

efficiency. 
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Figure 2.14: MTT assay in Hek 293 cells. 
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Figure 2.15: MTT assay in Huh 7 cells. 
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PART B 

 

2.3B. RESULTS AND DISCUSSION: 

2.3B.1. Design and synthesis of the quinoxaline derivatives: 

A series of monoquinoxaline residues were synthesized by replacing the N,N-dimethyl 

propyl amine tail part of the compound N
2
-benzyl-N

3
-(3-(dimethylamino)propyl)-6-

nitroquinoxaline-2,3-diamine by cyclic pyrrolidine ring (Figure 2.16) in some cases. In 

other cases, the benzyl part was replaced by piperazine moiety (nonbenzyl). This work 

was done by Dipendu Patra.  

 

Figure 2.16: A) Monoquinoxaline scaffold used in the study. B) and C) Structures of all the two 

most active compounds used in the study.  

 

2.3B.2. Cytotoxicity Studies: 

Cell cytotoxicity studies were performed using MTT assay in Huh 7 and Hek 293 cells. 

Most of the compounds showed very little cytotoxicity (Figure 2.17). This cytotoxicity 

was taken as a reference point for using the compound concentration in dual luciferase 

assay to eliminate the effect of cytotoxicity in the translation inhibition potential of the 

molecules.  
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Figure 2.17: Cytotoxicity studies in Hek 293 cells with MTT assay.  
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2.3B.3. Dual-Luciferase Assay: 

The synthesized molecules were subjected to dual luciferase-based reporter assay (Figure 

2.18). Compound 12 where N,N-dimethyl propyl amine tail of the DNA intercalating 

compound N
2
-benzyl-N

3
-(3-(dimethylamino)propyl)-6-nitroquinoxaline-2,3-diamine (1d) 

was replaced by a pyrrolidine ring reduced HCV IRES-mediated translation efficiency by 

45.94 ± 3.35% at 50µM. The most active compound was found to be ABD5 (25) wherein 

the N,N-dimethyl propyl amine tail was replaced by N,N,N
/
-tri methylpropane-1,3-

diamine group and it decreased the HCV IRES-driven translation by 66.63 ± 6.4 at 25 

μM and 77.74 ± 8.9 at 50 μM concentration. Results suggest that the synthesized 

derivatives can inhibit HCV IRES-mediated translation in Huh 7 cells.   

 

Figure 2.18: Translational Inhibition of HCV IRES by dual luciferase assay for all compounds 

used for the study. 

 

2.3B.4. Circular Dichroism studies: 

Circular dichroism studies were performed using the compound ABD5 (25) (Figure 2.19) 

and CANMethyl (26) (Figure 2.20) to check whether the RNA structural alteration 

property of the compound was still intact using subdomain IIa RNA of HCV IRES. From 

both figures, it was quite evident that there was a reduction in the ellipticity peak at 265 
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nm suggesting compound 25 and 26 can alter the RNA structure by disrupting the base 

stacking interaction in the RNA.  

 

Figure 2.19: A) CD spectra of ABD5 treated (25 – 400 M) IRES IIa RNA. B) Ellipticity plot at 

270 nm for ABD5 treated IRES IIa.  

 

 

Figure 2.20: A) CD spectra of CA-Nmethyl treated (25 – 400 M) IRES IIa RNA. B) Ellipticity 

plot at 270 nm for CA-Nmethyl treated IRES IIa. 

 

2.3B.5. DNA intercalation studies: 

DNA Gel shift assay was carried out to study the effect of the most potent IRES binders 

on DNA. The assay was performed using PBR 322 plasmid DNA. Different PBR 

322:IRES binder ratios were used to study the effect of the compounds on the plasmid 

DNA. It was observed that the compounds ABD5 and CAN-Methyl did not intercalate to 

the ds DNA even at high molecule: PBR 322 DNA ratios (Figure 2.21) suggesting the 

molecules show specificity towards the HCV IRES subdomain IIa RNA. 
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Figure 2.21: PBR 322 plasmid DNA Gel shift assay on treatment with ABD5(25) and 

CANMe(26).  

 

2.4. Conclusion: 

The study shows that a group of designed 6-nitroquionoxaline derivatives was 

successfully synthesized that targets the HCV IRES subdomain IIa RNA. The most 

potent among them was found to be 4d, a cinnamic acid derivative that reduced HCV 

IRES-driven translation by ≈ 60% at 10 μM. Biophysical and Molecular Dynamics 

analysis showed that 4d bound to L-shaped loop of the subdomain IIa and lead to the 

unstacking of bases thereby resulting in the collapsing of the RNA structure. Site-

directed Mutagenesis studies using the A57U mutated form of the IRES showed that 

there was a loss in activity of 4d towards the A57U mutated IRES suggesting that 4d 

bound to the IRES subdomain IIa at a region that is in close proximity to the Adenine 

57 nucleotide of the IRES. MgCl2 competitive experiments with 4d further confirm 

the fact that 4d indeed competes with Mg2+ for the IRES subdomain IIa binding site.  

In the second part, several modifications to the scaffold 1d were made to reduce 

cytotoxicity and increase activity. Although cell cytotoxicity was reduced to some 

extent but the translation inhibition potential was intermediate. Further 

modifications are required to increase the activity of the compounds before they can 

be used as an antiviral against HCV infections in the future.  
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Overall this study provides a good platform for the further development of new 

antivirals against HCV that can alter the HCV IRES RNA structure resulting in 

inhibition of HCV IRES-directed replication and translation in mammalian cells. A 

short model of the study is given below (Figure 2.22). 

 

Figure 2.22: Schematic representation how 4d disrupts the base stacking interaction in the 

subdomain IIa of the HCV IRES thereby reducing HCV IRES driven translation 
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SUMMARY OF WORK: 

 

Quinoxaline small molecules are those secondary metabolites that comprise of two-

quinoxaline parts attached to an octadepsipeptide ring. They intercalate double-stranded 

DNA in a sequence-dependent way and a few of their derivatives have been found to be 

very active against a wide range of bacterial species, different viruses, and other types of 

cancers as well. They have been used in poultry industries and fisheries in the past but 

their complex structures make them very difficult to synthesize. To overcome the above 

challenge, our lab synthesized simpler monoquinoxaline derivatives. In this work, the 

DNA binding, as well as antibacterial property of one of the lead molecule 3d was 

explored. For the binding studies various biophysical techniques like Agarose DNA gel-

shift assay using PBR 322 plasmid as well as Staphylococcus aureus genomic DNA were 

done, Circular Dichroism spectroscopy, FID (Fluorescence intercalator Displacement 

assay), ITC (Isothermal Titration Calorimetry) was also performed. Our study showed 

that the molecule bound to DNA with high affinity. AFM (Atomic force microscopy 

studies using PBR 322 and S. aureus genomic DNA were performed which showed that 

the lead compound 3d led to the opening of the bases in DNA at lower compound: DNA 

ratios and formation of DNA superstructures and DNA condensation at high compound:  

DNA ratios. Circular Dichroism studies using Poly AT and Poly GC DNA showed that 

3d bound to Poly GC with high specificity.  

MIC studies using five different bacteria (i) S. aureus (ii) S. epidermidis (iii) A. 

chlorophenolicus (iv) E. coli (v) P. aeruginosa showed that 3d had good antibacterial 

property (low MIC) across all five bacteria when compared to other derivatives and best 

activity against S. aureus. Further studies of 3d treated S. aureus cells revealed that 3d 

induced replication stress in the cells and led to DNA damage as well as Nucleoid 

fragmentation. In cell nucleoid condensation studies showed that 3d induces 

condensation of the bacterial nucleoid by around 30%. Upon treatment with 3d, a change 

in the morphology of S. aureus cells was observed and loss in bacterial membrane 

integrity was also noticed leading to bacterial cell death. The potential of 3d in disrupting 

Biofilms of both S. aureus and S. epidermidis was also an observable phenomenon.  
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In another work, differently designed and synthesized monoquinoxaline derivatives 

inspired from the crystal structure of Benzimidazole and domain IIa of HCV IRES was 

found to inhibit Hepatitis C virus-mediated translation and replication in Huh 7 cells. A 

lead compound 4d was found to have activity comparable to benzimidazole. Mutational 

studies using an A57U mutant revealed that 4d bound to a region in the domain IIa that 

was in close proximity to the A57 residue in the L-shaped pocket. Circular dichroism 

studies using 4d treated IIa showed that 4d leads to unstacking of bases in the L-shaped 

loop of IIa leading to collapsing of the RNA structure at a high 4d: RNA ratio. 

Competitive binding experiment between 4d and Mgcl2 showed that 4d competes with 

Mg for the binding site in the domain IIa.  DNA gel shift assay using PBR 322 plasmid 

DNA showed 4d had high specificity for the HCV RNA and did not intercalate into ds 

DNA.  
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