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ABSTRACT

Jason J. Pearson: Modeling Nasal Tract Infections of SARS-CoV-2 Variants
(Under the direction of M. Gregory Forest)

The SARS-CoV-2 coronavirus responsible for COVID-19 has undergone waves of documented mutations

and dominant variants. Sequencing of the SARS-CoV-2 spike, membrane, envelope and nucleocapsid

structural proteins has revealed mutations specific to each variant. The cell infection and viral replication

mechanisms induced by these mutations, however, remain to be quantified or identified. Clinical nasal test

data has revealed a 1000-fold rise in infectious nasal titers of delta over alpha, and another 70-fold rise of

omicron over delta. Here we seek to understand what infection-replication mechanisms can, and cannot,

explain these clinical data. We employ a mechanistic model of SARS-CoV-2 nasal tract infection [2] that

estimates infectious viral load and infected cells in the 1-3 days following an initial nasal tract infection. We

explore sensitivity in nasal viral load to mechanisms impacted by mutations: (i) viral spike binding affinity to

cell receptors, modeled as cell infectability; (ii) latency time: spanning virion-cell receptor binding to cellular

uptake, assembly, replication, and onset of virion shedding; and (iii) the number of virions shed per day by

infected cells. We find that latency time has the dominant effect on viral load: reducing the 12-hour latency

for the alpha variant to 6, respectively 2, hours is sufficient to reproduce the rises in nasal test data of delta

and omicron, respectively. Increase replication rate of infectious virions by infected cells has a significant

influence, one order of magnitude higher rate can produce two orders of magnitude higher viral titers. We

further show viral load and cell infection are weakly sensitive to cell infectability, even though stronger delta

and omicron spike-receptor binding affinities are the most publicized mutation.
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CHAPTER 1: INTRODUCTION

1.1: BACKGROUND

SARS-CoV-2 has caused a global pandemic affecting almost every aspect of life in since early 2020. As

of April 2022, at least 500 million cases of SARS-CoV-2 have been reported, and at least 6 million deaths

globally have been attributed to it [1]. In excess of this vast human toll, the loss in economic output since the

beginning of the pandemic until now is estimated to be at least $3 trillion USD [45]. Clearly, the world was

not prepared at any level.

To gain further insights into what happens to a person infected with SARS-CoV-2, the Forest Group

[7] developed a model to simulate novel viral infectious in the human respiratory tract (RT). The model

incorporates relevant (and not previously modeled) aspects of RT infections, including the anatomy of

and physiology of the RT (Table 1.2), characterization of the movement of SARS-CoV-2, and parameters

characterizing the infection properties of the virus (Table 1.1). Given its generality, the model can be used to

simulate any type of respiratory virus, including variants of the same virus if one knows the properties altered

by mutations. The initial model focus was to gain insights into two observed clinical outcomes: nasal/upper

respiratory tract infections occuring within 1-3 days of very mild exposures; and 3% to 5% [22, 24, 48] of

infections in the nasal passage progress to alveolar pneumonia [8].

The model differs from other within-host models of RT infections [47, 27, 32, 35, 37, 10, 34, 39, 46,

20, 19, 28, 14] in that it incorporates mucociliary clearance (MCC). In the absence of previous exposure to

a virus, MCC is the body’s first immune response [25, 30, 15, 4, 41, 42, 38]. MCC refers to the advection

of the mucus layer, and is the result of the the coordination of beating cilia in the periciliary liqiud lining

every part of the lung (except the alveolar space). MCC functions as an immune response by moving inhaled

virions to the esophagus where they are digested.
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1.2: MODEL DESCRIPTION

The relevant model presented in Chen et al. 2022 to this thesis is the infection kernel. The geometry

nasal passage and the different generations of the LRT are treated as cylinders (See Figure 1.1 (A)). The

branching structure shown mimics the fractal nature of the lung. Parts of the URT are not included, like the

nasopharynx or oropharynx, because of their complex geometry. This would be a desirable extension of this

model.

Due to the intensive nature of the computation involved in the infection kernal, the generations are not

connected in any sense, that is, once a virion exits generation 0 (trachea), it is not allowed to continue to

move into one of the regions labeled generation 1 and would instead be removed from the model. In reality,

the lung naturally is connect, and so another extension of this model could simulate connected generations in

parallel, however, SARS-CoV-2 mostly affects the nasal passage and deep lung, and so this approach does

not benefit the current work.

In Figure 1.1 (B), a close up of a sample cylinder modeling a RT generation is shown. Assume the radial

direction is the x-coordinate, the axial direction is the y coordinate, and the azimuthal direction is the z

coordinate. The computational model is concerned with three layers. The first, outermost layer is the cell

wall, where epithelial cells can become infected. The second layer is the PCL, populated by cilia protruding

from the epithelial cells, where diffusion is in effect. The third layer is the mucus layer, where both advection

and diffusion are in effect. Inside of the third layer is the air space of the RT, but this is not incorporated into

the model.

Along the outermost purple shell of the cylinder, along x = 0 is the cell-wall PCL interface. It has an

absorbing boundary condition with probability pinfect in the case of a successful virion infection encounter of

the cell, and a reflecting boundary condition with probability 1−pinfect for a failed virion infection encounter.

The innermost green shell of the cylinder, along x = PCLgen + mucusgen (Note mucusgen = hmucus

elsewhere in this work. See Section 2.3.2.1). has a reflecting boundary condition. This ensure virions stay

trapped inside the mucus layer and cannot escape back into the ambient air space of the RT.

Each generation begins at y = 0. Since MCC biased infection and viral load towards the esophagus, this

boundary condition is not encountered in practice. From the biological perspective, infections do not spread

via retrograde propagation, that is, mucus rarely flows backwards. Each generation ends at y = lengthgen,

which has an absorbing boundary condition removing virions from the computation.
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The azimuthal coordinate has a periodic boundary condition, as is suggested by the cylindrical geometry.

A virion, in principle, could traverse this entire dimension, however, in practice, this boundary condition is

not encountered.

Figure 1.1: Model of the human respiratory tract. Chen et al. 2022 [7].

Figure 1.1 (C) shows an unrolled cylindrical domain. It is this rectangular prism which serves as the

computational domain. To obtain this domain we can imagine making a cut on the cylinder in Figure 1.1 and

flattening it. This approximation is possible because of the relatively large size of the azimuthal dimension.

The cells comprising the cell wall shown in Figure 1.2 (A) are modeled as squares filling out the

rectangular (y, z) plane located along x = 0. Their side length is 4µm. Each cell is in one of four states:

uninfectable (white), uninfected (blue), infected (yellow) and shedding (red). The initially infected cell used

in simulations (just transitioned from blue to yellow at t = 0) is, by convention, located at the center of

the upstream of the generation. All the remaining cell states are randomly set to uninfectable or uninfected

based on the percentage of infectable cells, a model parameter (See 2.3.2.3). Uninfectable cells (white)

maintain their state throughout the entire simulation. As their name indicates, they are not susceptible to

virion infection. Infectable cells (blue) when having a successful virion encounter transition to infected cells

(yellow). A timer is started at the time of infection, ti. Once the period of latency time tlatency (See Section

3



2.3.1.2) has passed the cell finally transitions to a shedding cell (red). At time ti + tlatency, the cell begins

shedding virions into the ASL. The initial location of the virions is at the center of the infected cell they

are released from, right at the PCL-cell interface. No virions are present in the ASL at the beginning of the

simulation.

Figure 1.2: (A) Cell wall with possible states and (B) virion trajectories. Chen et al. 2022 [7].

The virions are modeled as inertialess point particles, undergoing diffusion and advection depending on

their location as shown in. Once shed, the ordinary differential governing their evolution is

dx =
√

2DvdW1 (1.1)

dy =
√

2DvdW2 + sadv,gen1x>PCLgendt (1.2)

dz =
√

2DvdW3. (1.3)

such that Dv is the diffusivity of SARS-Cov-2 inside mucus, dWi is 1-D Brownian motion, sadv,gen is the

advection velocity of the mucus, 1x>PCLgen is an indicator function, and dt is a time step. The time step

of the infection in practice is dt = 1s, and the virions trajectories are obtained using Forward Euler. The

Brownian motion is generated by the choice of randomly oriented three-dimensional unit vectors.

Diffusion is the same in each coordinate dimension, dictated by the fact the virions are diffusing in the

same fluid, mucus, in any selected generation. Only the y-coordinate direction features advection, which

has a strength dependent on the generation being simulated. Advection is greatest in the nasal passage and

decreases when traveling deeper into the lung. The advection of the mucus layer is caused by the coordinated
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beating of cilia protruding from the cell wall into the PCL layer. These cilia are assumed to not cause any

advection in the PCL layer itself.

Figure 1.2 (B) depicts a single veritcal column of the cell wall in Figure 1.2 (A) with the PCL and mucus

layer (advecting to the right) laid over top and multiple virion trajectories. Shed virions have two ultimate

fates: they either infect an epithelial cell or are cleared from the generation. The virions labeled v3 and v5

are examples of virions which end up clearing the generation, and those labeled v1, v2, and v4 are examples

which infect epithelial cells.

The infection kernel keeps track of various aspects of the infection. Efficient data structures store the

time of infection for each infected cell ti, its location (y, z) on the cell wall, how many times the cell is

infected by a virion during the simulation (Infected and shedding cells can continue to uptake virions. See

Figure 1.2 (B) virions v1, and v4), the number of shed virions, the number of free virions, the number of

cleared virions (flux). This information can be synthesized to generate a heatmap of the cell wall, showing

the time lapse of the infeciton over time, or the number of free virions over time.

1.3: MODEL PARAMETERS

The parameters used in the model described in Section 1.2 are shown in Table 1.1, 1.2. Both tables are

populated from clinical or experimental data.

Hydrodynamic radius of SARS-CoV-2 (nm) 100
Diffusivity in airway surface liquids (µm2/s) 1.27
Alveolar space: probability of infection of infectible cell by infec-
tious SARS-CoV-2 virion (% per encounter per second)

0.03

Non-alveolar space: probability of infection of infectible cell by
infectious SARS-CoV-2 virion (% per encounter per second)

0.3

Duration of eclipse or latency phase (hours) 12
Duration of virus replication phase (days) 3
Replication rate of virions inside infected cell (counts per day) 50,000
Percent of replicated virions that are infectious (%) 4 (2000/day)

Table 1.1: Assumed alpha variant coronavirus properties. Chen et al. 2022 [7].

Table 1.1 lists the best available measurements or parameter estimates for SARS-CoV-2. The table

includes the hydrodynamic radius of a SARS-CoV-2 virion, which can be taken to be the radius of the

bounding sphere around the virus. The diffusivity in the airway surface liquids is next, describing the extent

thermal motion can move the virion in the ASL. Two differing values exist for the probability of infection of
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a infectible cell by a infectious SARS-CoV-2 virion, corresponding to the alveolar space in the deep lung,

and the non-alveolar space outside that region. This is due to the differing proportion of the types of cells

in those regions. The non-alveolar space has a greater density of epithelial cells, and therefore has a higher

susceptibility to infection. The duration of the eclipse phase is the time it takes a cell from a successful

infection event to the moment it begins shedding. The duration of the virus replication phase is how long the

infected cell is thought to shed virion prior to the immune system mounting a response to replace it with an

uninfected cell. This places an effective time scale limit on how long the model can be run, as by assumption

it does not immune responses. Lastly, the replication rate of virions inside an infected cell refers to the raw

number of virions the cell produces. Most of these produced virions are incapable of causing infections, and

so only the small fraction capable of causing an infection are considered, i.e., the percent of replicated virions

that are infectious.

Table 1.2 gives measurements or parameter estimates for the human RT. First it has the length of each

generation. Deeper locations in the RT tend to have smaller lengths. Next is the assumed mucus layer

thickness (See the green layer in Figure 1.1). This is added to the 7µm thick PCL to create the entire ASL.

Next is the assumed advection, largest in the nasal passage, and monotonically decreasing until generation

19. In the deepest part of the lung (not shown in the table), no advection is present. Next the time for the

mucus layer to advect the full length is computed from the assumed length and assumed advection. The

final three columns are a result from [7], describing the probability a generation will become infected with

a virion starting at the air-ASL interface. Virions started this way will either infect or advect out of the

generation. Many such realizations were performed to determine these probabilities. Particularly noteworthy

is the relative accuracy of a virion started at the midpoint of capturing the probability to infect for a virion

started in the middle two quartiles of a generation.

Note that with the exception of the the hydrodynamic radius and the diffusivity in ASL, that all the

parameters are estimates for the alpha variant of SARS-CoV-2. The remaining parameters are later (Section

2.3) the subject of of a sensitivity analysis of this model.

1.4: MODEL OUTPUTS

The infection model outputs of greatest interest are the total number of shed virions and total number of

the infected cells. However, as alluded to previously, the model does keep track of other information, like
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Generation
Assumed

length
(cm)

Assumed
mucus
layer

thickness
(µm)

Assumed
advection

(mm/min)

Time for
mucus layer

to advect
the full

length (hrs)

Probability
of

infection
(starting at

upstream end)

Probability
of

infection
(starting

at
midpoint)

Probability
of

infection
(starting
in middle

two
quartiles)

Nasal 1.3× 101 17 8.8 0.246 0.9093 0.6863 0.6721
0 1× 101 50 5.5 0.303 0.4177 0.1733 0.1727
1 4.36× 100 44.4 3.91 0.186 0.3 0.0989 0.1056
2 1.78× 100 38.8 2.49 0.119 0.2229 0.0644 0.07
3 9.65× 10−1 33.1 1.54 0.104 0.2619 0.0868 0.088
4 9.95× 10−1 27.5 0.889 0.187 0.6024 0.3164 0.312
5 1.01× 10−1 21.9 0.496 0.339 0.9046 0.6857 0.6625
6 8.9× 10−1 19.6 0.296 0.501 0.9857 0.8693 0.8463
7 9.62× 10−1 17.3 0.167 0.96 0.9999 0.9901 0.9799
8 8.67× 10−1 15 0.101 1.43 1 1 0.9983
9 6.67× 10−1 12.7 0.0616 1.8 0.9988 1 0.9999
10 5.56× 10−1 10.4 0.0396 2.34 0.9901 1 1
11 4.46× 10−1 9.32 0.0252 2.95 0.9575 1 1
12 3.59× 10−1 8.29 0.0165 3.63 0.8973 1 1
13 2.75× 10−1 7.26 0.0113 4.06 0.8029 1 1
14 2.12× 10−1 6.23 0.008 4.44 0.7757 1 1
15 1.68× 10−1 5.2 0.0057 4.93 0.7188 1 1
16 1.34× 10−1 4.7 0.0041 5.47 0.6548 1 1
17 1.2× 10−1 4.21 0.0028 7.07 0.6509 1 1
18 9.2× 10−2 3.72 0.0014 11 0.5678 1 1
19 8× 10−2 3.22 0.001 13.9 0.5957 1 1

Table 1.2: RT physical dimensions, advection speeds and probability of infection within generation. Chen et
al. 2022 [7]

the infection times, the number of virions which infect each cell, and the amount of virions (flux) ultimately

leaving a generation.

The results, showing some of the model outputs, from Chen et al. 2022 [7] are displayed in Figures 1.3,

and 1.4.
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Figure 1.3: Model outputs: cell heatmap time lapse. Chen et al. 2022 [7].

Figure 1.3 shows a time lapse of how infections can evolve inside of the various parts of the RT. Each pane

in the figure shows the cell wall at a specified time shown off to the right. The initial condition, not shown, is

a single infected cell which has only just begun shedding in the upsteam direction In each generation depicted.

Essentially, the cell walls start almost entirely uninfected, and so the initial condition of the heatmaps is a

state of being completely blue (uninfected) with the exception of a single cell. The arrows on top of each

column indicate the direction of advection. The nasal passage is the only region simulated with downward

mucus advection (towards the esophagus). Generations 0, 5, 10, 15 all feature upward mucus advection.

Diffusion is the same in each case, but the affect from advection is relatively stronger than that of

diffusion in the generations greater than 10, as can be seen from the streaks of infection gradually seen to

emerge as the simulation time reaches 36 hours. In the LRT, i.e., generations 10 and 15, diffusion dominates
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over advection, and the spread of the across the entire length is not realized. The final spread of the infection

also assumes a more radially symmetric character, as would be expected in the case of a purely diffusive

phenomena.

One major caveat to making comparisons between the columns is their scaling. The horizontal dimension

for the plots of the nasal passsage, generation 0 and 5 is zoomed in to focus on the region where the infection

occurs, and does not show the entire width of the cell wall. As already mentioned, the advection in these three

locations dominates the diffusion, and as a consequence, the region of infected cells is never able to wrap

around the width of the generation, that is, the periodic boundary condition in the azimuthal direction is never

in pratice encountered. The vertical dimension of these plots does include the entirety of each generation.

For generations above 10, the general pattern shown is at 12 hours post initial cell shedding, a thin streak

of cells becomes infected with daughter virions. A second generation of cells have yet to begun shedding

their own daughter virions. Next, at 24 hours post initial cell shedding, a second generation of cells have

begun shedding, as can be seen by the small red regions near the initial infection site. Naturally, these cells

close to the initially infected cell are very likely to become infected earlier, and transition to shedding cells

themselves earlier. Last, at 36 hours post initial cell shedding, a large streak of cells have entered a shedding

phase. The heatmap further suggests this large streak of infected cells extends beyond the nasal passage, and

into the adjacent nasopharynx or oropharynx.

For generations 10 and 15, the general pattern of infected cell propagation is similar, but the combination

of weakening advection and thinner mucus layers contribute to diffusion becoming the dominant mechanism

of spread of viral load and infection.
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Figure 1.4: Model outputs: infections vs time. Chen et al. 2022 [7].

Figure 1.3 shows the change of the cell infection over time, whereas 1.4 shows the change of the viral

infection of the same simulations over time.

The blue curves show the total virions shed over time. The yellow curves show the total number of

virions cleared, also referred to as virion flux. The plots include a dotted green line indicating the time it took

for the first virion to leave the specified generation, and a black line, referred to as escalator clear time, which

specifies the time it takes for a mucus tracer particle starting upstream in the generation to exit. Especially in

the generations above 10, advection is strong enough that it takes only around 1 hour at most for the first

virion to exit. This time is at least the escalator clear time, as a virion will almost certainly not diffuse only

the direction of advection. The red curves show the free virions over time. Free virions are those which are

inside the ASL, continuing to diffuse and advect and have yet to find a cell to infect or clear. The initial 0.5

days of each plot show the number of free virions to be small. The reason for this is the combination of a

large number of infectible cells which have yet to become infected combined with a small number of virions
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being released. This implies most of the virions released from the initially infected cell find a new cell to

infect. The blue curves are a sum of the yellow and red curves.

The shape of the total virions shed (blue) curves exhibit an oscillation between periods of exponential

and linearly dominated growth. Periods of exponential growth are begun when a new generation of cells

transitions from infected to shedding. Once a generations transition has mostly completed, a period of linear

growth sets in, which appears like a decrease in slope in the semi-log plots.

Generation 10 and 15 lack the 1st virion cleared time, and the reason again can be traced to the fact

advection is relatively weak compared to diffusion in this region. No virions are able to escape these

generations as a result.

1.5: CONCLUSION

In this introductory chapter we have summarized the baseline pre-immunity model I inherited from my

collaborators, published in Chen et al. 2022 [7], with best known parameter values for the 2020 alpha variant

of SARS-CoV-2. Some key information generated by their work is:

• There is a strong likelihood of nasal infection following exposure.

• Nasal infection is the precursor and source of alveolar infection (deep lung infections only occur from

direct deposition of virions into deep lung, not by retrograde progression from the lower RT).

• This fact compels a dedicated focus on the sensitivities associated with nasal passage infection and the

deep lung.

• Virion parameters in Chen et al. 2022 [7] were for the alpha variant.

From here, my contributions begin, focusing on the nasal passage and the striking exposure outcomes

that have been documented from the alpha variant to the delta variant and then omicron variant.
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CHAPTER 2: SENSITIVITY ANALYSIS

2.1: INTRODUCTION

We would like to answer various questions about SARS-CoV-2 respiratory infections. What mechanisms

are modified by the waves of viral mutations and variants? Which mechanistic parameters dominate or

weakly affect infection outcomes? How stochastic are infection outcomes in the nasal passage where we have

the majority of clinical data? Can the model reproduce various types of clinical data?

To answer these and other questions, we need to perform sensitivity analysis on the model in Chapter 1.

Informally, sensitivity analysis is a collection of techniques to determine which input parameters have the

greatest affect in the outputs. Formally, sensitivity analysis considers a physical model M of form

Y = M(X , P ) (2.1)

such that X is a random vector in Rn, capturing the variability of the input parameters to the model, Y is

a vector of model responses (also random), and P is a vector of deterministic parameters in the model (if

present). The components of the vector X are considered to be independent, although methods do exist in the

case where the components are dependent [18].

Many different sensitivity analysis methods have been developed which can be used to determine the

most influential inputs for a model [12]. The essence of these methods is to generate measures of sensitivity

based on how much of the variances, in the output is captured by the variation of the input.

We employ a type of linearization method. The essential idea here is that the variation in the model

output can be captured by observing partial derivatives around certain values. Larger magnitude gradients

correspond to greater output sensitivity.
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2.2: SENSITIVITY ANALYSIS PLATFORM OVERVIEW

To perform a sensitivity analysis, we develop a platform capable of exploring a specified parameter space

R, simulating many infections in that parameter space to obtain statistics, and while making efficient use of

computational resources.

The steps taken to acheive this in order are:

1. Select a parameter sweep region R ⊂ P . See Figure 2.1.

2. For each parameter combination z ∈ R, simulate a number of realizations nrealization sufficient to

obtain reliable statistics, that is, characterize the distribution of outcomes. See Figure 2.2.

3. Compute statistics on the distributions obtained in the previous step, for example, compute the mean.

See Figure 2.3.

4. Interpolate the values in obtained the last step to create a function. See Figure 2.4.

5. Observe gradients in the generated function to determine sensitivity.

Once np parameters of interest have been identified, a parameter sweep region R can be defined,

R = [a1, b1]× [a2, b2]× · · · × [anp , bnp ] (2.2)

The minimum and maximum range of these parameters is generally informed by clinical or experimental data.

Within these bounds, the discretization can be arbitrarily chosen, that is, it need not be uniform as shown in

Figure 2.1, which shows a sample discretization (black lines) of latency times tlatency = {4, 6, 8, 10, 12} and

infectious virion shedding rates of infected cells post latency phase, rshed = {500, 1000, 1500, 2000}.

The Cartesian product of the discretizations of R forms the set of all parameter combinations for a

parameter sweep. Each parameter combination is shown as a black point in Figure 2.1. The selection of

multiple parameters allows the investigation of interaction between parameters on outcomes, if any exist.
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Figure 2.1: User defined parameter sweep

Each parameter combination requires some number of realizations nrealization to obtain a distribution

of outcomes. In Figure 2.2, nrealization = 100, and a sample histogram is shown to the upper-right of each

parameter combination (black point). The superimposed blue curve is a Gaussian distribution fit to the data.

This is intended to be suggestive, as a few of the model outcomes, namely the number of infected cells and

shed virions, are both approximately Gaussian.
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Figure 2.2: Outcome distributions on parameter sweep

Once a distribution of model outcomes is obtained, statistics are performed at each parameter combination.

In the simplest case, an mean is computed of the outcome distribution,

µ =

n∑
i=1

Yi (2.3)

however, the variance, or additional moments could be computed. The mean is shown in red below each

histogram in Figure 2.3.
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Figure 2.3: Statistics on parameter space

Lastly, to generate an interpretable function f spanning all of R, the computed statistics are interpolated.

This is achieved by using so-called match functions over each grid element. In the simplest case in 2D (two

parameters of the np are chosen), a bilinear interpolant is employed. If the corner values f00, f10, f01, f11 =

f(x0, y0), f(x1, y0), f(x0, y1), f(x1, y1) of a grid element are known, then the bilinear interpolant on that

grid element is

f(x, y) = a00 + a10x+ a01y + a11xy, (2.4)
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with coefficients determined by [36]


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=

1

(x1 − x0)(y1 − y0)


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y1 y0 y1 y0

x1 x1 x0 −x0

1 −1 −1 1





f00

f10

f01

f11


. (2.5)

Once an interpolant is generated for each grid element, a function over the entire region R is completed. A

sample interpolant (over random data) is shown in Figure 2.4 To fill in the entire parameter space region R.

Figure 2.4: Function interpolation on parameter sweep
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2.3: PARAMETER SPACE

Excluding the simulation time, the parameter space of inputs P of the model is a collection of six

parameters, i.e. P ⊂ R6. Three of are viral properties: latency time, tlatency, probability of infection per

encounter-second, pinfect, and number of infectious virions shed per day, rshed. Differing respiratory track

infections can be modeled by altering these. The remaining variable RT properties are: mucus thickness,

hmucus, the advection velocity of the mucus of the periciliary layer, vadv, and percentage of infectible cells

iperc. These account for the variations among individual respiratory systems. A definition of each of these

parameters is included for each of these parameters to provide some context.

2.3.1 Viral-specific model parameters

The virus-specific model parameters are latency time, probability of infection per encounter-second

and the number of infectious virions produced per day, i.e., tlatency, pinfect, rshed. These parameters are all

depicted in Figure 2.5. In each picture, the pink is the interior of an infectible cell, the darker pink is the cell

membrane, the blue is a cell receptor to which an invading virion is capable of binding and the white region

is the ASL. The small ball with red spikes is a virion, black arrows show the motion of the virions.

18



Figure 2.5: Viral parameters

2.3.1.1 Probability of infection per encounter-second

The probability of infection per encounter-second pinfect refers to the probability a virion within

attachment distance of an infectible cell will successfully attach over the time span of one second. Outside of
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the alveolar region (generations 20-23), the estimated value used for the alpha variant in [7], shown in Table

1.1 was pinfect = 0.3.

This parameter characterizes the cell wall boundary condition of the model. Virions encountering

infectible cells have pinfect probability to successfully infect (absorbing boundary), or 1− pinfect to fail to

infect (reflecting boundary). A depiction of pinfect as it relates to the biology is shown in the top two panels

of Figure 2.5. The left panel shows a successful infection event by a virion with probability p, whereas the

right panel shows a failed infection event of probability 1− p, reflecting the virion back into the ASL.

2.3.1.2 Latency time

The latency time tlatency is defined as the time taken from the moment an infectious virion binds to an

infectable cell that leads to a successful infection until the infected cell starts shedding replicated virions into

the airway surface liquid. (We will show that shorter latency times have a dominant, exponential effect on

shed viral load within the first 24-48 hours after a cell is first infected and emerges from the eclipse phase.)

The estimate used for the alpha variant in [7], shown in Table 1.1, was 12 hours. Subsequent mutations

of the alpha variant may have reduced the latency time, causing accelerated infection.

The middle two panels of Figure 2.5 show latency time. The left panel shows a successful infection event

at t = ti, and starts the clock for latency time. The right panel shows the cell interior after a full latency time

has elasped. The interior of the cell is full of daughter virions ready to be released back into the ASL.

2.3.1.3 Number of infectious virions produced per day

The number of infections virions produced per day rshed is the number of virions viable to go on to

infect another cell produced in a day. A large number of the virions produced are not viable, and these are not

included. A higher rate of virions ejected from a cell causes more severe infection outcomes. In [7], shown

in 1.1 the baseline value for this shedding rate used was 2000 virions per day estimted for the alpha variant.

Subsequent information from colleagues worldwide suggest a lower shedding rate is more realistic for the

delta variant.

The bottom two panels of Figure 2.5 show the effect off the number of infectious virions per day. The

left panel is the instant the cell changes its state to shedding, i.e., the moment before the first virion is released

into the ASL. The right panel shows the virions have exited the cell to begin their journey to infect other cells

or become cleared.
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As a last note, when virions are released, they are placed in the center of the cell, at the PCL-cell interface.

However, the placement of these virions when they exit infected cells may be another parameter worth

considering for future research.

2.3.2 RT parameters

Three parameters which characterize the RT in individuals are the mucus thickness, the advection of the

mucus layer above the PCL, and the percentage of cells which are infectible. Figure 2.6 depicts two of these

parameters.

Figure 2.6: RT parameters

2.3.2.1 Mucus thickness

The mucus thickness hmucus is the thickness of the mucus layer between the PCL layer and air core. The

PCL is populated by cilia which when fully extended in the power stroke reach just inside the mucus layer

and propel it, causing an escalator-like advection always toward the esophagus for mucus to be swallowed

into the acidic environment of the stomach. Changing this parameter value is the same as expanding or

shrinking the mucus layer, and can be visualized in Figure 2.6 as increasing or decreasing respectively the

dimension of the green rectangular region.
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Estimates of the mucus thickness in each generation are given in Table 1.2. The nasal passage has a

thickness of 17µm. For the remaining parts of the RT, generation 0 has the thickest mucus, around 50µm,

and monotonically decreases as we move deeper into the RT, and reaches a minimum in generation 19, with

mucus thickness 3.22µm. Mucus thickness naturally varies between individuals, due to genetic or lifestyle

factors. Thicker mucus layers allow a larger space for virions to get advected to other parts of the RT, thereby

causing infection elsewhere or possibly clearing virions more quickly.

2.3.2.2 Advection velocity of the mucus layer

The advection of the mucus layer vadv is the speed at which the mucus layer travels resulting from

the aggregate beating of the cilia populating the PCL and protruding from the cell layer. This advection

dominates over diffusion in the nasal passage and upper generations of the RT. Altering advection velocity

strength can be thought of as changing the length of the vectors embedded inside the green rectangular region

in Figure 2.6. Note that in the deepest part of the RT, i.e., generations 20-23, no advection occurs.

Similar to mucus thickness, estimates for the values of advection in each generation are given in Table 1.2.

It starts off greatest in the nasal passage at 8.8mm
min and monotonically decreases to 0.001mm

min in generation

19. Mucus advection also may vary between individuals. Additionally, as an infection takes hold of cells, it

may impair their ability to beat with other nearby cilia, causing a reduction in MCC.

2.3.2.3 Percentage of infectible cells

The percentage of infectible cells iperc is the percentage of cells which can potentially become infected

by a virion. The chance for infection varies markedly amongst different cell types, due to the presence or

absence of certain types of cell receptors, and the density of those receptors.

In [7], a value of 50% was used. Based on the composition of the RT tissue a person has, this percentage

may differ. A larger percentage of infectible cells may cause infections to take hold more easily and spread

further, whereas a smaller percentage of infectible cells may offer greater protection from infection.

Changes to this parameter can be visualized as increasing or decreasing the number of cells colored blue

(infectible) in Figure 1.2 A.
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2.4: OUTPUT SPACE

The model originally developed in [7] determines the possible outputs which can be analyzed. See 1.4

for additional discussion. For the tracking of the progression of infection, the number of shed virions and

number of infected cells are collected. The number of virions which exit a generation (also called the flux) is

recorded.

2.5: ORIGINAL MODEL MODIFICATIONS

The original code in [7] developed had to undergo a few modifications to be deployed on the Longleaf

platform. Some of these were simple to implement, like avoiding duplication of the source code in many

directories by using a common server directory and changing some of the packages to be server compatible.

Some of the most involved modifications are discussed in this section.

2.5.1 State data extraction

In the original version of the code [7], the entire state of the simulation would be saved to hard disk. The

advantage of this was all the data generated by the simulation would persist to be utilized later. In the event

additional information needed to be derived from the simulations, this would be possible. The disadvantage

was these files tended to be quite large, consuming at minimum GBs of space.

When the number of simulations was sufficiently small, we wrote a collection of scripts to efficiently

extract any desired information from the simulations themselves. This was useful in the cases where we

wished to keep track of the flux of virions out of a generation prior to it being incorporated into the base

model output of [7].

2.5.2 Memory constraints

As already mentioned, a major drawback of saving the state of the simulations was the vast amount

of memory space consumed. A single run of the sensitivity analysis platform with saving state enabled

can easily overwhelm the 50 GB partition on Longleaf. Exceeding this limit prohibits users from saving

additional files, and so further attempts to save simulation output are lost entirely.

To address this issue, the source code in [7] was modified to save only the outputs of interest, typically

the number of virions sheds and number of infected cells. Naturally, the drawback of this is if additional
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information is desired about a simulation, then it requires a complete rerun. Rerunning a simulation can cost

days of computation time, however, this approach allowed many more computations to beat deployed.

2.5.3 New functions

Removing the state saving functionality in the base code created the need to write new functions to

extract and format the output prior to the end of execution. These routines include functions to calculate the

number of shed virions, the number of infected cells and the virion flux over time. These function sample

at an equal number of locations specified by the user in the input file. Another function implemented was

one to calculate the maximum number of virions which infect a cell over the lifetime of the simulation. This

function’s output was used to determine if the number of reinfections over the length of the simulation was

biologically feasible.

2.6: MANY-INFECTION STATISTICS

Every parameter combination chosen requires many realizations for good statistics, i.e., enough so that

the distribution of outcomes is sufficiently characterized. For all the parameter sweeps performed to date,

around ≈ 100 realizations, i.e., nrealization = 100 are required to obtain good statistics. Additionally, in the

case of number of shed virions, and number of infected cells, both appear to be approximately Gaussian. This

may make these distributions amenable to the metamodeling technique of Kriging.

One test to determine the amount of realizations necessary is shown in 2.7 and 2.8. Both these distributions

are generated from the parameter combination T = 24 hrs, pinfect = 0.3, tlatency = 6 hrs, rshed =

4000, vadv = 146.7µm
s , hmucus = 10µm. Both Figures 2.7 and 2.8 compare the distribution by varying the

number of realizations from 100 to 1000. The means and variances for both of these are approximately equal,

as indicated by the small relative errors. A z-test was performed as well, suggesting both of these distributions

from the same underlying random variable.
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Figure 2.7: Sample distribution of infected cells
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Figure 2.8: Sample distribution of shed virions

When considering the efficency of sampling, it is worthwhile to consider the question of what is the

minimum number of realizations sufficient to characterize an outcome? If a distribution can be characterized

with fewer samples, less computational resources are required, and results can be obtained faster. To explore

this question, random subsamples can be taken from a specified parameter combination, and the relative error

incurred from these subsamples can be computed.

One such subsampling process is shown in 2.9. The various curves correspond to different proportions of

the original sample used as a subsample. For example, 0.9 indicates 90% of the original sample was used,

that is, 90 randomly selected realizations of the original 100. The main point of this plot is that 80 realizations

maintains a relative error of less than 1% from the mean off the distribution.
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Figure 2.9: Subsampling to obtain minimum required number of realizations

An important caveat to bear in mind is the number of realizations required to obtain good statistics

may depend upon the parameter values themselves. All parameter space regions explored to date have

conformed to nrealization = 100, however, it is certainly possible more would be necessary for other yet to

be investigated parameter regimes.

2.7: EFFICIENT COMPUTATION

A single run of the model for certain values of the input parameters for tlatency = 2 and rshed = 2000

requires around 60 GB of memory and 4 days of CPU time. Computing many simulations in serial would take

a prohibitively long amount of time. We use UNC’s Longleaf cluster to simultaneously run many simulations.

The UNC Longleaf computing cluster is a shared resource amongst many users. It has a scheduler called

SLURM [50] from which users request resources to be applied to submitted jobs. On Longleaf, good CPU

time and memory requests must be made for a job to complete successfully. When too few resources are

requested, simulations will not finish. When too many resources are requested, job throughput is reduced,

slowing the completion of simulations, and also diminishing the user’s associated fair share score. The fair
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share score determines what priority is given to submitted jobs. Jobs with low priority scores stay in the

scheduler queue for longer and drive up the time to complete jobs.

2.7.1 Resource requirements

One challenge of making appropriate resource requests for jobs is the simulations dependence on the

parameter values themselves. The effect of a given parameter on the model is not known a priori, otherwise it

would not be necessary to conduct a sensitivity analysis in the first place.

Another challenge of making appropriate resource requests for jobs is the stochastic nature of the model.

The virions undergo diffusion, a fundamentally random process (See Sec. 1.2). This randomness ensures the

simulations themselves are random, which in turn means the CPU time and memory required are random.

A demonstration of these two challenges is shown in Figure 2.10 and Figure 2.11. Both of these figures

are for the same parameter combination of T = 48hrs, pinfect = 0.2, tlatency = 2hrs, vadv = 16%×146µm
s ,

hmucus = 48hrs, iperc = 50%,

Figure 2.10: Required memory distribution for a specific parameter combination.
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Figure 2.11: Required CPU time distribution for a specific parameter combination.

Both the memory and CPU time show a clear dependence on the parameters, while forming an approxi-

mately Gaussian distribution of their own. In the case of the memory usage, for rshed = 500, the average

memory value is around 14 GB, whereas for rshed = 1500, the average memory value is around 26 GB. The

variance of in the latter distribution is greater than the former. In the case of CPU time, the time required

for rshed has an average of 15 hours of CPU time, and rshed has an average of 30 hours of CPU time. The

variance again is greater in the latter distribution.

An interesting note is the presence of several outliers in the CPU time required. A few of the rshed = 500

simulations required even more CPU time than those associated with rshed = 1500. This suggests resource

values must be chosen carefully to ensure all the simulations are able to be completed.

2.7.2 Parameter space exploration costs

When discretization of the parameter sweep subspace R in Eq. 2.2 is sufficiently refined, the computa-

tional resources to complete the parameter sweep may be prohibitively large. Assuming a fixed simulation

time T , and nrealization realizations for each parameter combination, a general parameter sweep subspace R

in np dimensions discretized at {m1, ...,mnp} points along each respective dimension needs
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Memory = m1 × ...×mnp × nrealization × m̄ (2.6)

CPU Time = m1 × ...×mnp × nrealization × t̄CPU (2.7)

such that t̄CPU , m̄ are the average CPU time and memory it takes per simulation.

Supposing the estimated average CPU time per simulation is t̄CPU = 1hrs, and the average memory

usage is 5GB, and each of the np = 6 dimensions are sampled at mi = 3 locations, the resources required

are

Memory = 36 × 100× 5 GB = 364500 GB ≈ 365 TB (2.8)

CPU Time = 36 × 100× 1 hrs = 72900 hrs ≈ 8.2 yrs (2.9)

To work around these costs, smaller dimensional subspaces can be chosen. Discretizing along two selected

dimensions allows for greater refinement and better resource scaling. The effects of all the parameters can be

compared in a binary fashion, and a hierarchy can be formulated ordering the input parameters from greatest

to least impact on model outcomes.

2.8: CONCLUSION

This chapter covered some of the basics of sensitivity analysis and the specific implementation of the

sensitivity analysis platform. An overview of how the platform functions, its inputs and outputs were described.

The essenctial nature of performing many simulations to obtain reliable statistics with computational efficiency

was also outlined. With this in place, the questions asked at the beginning of this chapter can be answered.

To this end, this platform will be used in the next chapter to capture clinical and experimental outcomes for

SARS-CoV-2.
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CHAPTER 3: CLINICAL DATA VALIDATION

We now turn to answering the question: which mechanisms of infection and replication might explain

exponential rises in nasal titers from the waves of dominant variants?

3.1: VARIANT INDUCED NASAL TITER CHANGES

In [7], a mechanistic, within-host, respiratory tract model was developed and applied to predict immediate

(hours to days) outcomes of infection and viral load from inhaled SARS-CoV-2 exposures in the respiratory

tract. The model assumes all adaptive immune system protection is absent on these timescales, consistent

with exposure to a novel viral exposure, and results were presented based on the best-available information

for the 2020 alpha variant. Here we use the model to explore three likely mechanistic effects of the numerous

SARS-CoV-2 mutations documented for the delta and omicron variants [16, 29, 43, 3, 11]: (1) cell infectivity

(probability to bind and successfully infect per virion-cell encounter per second); (2) latency time (from

cell binding and uptake of a virion to cellular assembly, replication, and shedding of infectious daughter

virions); and (3) efficiency of virion replication (number of infectious virions shed per day) [28]. These three

mechanistic effects represent segments of the stages of viral infection (see Figure 3.1), and each is represented

in the model by a specific parameter: (1) cell infectivity is modeled by pinfect, (2) latency time (often called

the eclipse phase) by tlatency, and (3) efficiency of virion replication (or rate of replicated infectious virions

being shed) by rshed. Our aim is to explore whether, and if so which, variations in the best-known parameter

values of the alpha variant can account for the dramatic rises in nasal infectious viral load of the delta variant

(≈ 3 orders of magnitude) [16, 29, 43, 3] and omicron variant (another ≈ 1-2 orders of magnitude [11]).
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Figure 3.1: SARS-CoV-2 infection schematic. Stage 1 (upper left, blue triangle): a successful encounter-

binding-infection event by an infectious (green corona) virion with an infectable cell, parametrized in the

model by pinfect (probability of a successful infection event per encounter per second). Stage 2 (lower middle,

purple triangle): the latency or eclipse phase including cellular processes of RNA translation, transcription,

and assembly of infectious and non-infectious (orange corona) RNA copies, parametrized in the model by

tlatency (the time between the first successful infection event and onset of virion shedding); and Stage 3

(upper right, COLOR triangle): the shedding phase, parametrized in the model by rshed, the number of

infectious virions shed per day per infected cell post eclipse phase

We focus this study on the nasal passage only (where there is strong testing data of the viral loads for

alpha, delta, and omicron variants). The model outputs the viral load within the nasal passage, the flux

into the nasopharynx [25, 15, 4, 2], and the number of infected nasal cells, in the 24-72 hours immediately

following infection of a single nasal epithelial cell at the entrance of the nasal passage. Simulations are

conducted at the entrance of the nasal passage (i.e., furthest from the nasopharynx). Chen et al. 2022 [7]
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show the viral load and infected cell outcomes initiated at the entrance are statistically similar to results from

a cell initially infected within the middle two quartiles of the nasal passage. We note that very few inhaled

infectious aerosols suffice to generate a high-titer nasal infection, [7, 22, 24, 48]. Further, as shown in [7],

each infected nasal cell produces a thin streak of infected cells and viruses in the mucus layer during the

first 1-3 days because of strong nasal mucus advection toward the oropharynx and subsequently esophagus,

in contrast to other within-host models of viral infection [14, 13, 44, 5]. As such, we assume no overlap in

the small number of infectious streaks sufficient for a high titer nasal infection, not valid for larger inhaled

exposures.

We model outcomes in viral load and infected cells across feasible ranges in the kinetic parameters

for these 3 mechanistic effects, anchored by results for the alpha variant in Chen et al. 2022 [7]. We

refer the reader to [7] and [2, 31, 4, 6, 9] for details of: (i) the physiological details of the nasal passage,

including length and circumferential dimensions, thickness and clearance velocity of the mucosal layer, and

thickness of the periciliary liquid (PCL) layer; (ii) the percentage of SARS-CoV-2 infectable epithelial cells

(predominantly ciliated cells) in the nasal passage; and (iii) the computational model for tracking the spread

of viral load and infected cells.

Simulating a single infection is now expanded to simulating many infections with differing parameters.

This enables the exploration of various factors determining infection outcomes. In practice, the parameters

characterizing a viral infection in the respiratory track may be difficult to measure precisely in experimental

settings, due to technical or ethical reasons. The human respiratory track also shows considerable variation

from individual to individual. Additionally, viruses often undergo mutations profoundly affecting their

ability to spread and infect. Lastly, the infections themselves have a stochastic component, and the ability to

simulation many infections to determine the statistics of many infections is desirable.
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Figure 3.2: State diagrams depicting the level sets of total shed virions from one infected cell at the entry of

the nasal passage at 24 hours (left) and 48 hours (right) post cell infection, over ranges of model parameters

(pinfect, rshed), for fixed latency time, tlatency = 12 hours, of the alpha variant. pinfect is cell infection

probability per virion encounter per second, rshed is virions shed per day by infected cells once the latency

time expires. The underlying data are mean shed virions over 100 realizations at each fixed (pinfect, rshed).

Solid curves pass through level sets, with some orders-of-magnitude depicted; all results follow from a

uniform ratio between successive level sets, 100.10 at 24 hours and 100.20 at 48 hours.

Figure 3.2 shows the total infectious viral load at 24 and 48 hours post infection from a single infected

cell in the upper nasal passage due to variations in (i) cell infection probability per encounter per second

(pinfect) and (ii) shedding rate (#/day) of infectious virions from a single infected nasal cell (rshed), for a

fixed 12-hour latency time (tlatency =12 hours) of the alpha variant. The ranges pinfect = 0.2 to 0.6 and

rshed = 500 to 4000 are chosen to extend the baseline values pinfect = 0.3 and rshed = 2000 in Chen et al.

[7]. Results for much lower pinfect are given in Sec. 3.2. Figures 3.2, 3.2 reveal robustness of viral load to

cell infectability, pinfect, the model proxy for spike-receptor binding affinity even for much lower pinfect.

Higher pinfect has a negligible effect at 24 hours post infection, and a slight reduction in nasal viral load at 48

hours. The widely reported spike mutations in delta and omicron leading to stronger ACE2 and TMPRSS2

receptor binding affinities [26, 17, 33, 23] are therefore not the source of dramatic rises in infectious nasal
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titers! Figure 3.2 further reveals that increased shedding rate, e.g., from mutations that improve efficiency of

infectious RNA assembly and replication, significantly raises viral load. One order-of-magnitude increase in

infectious virions per day produces 2 orders-of-magnitude gain in shed virions after 2 days. Figures 3.2, 3.5

show: mutation-induced changes in cell infection probability pinfect and shedding rate rshed cannot produce

the 3-5 orders-of-magnitude rises in viral loads over the alpha variant.

Figure 3.3: State diagrams depicting the level sets of total shed virions from one infected cell at the entry of

the nasal passage at 24 hours (left) and 48 hours (right) post cell infection, over ranges of model parameters

(rshed, tlatency). rshed is shedding rate (virions per day), tlatency is latency time (hours). Note 24-hour and

48-hour results span different ranges of (rshed, tlatency). The underlying data are mean shed virions over 100

realizations at each fixed (rshed, tlatency), with fixed pinfect=0.2. Solid curves pass through level sets, with

some orders-of-magnitude listed; remaining level sets shown follow a uniform ratio between successive level

sets, 100.4 at 24 hours and 100.2 at 48 hours.

Figure 3.3 reveals dramatic orders-of-magnitude impact of reduced latency times on viral load at 24 and

48 hours post infection from a single cell at the entrance of the nasal passage. Depending on viral shedding

rate, e.g., low vs. high, fixed or varying, rises in total shed virions are as high as 4+ orders of magnitude

at 24 hours and 3+ orders of magnitude at 48 hours! Figure 3.4 below provides insight into the dynamics
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underlying Figure 3.3, showing growth in shed virions (solid) and infected cells (dashed) over 48 hours post

single-cell infection for 2, 6, 12-hour latency times and 500, 1000, 1500, 2000 shed virions/day.

Figure 3.4: The dynamic evolution of infectious shed viral load (solid curves) and infected cells (dashed

curves) over two days from a single infected cell in the entrance of the nasal passage, starting from the

moment of infection, for latency times tlatency=12 (red), 6 (orange), 2 (blue) hours, for shedding rates rshed

= 500, 1000, 1500, 2000 virions/day, with pinfect=0.2 in all simulations.

Figure 3.4 reveals “episodic surges” in shed virions from each ancestral generation of daughter virions.

The first surge of shed virions is launched as the latency time (2, 6, 12 hours) of the initial infected cell

expires. Those shed virions diffuse, advect with mucus clearance velocity while in the mucus layer, either

exit the nasal passage without infecting new cells or encounter and infect new cells at a stochastic sequence
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of times and primarily downstream locations in the nasal passage. Each newly infected cell goes through the

latency phase before the second surge emerges one latency time later, from the first, second, . . . ., hundredth,

. . . . infected cell, and so on with the third, then following surges. Mucus advection succeeds in transporting

the “streak” of shed virions from the nasal passage into the oropharynx [7]. Infections that initiate farther

into the nasal passage each generate streaks of shed virions that grow in the same manner and exit the nasal

passage sooner.

Figures 3.3, 3.4 reveal the profound effect of shorter latency times: a faster series of episodic surges of

shed virions and therefore greater and faster exponential rise in total shed virions, consistent with clinical

data of the delta and omicron variants [3, 40, 11, 16, 49].

Finally, we indicate how to link shed viral load modeling estimates with clinical viral titers. Viral titers

count total RNA copies per volume in a nasal swab of mucus and PCL, with no ability to distinguish viable

(infectious) virions from unviable RNA copies. Nasal tests are taken at some unknown time relative to nasal

infection. As shown here and in [7], shed viral loads rapidly grow by orders of magnitude in the 1-3 days

following infection of a single nasal cell. We compute the PCL-mucus volume that contains all shed virions

within the nasal passage (the streaks described in [7]), providing an estimate of the viral titer of each streak

of shed virions. We can sum the titers from multiple infected cells, locations within the nasal passage, and

timelines, and estimate what portion of nasal fluid volume a swab would produce. Note that clinical swabs

access far into the nasal passage, a strategy that modeling confirms. Results in [7] for best-known model

parameters of the alpha variant easily produce ≈ 106 infectious RNA copies per mL over the 48 hours post

infection from less than 10 infected cells in the nasal passage. Further, results in Figures 3.3, 3.4 above easily

produce 1000-fold higher titers by reducing latency time from 12 to 6 hours, and another 50-100 times higher

viral titer if latency time is reduced from 6 to 2 hours.

3.2: LOW INFECTION PROBABILITY

Our collaborators working on the biology suggested the initial range of infection probabilities investigated

in 3.2 were limited. In biological systems, these types of probabilities can range over different orders

of magnitude. To investigate the impact this would have on infection, we looked at simulations with

probability of infection per encounter-second spanning 4 orders of magnitude, specifically pinfect = 3 ×

{10−4, 10−3, 10−2, 10−1}. Other parameters were fixed as rshed = 1000 and the other baseline values of [7].
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These were compared with the effect from varying latency times, tlatency = 2, 6, 12, which was the

parameter with the greatest affect on the model outcomes from 3.1. The results are shown in Figure 3.5.

Overall, the 4 panels shown indicate pinfect has little contribution to The infection. An 100-fold increase

in its value from the upper-right panel to the lower-right panel shows less than an order of magnitude of change

in the final shed virions count. The bottom two panels, corresponding to pinfect = 0.03, 0.3 respectively are

difficult to distinguish, implying reducing the infection probability by an order of magnitude has virtually no

impact on the development of an infection.

The upper-left panel, corresponding to the smallest pinfect simulated, displays an almost constant

separation between shed virions and infected cell curves of differing tlatency values. This occurs because the

value is small to the point the shed virions have difficulty successfully attaching to another cell prior to being

cleared from the nasal passage. Without successful attachment, very few subsequent cell infections occur, and

the “episodic surges” seen in the other three panels fail to materialize. A signifant fraction of the shed virions

in all three of these curves are shed from the initially infected cell. The only significantly difference between

the three curves is the time at which the initial cell began shedding, i.e., their respective latency times.
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Figure 3.5: Dynamic evoluation of cumulative infectious viral load (solid) and total infected cells (dashed)

for decades of pinfect

3.3: REDUCED MCC

In [21], it was observed that SARS-CoV-2 infections reduced MCC clearance by 67%. We then wished

to simulate the effect reduced MCC, that is, reducing vadv would have on infection outcomes. The mucus

advection velocity was chosen as vadv = 147µm
s ×{16.7%, 33.3%, 50%, 66.7%, 83.3%, 100%} with 147µm

s

being the baseline value from [7], and compared with the dominant input parameter in Sec. 3.1, latency time,

with values chosen at tlatency = 6, 9, 12 in this case.

The shed virion state diagram is shown in the left side of Fig. 3.6. The contour lines on the shed virions

(left) plot are all roughly vertical, and the gradient with respect to latency time dominates the gradient of
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advection. Over the region depicted, the maximum function change along the advection axis is ≈ 100.2, when

transitioning from 16.7% of baseline to 50% of baseline. In contrast, traversing the latency time axis shows

a function change of ≈ 101.9. A possible explanation for the non-monotonic nature of the contour lines is

when the advection is small, the virions do not end up traveling as far, and cannot infect cells as efficiently

to create a more severe infection. Around 50% of the baseline value in [7] slows clearance, so virions stay

inside the nasal passage for longer and cause a worse infection. When advection is large, clearance begins to

take effect, and virions are leaving the nasal passage before they are able to cause more severe infections.

The infected cell state diagram is shown in the right side of Fig. 3.6. This diagram shows a more varied

regime of behavior. The greatest or least cell infection occurs where the advection velocity is the smallest.

The gradients are dominated here again by the latency time contribution.
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Figure 3.6: State diagrams for low latency time tlatency and vadv

The very small impact of a lower vadv value is shown in 3.7. Each panels shows a different fraction of

the baseline mucus advection velocity, however, the curves almost identical in all four panes over the lifetime

of the simualtions. The infection outcomes are therefore very robust to changes in the mucus advection.
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Figure 3.7: Dynamic evoluation of cumulative infectious viral load (solid) and total infected cells (dashed)

for a range of mucus velocities, vadv
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CHAPTER 4: CONCLUSION

4.1: SENSITIVITY ANALYSIS

A platform was developed to explore the sensitivity of biologically relevant parameters in the human nasal

passage in the case of a SARS-CoV-2 infection. Of the parameters considered, modeling clearly identifies

latency time tlatency as the dominant effect in determining infection severity, followed by the shedding rate

rshed. Parameters identified as having having the least impact are probability of infection per encounter

pinfect, mucus thickness hmucus, advection velocity vadv, and percentage of infectable cells, iperc.

This and future work investigating the sensitivity of these parameters may inform us of future possible

variants and viable mechanisms for treatment of these variants.

4.2: RESULTS OBTAINED

The SARS-CoV-2 pandemic has been marked by waves of dramatic rises in viral titers from nasal

samples as new dominant variants have emerged. In parallel, numerous mutations of four structural proteins

have been sequenced for each of the variants. However, aside from stronger spike-receptor binding affinities

of the delta and omicron variants, plus easier pathways for omicron to enter cells, there is very little

mechanistic understanding of how mutations have altered infection and replication functions. Employing

a mechanistic model [7] of respiratory exposure and infection by SARS-CoV-2, we tested hypotheses for

mutation-altered virus-cell functions that might explain clinical outcomes from the alpha, delta, and omicron

variants. Simulations presented here reveal three insights. 1. The highly cited stronger spike binding affinities

of delta and omicron to cell receptors are not the cause of higher nasal viral titers; in fact, stronger binding,

leading to higher cell infectability, slightly lowers viral load. 2. More efficient replication of infectious

progeny, e.g., an increase from 500 to 4000 infectious RNA copies per day, can accelerate viral load up to a

factor of 100. 3. Reducing the latency phase – from initial cell infection to shedding of daughter viruses –

produces the most dramatic acceleration in viral load and by itself is capable of the dramatic rises in nasal

viral titers from alpha to delta to omicron. We find that a reduced latency time from 12 hours (best estimate
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for the alpha variant) to 6 hours produces 1000-fold rise in nasal viral titer within the first 24-48 hours

post infection; further reduction to 2 hours produces an additional 50-100-fold rise. Furthermore, minimal

inhaled exposures are sufficient to generate high-titer nasal infections, consistent with results in [22, 24].

These modeling predictions compel experimental verification that the period of latency, or eclipse phase,

of infected cells has shortened comparable orders (12 to 6 to 2 hours), and to identify whether shedding rates

of infectious progeny have increased (e.g., 500 to 4000 per day) from the alpha to delta to omicron variants.

The impact of immune protection in the nasal passage from vaccination or previous infection, not considered

in this model in the immediate 24-48 hours post infection, remains to be clarified, especially in light of rising

infections from the current omicron sub-variants. Immune protection models [28] will be essential to guide

intervention strategies since control of infection in the nasal passage is critical to prevent deep lung infections

[7]. We also dispel the recent suggestion from [21] that reduced MCC due to nasal infection is not responsible

for significantly higher titers.

4.3: FUTURE WORK

Extensions of this work are numerous – we have not “solved COVID-19”. The parameter space P in

Sec. 2.3 warrants continued exploration, as many of the parameters to date have yet to be measured, or if so,

are not reported. Beyond this fact, viruses are known to mutate, and relevant parameter values may change

over time. P itself could be extended to other parameters to be investigated. One avenue not pursed is infant

and child physiology. Modeling changes to capture a longer simulation time, say a time scale in which the

immune system can respond, is also desired.

Various well-known mechanisms in the immune system and their impact on infections could be explored.

The affect of neutralizing and anchoring antibodies is already available in the infection model code, but a

sensitivity analysis is yet to be completed. Preliminary results suggest a complex interaction with variable

MCC and the other parameters, but more work is needed in this area. To cite a final example, the infection

model currently does not incorporate the presence of interferons, proteins which signal to nearby cells a

viral infection is taking place. A recent submission by Andres Aristotelous, Alex Chen, and Greg Forest to J.

Theoretical Biology explores interferon-induced adaptive immunity in the alveolar region.

The release of virions into the RT is currently modeled as a single virion being released per unit time

from just outside a single infected cell. However, it is known that SARS-CoV-2 forms syncytia (fused cell
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strctures) out of several nearby cells, and it is these structures which then release daughter virions back into

the RT. The release of daughter virions also does not take place one by one, instead releasing in plumes.

These plumes have some spatial distribution which could be incorporated into the model.

Other extensions include continued clinical validation (capturing the results of cell-plate culture experi-

ments), realistic exposure scenarios, inclusion of the nasopharynx (and other connecting regions between

the nasal passage and the trachea), competing virus types inside one RT and the implementation of formal

sensitivity analysis methods.
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[5] M. M. Böhmer, U. Buchholz, V. M. Corman, M. Hoch, K. Katz, D. V. Marosevic, S. Böhm, T. Wouden-
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[10] A. Gonçalves, J. Bertrand, R. Ke, E. Comets, X. De Lamballerie, D. Malvy, A. Pizzorno, O. Terrier,
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