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Measurement of the E¢™ = 259 keV resonance in the '*N(p,y)' 0 reaction
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The "“N(p,y)" O reaction regulates the power generated by the CN cycle and thus impacts the structure and
evolution of every star at some point in its life. The lowest positive-energy resonance in this reaction is located
at E¢™ =259 keV, too high in energy to strongly influence quiescent stellar burning. However, the strength
of this resonance is used as a cross-section normalization for lower-energy measurements of this reaction. We
report on new measurements of the energy, strength, and y-ray branching ratios for the 259-keV resonance, using
different detection and data-analysis schemes. We have also reevaluated previous results, where possible. Our
new recommended strength of wy = 12.6(3) meV is in agreement with the previous value of 13.1(6) meV, but
is more precise and thus provides a more reliable normalization for low-energy (p,y) measurements.
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I. INTRODUCTION

At low stellar temperatures, the rate of energy generation in
the CN cycle is regulated by the slowest reaction, “N(p,y)">0.
Recent measurements of this reaction [1-6] have shown that
the reaction rate at low temperatures is about 40% lower than
had previously been assumed [7], which has implications for
stellar structure and evolution. For example, the ages of old
globular clusters as determined from the luminosity at the
main-sequence turnoff are found to be increased by about
0.7 Gy [8]. In addition, the predicted flux of solar neutrinos
from the CNO cycle is reduced by about a factor of 2 (see,
e.g. [8,9]), which has implications for experiments designed
to measure these neutrinos [10-15], as well as for the potential
interpretation of these measurements in terms of the solar
metallicity [16].

The previous measurements of the '“N(p,y)'>0 reaction
fall into two main classes: measurements of astrophysical S
factors for individual decay branches [1-3,6,7], and calori-
metric measurements of the total S factor [4,5]. The latter
extend down to energies corresponding to nucleosynthesis
in AGB stars, but it has not been possible to extrapolate
those measurements to the lower energies characteristic of
red-giant or main-sequence stars. The former measurements
have larger systematic uncertainties, but can be extrapolated
to lower energies using R-matrix techniques. The S factors
reported in the newer measurements [1-3,6] were measured
relative to the strength of the Ef™ = 259-keV resonance in the
T4N( p,y)lso reaction, which corresponds to an excited state
at E, = 7556.5(4) keV [17] in 1°Q (the S factors in Ref. [7]
were obtained relative to a standard cross section, which
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depended in part on this resonance strength). A recent review
of solar-fusion reactions by Adelberger et al. [18] presented
revised R-matrix fits of the combined data of Refs. [2,3,6,7],
each of which was separately normalized to a recommended
resonance strength of wy»s9 = 13.1(6) meV for the 259-keV
resonance. This value was derived from a weighted average
of previous results [2,3,5,19]. The quoted uncertainty includes
a common systematic uncertainty in the stopping power of
protons in nitrogen derived from SRIM calculations [20].
However, the measurement of Becker et al. [19] was carried
out in inverse kinematics and used stopping powers from
Northcliffe and Schilling [21], thus this result must be handled
differently than the others. In addition, the original resonance
strengths depended on the branching ratio for the particular
y-ray transition measured and these same branching ratios
come into play when experimental yields are converted into §
factors for individual transitions. The branching ratios reported
in Refs. [2,3] were each measured using a large-volume
high-purity germanium (HPGe) detector at a distance of 20 cm
from the target, chosen to reduce coincidence summing to a
negligible level. While this distance was indeed sufficient to
minimize the effect of summing for the stronger transitions,
the comparatively weak transition to the ground state of 30
still had a contribution from coincidence summing on the
order of 8% in Ref. [2] and most likely a similar amount
in Ref. [3]. Although the ground-state transition is a weak
branch (~1.5%) in the decay of the 259-keV resonance, it is
the second largest contributor to the low-energy "“N(p,y)>0
S factor. Subsequent measurements [6] with an HPGe clover
detector did succeed in reducing summing to a negligible level
for the strong transitions and to a 2% level for the ground-state
transition.

As noted in Ref. [18], the total S factor as a function of
energy as derived from the new R-matrix fits is 8% higher on
average than the two measurements of the total S factor [4,5].
This disagreement becomes worse if the R-matrix fits of
Artemov et al. [22] are used instead, but it should be noted
that they have not renormalized the capture data and also
recommend a much larger overall uncertainty (17% vs 7%
in Ref. [18]). On the other hand, the recommended S factor
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of Adelberger et al. [18] is in excellent agreement with a
coupled-channels analysis [23] of a more restricted data set
(taken from Refs. [2,3]). The uncertainty in the value for
S(0) recommended by Adelberger ef al. has roughly equal
contributions of approximately 5% from the systematics of
the R-matrix fits and from wy»s9. Thus, an improved value
for wy»s9 would make the R-matrix fits the dominant source
of uncertainty and there is reason to expect that these can
be improved upon. For example, a multichannel R-matrix
fit combining capture and elastic-scattering data yields an
improved determination of the S factor for the ground-state
transition [24].

The 259-keV resonance plays a central role in determining
the low-energy S-factor from '“N(p,y )" O measurements, and
thus an improved measurement of the resonance strength is
called for. In the present work, we report on new measurements
of wyss9 using complementary techniques with different
systematic uncertainties, as well as a reevaluation of existing
results. We also present new branching ratios for the decay of
this resonance as well as the resonance energy and excitation
energies for the states populated by the major decay branches.
Our recommended resonance strength, wy»so = 12.6(3) meV,
is about 3.8% lower than the recommended [18] value and is
also more precise. At this level of uncertainty, the overall
uncertainty in S(0) would be dominated by uncertainties
associated with the R-matrix fits.

II. EXPERIMENTAL PROCEDURE
A. Accelerators

We measured the '*N(p,y )20 reaction at the Laboratory
for Experimental Nuclear Astrophysics (LENA), located at
the Triangle Universities Nuclear Laboratory. A 1 MV JN Van
de Graaff accelerator supplied proton beams of up to 100 uA
on target in the energy range of E® =272-310 keV. The
bombarding energy was calibrated to better than 1 keV using
well-known resonances in the 18O(p,y)lgF, 26Mg(p,)/)”Al,
and 2’ Al(p,y)*®Si reactions. The energy spread of the beam
was typically 1-2 keV. The beam entered the target chamber
through a liquid-nitrogen-cooled copper tube that was biased
to —300 V in order to suppress the emission of secondary
electrons from the target and the beam collimator. The target
was directly water cooled using deionized water and, with the
target chamber, formed a Faraday cup for charge integration.
We also performed Rutherford backscattering measurements
using a 2.0-MeV “He' beam provided by the Triangle
Universities Nuclear Laboratory FN tandem accelerator.

B. Targets

The nitrogen targets used in our measurements were pre-
pared by implanting '*N3 ions into 0.35(5)-mm-thick tantalum
backings (99.95% metals-basis purity). Prior to implantation,
the backings were wet-etched in an acid solution [25] to
remove surface impurities, then rinsed in 200-proof ethanol
and resistively heated inside a high-vacuum (<10~ Torr),
oil-free evaporator system at LENA. The target backings were
later stored in an evacuated polycarbonate target box to inhibit
the formation of an oxide layer on the surface of the tantalum.
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The prepared tantalum backings were implanted with nitrogen
using an Eaton NV-3206 ion implanter at the University of
North Carolina, at an energy of 40 keV, with average beam
currents of 30-40 A and incident doses of 30 pg/cm?. These
implantation parameters produced targets of about 10-keV
thickness at E¢™ = 259 keV. To ensure uniform implantation
profiles, the N;r beam was rastered across the surface of
the tantalum backing, and a beam scanner was utilized to
monitor the beam profile during implantation. The target
chamber was maintained at pressures below 5 x 10~ Torr and
a liquid-nitrogen-cooled copper shroud positioned before the
target prevented carbon and other contaminants from plating
onto the surface of the tantalum backing.

The target stoichiometry was determined via Rutherford
backscattering spectrometry (RBS). This utilized a LabVIEW-
controlled, semiautomatic target system [26] that allowed for
multiple targets and precise positioning with respect to the
incident a-beam, which was collimated to 3 mm x 3 mm. The
target wheel was inclined at an angle of 22.5° with respect to
the beam. Backscattered « particles were detected using a
Si(SB) detector, mounted approximately 24.4 cm away from
the target wheel at an angle of 160° with respect to the beam
direction. A 1.0 mm (horiz.) x 9. mm (vert.) aperture was
mounted in front of the detector to limit the count rate of
backscattered « particles and to precisely define the scattering
angle.

RBS spectra were taken of one tantalum backing, two
unused targets, and five targets that had undergone proton
bombardment at LENA (with accumulated charge ranging
from 5.0 to 8.7 C). Each target was profiled near the center and
near the edge of the implanted region. The energy calibration
of the backscattered o particles was determined from the
high-energy edge of RBS spectra collected from gold and
aluminum samples as well as from the tantalum backing.
Each spectrum was subsequently fit using the simulation code
SIMNRA [27], with SRIM [20] stopping powers. This involved
dividing the implantation profile into layers, and the nitrogen
concentration and thickness of each layer were varied to
produce the best fit to the data. Five layers (including one
of pure tantalum) were sufficient to produce fits with reduced
x? values of 1.1-1.4. An example of a fit is shown in Fig. 1.

All of the targets showed the same general features, namely
a thin surface layer of relatively low nitrogen concentration,
followed by a region of saturation density that then tailed
into the tantalum backing. As will be discussed in more
detail below, only the stoichiometry of the high-concentration
region is needed to extract the resonance strength from the
thick-target yield. The statistical uncertainties in the extracted
concentrations include contributions from uncertainties in
the energy calibration (2.2%), the quality of the fit (2.5%),
and the sensitivity of the fit to the starting guess for the
concentration profile (1%), all of which we take to be
uncorrelated. These percentages are normal approximations
to estimated probability densities and give rise to an overall
statistical uncertainty of 3.5%. In addition, there is a systematic
uncertainty in the nitrogen concentration that is associated
with the uncertainties in the stopping powers for nitrogen
and tantalum. The concentration of nitrogen is (1 + Ta/N)~!
and the systematic uncertainty in Ta/N is approximately
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FIG. 1. RBS spectra from an implanted target (blue) and a
tantalum backing (grey). The SIMNRA [27] fit is shown in red.

proportional to the uncertainty in the ratio of stopping powers,
€(N)/e(Ta) (see, e.g., Eq. 1 of Ref. [28]). For energies near
E, =2 MeV, we estimate uncertainties of 2.8% and 1.6%,
respectively for €(N) and €(Ta). Consequently, the Ta/N ratio
has a systematic uncertainty of 3.2%, which results in a
systematic uncertainty of 1.3% in the nitrogen concentration.
With the exception of the target with the highest accumulated
charge (8.7 C), the used targets had nitrogen concentrations
equivalent to those of the two fresh targets and, additionally,
the concentration was found to be uniform across each target
to better than 10%, as shown in Fig. 2. According to Peirce’s
criterion [29], none of these points would be identified as
an outlier, which implies that actual differences in nitrogen
concentrations are small as compared to the uncertainties.
An average of these data yields a concentration of '“N
of 0.600 % 0.010(stat)£0.008(sys) (all uncertainties in this
paper are quoted at the 1o level). Note that the statistical
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FIG. 2. Relative concentration of '*N in the region of saturation
density. Each pair of closely spaced points corresponds to a different
target, with two measurements at different locations on the same
target. Note that only statistical uncertainties are shown. The average
is denoted by the red point and the uncertainty calculated via
bootstrapping is indicated by the dashed lines.
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uncertainty is 50% larger than what would be determined
using the standard expression for the uncertainty of an average,
0;/+/n, where o; is the standard deviation in an individual
measurement and # is the number of measurements. However,
since the uncertainties in each measurement are estimated
from normal approximations of the individual uncertainties,
this expression (and the corresponding one for a weighted
average) can underestimate the uncertainty in the average. As
a result, we have chosen to calculate the standard deviation in
the average via a bootstrap method (see, e.g., [30]), using the
Visual Averaging Library tool [31]. Combining statistical and
systematic uncertainties, the relative concentration of 14N is
0.600(13), which is in excellent agreement with a previous
measurement of 0.61(2) [28]. The corresponding ratio of
tantalum to nitrogen is 0.667(21) (note that the uncertainties
in the nitrogen and tantalum concentrations are correlated and
do not simply add).

C. Detectors

Two different detector systems were used for our measure-
ments of the 259-keV resonance. The first was a standard
HPGe detector while the second was an APEX trigger de-
tector [32], an annulus of position-sensitive Nal(T1) detectors
originally constructed for the ATLAS Positron Experiment
(APEX) [33] and on loan from Argonne National Laboratory.
Each detector had specific advantages and disadvantages for
the measurements described here. The HPGe detector has
comparatively high resolving power, but its relatively low
efficiency necessitated placing the detector in close proximity
to the target. Thus, coincidence summing could not be ignored.
In contrast, the geometry and position sensitivity of the APEX
detector significantly reduced coincidence summing, but at
the expense of poor energy resolution (as compared to HPGe).
These limitations were overcome using techniques that we will
describe in Sec. III B. The complementary features of these
detectors provided an important check on possible sources
of systematic uncertainty. Each detector is described in more
detail below.

1. HPGe

The HPGe detector is coaxial with a diameter of 89.0 +
0.5 mm and a length of 91.6 & 1.0 mm, resulting in 135%
relative efficiency. The critical dimensions were determined
from a CT scan [34]. It was centered axially on the beam line at
0° with respect to the target chamber at distances ranging from
1.6t021.6 cm, measured from the front of the target to the front
of the crystal. The HPGe and target chamber were surrounded
by an annulus of Nal(T1) scintillators, which were not used for
these measurements. The HPGe and Nal(T1) detectors were
then surrounded on all sides by a 12.7 mm thickness of lead,
which was in turn encased on all sides (except for the bottom)
by 50-mm-thick plastic scintillating paddles [35], used as a
veto for cosmic-ray induced muons.

Efficiency measurements for y-ray energies below 3 MeV
were made by using radioactive sources of 22Na, **Mn, °Co,
0Co, and '*7Cs. For y-ray energies above 3 MeV, the nuclear
reactions '80(p,y)"F, »Na(p,y)**Mg, and ?’Al(p,y)**Si
were measured. The data for all sources and reactions emitting
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more than one y ray were corrected for coincidence summing.
To remove any reliance on knowledge of the activities of the
various sources, the sum-peak method [36], utilizing 0y,
was used to obtain an absolute efficiency to which the other
source and reaction data could be normalized. Extensive Monte
Carlo simulations with GEANT version 4.9.6 [37] have been
performed [38] and there is excellent agreement between
measurements and simulations. Finally, the energy calibration
of the HPGe detector was measured using well-resolved
background lines from 40g 208 212.214p7 and 228 Ac.

2. APEX

The APEX detector consists of 24 position-sensitive
Nal(Tl) detectors arranged in an annulus. Each bar is
trapezoidal in cross section with dimensions 55.0 x 6.0 x
5.5/7.0 cm® (L x H x W). The NalI(T1) segments are held by
two stainless steel rings and the entire array is surrounded
by a 1.9-cm-thick cylindrical lead shield resting inside an
aluminum cradle, which was centered on the target chamber.
Each crystal is encapsulated by a 0.4 mm thick stainless steel
container with quartz windows, 4.4 cm in diameter and 1.1 cm
thick, permanently fixed at either end. GEANT4 simulations
were carried out and included the target, target chamber, copper
shroud, surrounding beam pipe, the Nal(TI) crystals in their
stainless steel containers, the quartz windows, and the lead
shield wrapped inside the aluminum detector cradle, as shown
in Fig. 3.

Each Nal(T1) bar has a photomultiplier tube (PMT) coupled
to either end. The original Hamamatsu R2490 tubes were
chosen specifically for their performance in a strong magnetic
field, but also produced asymmetric peak shapes. To improve
this, we replaced these tubes with 32 Hamamatsu R580 tubes
and 16 Photonis XP2012B tubes. A critical feature of the
APEX detector for our purposes is its ability to read out
both the position and energy of y-ray interactions in each
scintillator. As described in Ref. [32], the surfaces of each
crystal were ground to produce an exponential attenuation of
scintillation light along the length of the crystal. As aresult, the
position can be reconstructed by comparing the relative pulse

FIG. 3. Cutaway view of the GEANT4 geometry used in the Monte
Carlo simulation of the APEX detector. The beam enters the target
chamber from the right.
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FIG. 4. Reconstructed positions of 1333-keV y rays from a °Co
source after position calibration. The compilation of histograms are
for one Nal(TI) segment as the source was moved in 3.5 cm increments
along the length of the detector.

heights from each PMT. The reconstructed position is given by
X=—In—, @)

where A; and A, are the pulse amplitudes from PMT 1 and
2 respectively. The reconstructed energy is proportional to the
square root of the product of the signal pulses,

E, xAjA,. 2

The reconstructed energy was found to depend on the
position and so a position-dependent correction was applied
in software for the energy measured in each Nal(Tl) segment.

The position calibration of each detector was performed
by moving a collimated, 0.25-uCi ®°Co source along the
symmetry axis of the array. Each detector bar was subdivided
into 16 position intervals by placing software gates in the
reconstructed position histograms. The length of each pixel
was chosen to be comparable to the measured position
resolution of 3.5 cm FWHM. A series of reconstructed position
histograms for one APEX segment is shown in Fig. 4.

The energy calibration of the APEX detector was accom-
plished in two steps, the first was to remove the position
dependence of the reconstructed energy using the collimated
0Co data. The second step was to expand the calibration to
higher y-ray energies using the 1460.8-keV and 2614.5-keV
lines from *°K and 2°®TI and literature [17] values for y
rays emitted by the 259-keV resonance in the "“N(p,y)">0
reaction. This included the primary and secondary y-
ray transitions, single-escape peaks, and the characteristic
511-keV positron annihilation radiation from the 8% decay
of 130. A typical energy resolution of 14% was measured
using the E, = 662 keV line from the decay of 37,

III. EXPERIMENTAL RESULTS

A. Excitation and resonance energies

The levels populated in the y-ray decay of the 259-keV
resonance are illustrated in Fig. 5. Excitation energies were
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FIG. 5. Levelsin '3Q populated in the y -ray decay of the 259-keV
resonance. Energies (in keV) are from Table I and Ref. [17].

extracted from “N(p,y)"0 data collected at E }j‘b =284keV,
using the HPGe detector. The detector was positioned at 1.62
cm (near) and 21.62 cm (far) from the target (measured from
the target to the front face of the crystal), the farther distance
was intended to minimize Doppler broadening. The spectrum
collected in the near position is shown in Fig. 6. Peak positions
were determined using the RADWARE package [39].
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The centroids of the y-ray peaks are Doppler shifted, as
described (relativistically) by

Eobs — EO \/ 1 - lB(t)z
14 Y1 —B@)Q;cosb’

b . 0 . .
where E7™ is the observed energy, E,, is the unshifted energy,

B(t) is the recoil velocity (in units of ¢) and Q; is an
angular attenuation coefficient, which corrects for the angular
acceptance of the detector. This latter factor was calculated
using GEANT4. The time-dependent recoil velocity can be
written as B(0)F(t), where B(0) is the initial recoil velocity
and F(t) accounts for the slowing down of the recoil in the
target over the mean lifetime. Because the short lifetime of the
259-keV resonance (0.00066 fs [17]), the Doppler shift is not
attenuated, i.e., 8(r) = B(0). However, this is not necessarily
the case for the secondary transitions. For example, lifetimes
of 8.2(10) fs [17], 9.7(13) fs [40], and 8.4(10) fs [41] are
reported for the 5181-keV state, but the lifetimes of the 6172-
and 6792-keV states are quite uncertain [1,40-43]. Therefore,
the excitation energies of the excited states populated in
the decay of the 259-keV resonance were calculated from
the excitation energy of the resonance and the energies of the
primary transitions. The resulting excitation energies are listed
in Table I. Note that in our list of previous results we have not
included those of Ref. [1] because they appear to have been
superceded in Ref. [3].

The uncertainties in our energies include contributions
from the energy calibration and peak position (~0.3 keV),
and smaller contributions from the Q; coefficient (3%), and
B (~0.2%, from the energy calibration of the accelerator).
There is excellent agreement between the present results and
those of Refs. [3,17,44]. Thus, our adopted values are weighted
averages (with uncertainties calculated via bootstrapping, as
discussed previously), with the following caveats: The energies
listed in Ref. [17] for the 5181-, 6172-, and 6792-keV states
appear to be averages of several lower-precision results and
thus were not included in our adopted energies. For the
resonance (Ex = 7556 keV), the entry in Ref. [17] appears to
originate from earlier measurements of the resonance energy,
Eiab = 278.1(4) keV. When combined with the Q value for the
YN(p,y)P0 reaction, Q = 7296.78(49) keV (derived from

3
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= 1 ] I ] ] ] ] I e . . .
§ 10 h 200 1000 1500 2000 2500 3000 3500 4000 TABLE 1. Summary of excitation energies (in keV).
T T T T T T
o ol 61720 676220 | Ref. [17]  Ref.[3] Ref. [44] This study Adopted?
51810 ‘ Ao }» Near Far
10° L | ‘
o N . _\J \’J 5183(1)  5180.8(3) 5179.7(6) 5180.5(4) 5180.4(3)
107 - 5240.9(3) 5239.8(10) 5240.4(6)°

10° I I ! 1 I L I
4000 4500 5000 5500 6000 6500 7000 7500 8000

Channel

FIG. 6. Spectrum of the '*N(p,y)"°0 reaction taken at E}* =
284 keV with the HPGe detector. Gamma rays associated with the
decay of the 259-keV resonance are labeled in red, background lines
are denoted in purple.

6176.3(17) 6172.3(2) 6171.4(6) 6171.9(4) 6171.9(4)
6793.1(17) 6791.7(2) 6791.1(6) 6791.4(4) 6791.4(3)
7556.2(6)° 7556.4(6) 7555.7(55)¢ 7555.9(6) 7556.4(4) 7556.2(5)°

*Weighted average of Refs. [3,44] and present results, except where
noted.

"Weighted average of Ref. [17] and this study.

“Corrected as described in text.

dCalculated from E}j‘b = 277.60(27) keV and Q = 7296.78(49) keV.
“Weighted average of all results.
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TABLE II. Summary of resonance energies (center-of-mass
frame, in keV).

Ref. [17] Ref. [3] Ref. [44] This study Adopted
Near Far
259.4(4) 259.4(3) 258.95(25) 259.1(7)* 259.6(6)* 259.3(3)

2Calculated from E, — Q.

the 2012 mass table [45]), we obtain Ex = 7556.2(6) keV
rather than the tabulated value of E, = 7556.5(4) keV.
Consequently, we have used the former value in the weighted
average.

The resonance energy can be measured directly from the
50% point of the (p,y) yield curve [3,17,44]. However, the
surface layer of an implanted target can shift this energy by
about 1 keV (for our targets). Thus, we have calculated our
value for E7™ from E; — Q. These energies are listed in
Table II. Our recommended value is E;™ = 259.3(3) keV.

B. Branching ratios
1. HPGe measurements
Gamma-ray branching ratios were measured using the
HPGe detector, which was positioned at distances of 1.62,

6.62, 11.62, and 21.62 cm from the target to the detector
crystal. These distances were chosen in order to probe the

PHYSICAL REVIEW C 94, 025803 (2016)

sensitivity of our results to varying levels of coincidence
summing. For example, at a distance of 1.62 cm, about
76% of the yield of the ground-state transition arises from
coincidence summing, which drops to about 8% at 21.62 cm.
Although these spectra could be analyzed by traditional means,
i.e., by integrating full-energy peaks and applying summing
corrections, the net yield for the ground-state transition at
close detector distances would necessitate subtracting two
large numbers, which would compromise precision. Therefore,
we have employed a fitting technique in which templates of the
various components of the spectrum are varied independently
in order to produce a fit to a region of the spectrum. The
TFractionFitter [46] class of ROOT [47] was used to perform
a maximum-likelihood fit in the energy range between 400
and 7600 keV. Applications of this technique are described in
[48-50] and an identical approach is used here. Briefly,
templates of the individual "*N(p,y)'>O transitions were con-
structed in GEANT4 and combined with a background template
taken from measured background spectra and normalized to
the total run times. Templates for all previously-observed
transitions were simulated. The only possible decay that was
ignored was an M3 transition to the 7276-keV state, which
was excluded on the basis of y-ray multipolarity. Those for y
cascades included the angular correlations between successive
y rays, which were calculated from the known [17] multipo-
larities and mixing ratios. A Gaussian smearing function was
applied to the GEANT4 output to replicate the energy resolution
of the HPGe detector. Using the notation of Ref. [49], the
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FIG. 7. The result of the best fit, shown in green, to HPGe data for the 259-keV resonance in the *N(p,y )"0 reaction, shown in black,
as derived using the TFractionFitter [46] class of ROOT [47] as described in the text and in Refs. [48,49]. Note that the data are not easily

distinguished from the fit. Full-energy peaks for primary and secondary
are also shown in light and dark blue. The room-background spectrum is

transitions are indicated by arrows and the corresponding templates
shown in red.
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FIG. 8. Branching ratios measured using the HPGe detector at
distances of 1.62, 6.62, 11.62, and 21.62 cm from the target to
the detector crystal. The dashed lines are the weighted averages of
the individual measurements for each transition, which are listed in
Table III.

branching ratio was determined from the ratio

B(R — E;)= N / > N @)
J

=1

where Nj‘-iala is the total number of events produced in the target
for cascade j and m is the total number of primary branches
in the decay. The total number of events in a cascade is given
by

data

A .
data __ total y» a7sim
N7 = WF N7, (®)]
J
where A% is the total number of detected counts, and AY™ is
the total number of simulated counts associated with cascade

Jj- The quantity N;.im is the total number of simulated events for

cascade j, and F; is the fraction of A?(ft‘a'“‘l corresponding to this

cascade. The simulated total efficiency is then A%™/N$™. Note
that no summing corrections were necessary since the GEANT4
simulations automatically modeled coincidence summing. In
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TABLE III. Summary of branching ratios (%).

Transition Ref. [2] Ref. [3] Ref. [6] HPGe?*
R —

APEX  Adopted”

0 1.70(7) 1.6(1) 1.49(4) 1.52(9) 1.493) 1.503)°
5181 17.3(2) 17.12) 17.3(2) 15.92(21) 16.25(17) 16.9(4)
5240 0.6(3) 0.15(3) 0.28(5) 0.22(7)¢
6172 58.3(5) 57.8(3) 58.3(4) 58.26(54) 58.98(20) 58.3(3)
6792 22.7(3) 22.9(3) 22.6(3) 23.86(24) 23.28(28) 23.0(3)
6859 0.14(4) 0.14(4)

*Weighted average of branching ratios measured independently at
detector distances of 1.62, 6.62, 11.62, and 21.62 cm from the target
to the detector crystal.

"Weighted average of present results and Ref. [2,3,6] except where
noted.

“Weighted average of present results and Ref. [6].

dSimple average of present results and Ref. [6].

addition, since the fits also include the Compton events, which
make up the majority of events in the spectrum, this technique
is inherently more sensitive to weak transitions, such as the
ground-state transition.

The 1.62-cm spectrum and fit are shown in Fig. 7. In this
case we find that a 20 range in the residuals contains somewhat
more than 95% of the data. In other words deviations between
the fit and the data are consistent with the statistics of the data,
which is also the case for the fits at the other detector distances.
Thus, we conclude that the fits are good representations of
the data. The branching ratios extracted from each spectrum
are displayed in Fig. 8. These branching ratios are combined
in a weighted average in Table III. It should be noted that
the branching ratios for the strong transitions agree within
uncertainties for each detector distance, while the ground-state
transition at 20 cm is marginally in disagreement (at the lo
level) with what is extracted at the other three distances. The
reason for this is unclear, but does not appear to arise from
correlations amongst the different templates. Therefore, we
have included this value in Table III. The uncertainties quoted
combine the statistical uncertainties in the data, the statistical
and systematic uncertainties in the GEANT4 templates, and the
uncertainties associated with the fraction fits. The latter was
the dominant contributor to the total uncertainty. Finally, note
that we also see tentative evidence for a very weak transition to
the 6859-keV state that was listed as an upper limit in Ref. [17],
but not observed in more recent studies [2,3,6].

2. APEX measurements

Reconstructed energy spectra of y-rays from the decay of
the 259-keV resonance are shown in Fig. 9. The data have been
sorted based on whether only one detector bar had measurable
energy deposition (multiplicity 1) or whether any pair of bars
have fired (multiplicity 2). The former condition accentuates
the ground-state transition and thus this spectrum was
used to extract branching ratios. As is apparent in Fig. 9, the
resolution of the APEX detector makes it difficult to determine
peak intensities through traditional means. Consequently,
the multiplicity-1 spectrum was analyzed using the
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FIG. 9. Reconstructed APEX energy spectra of y rays from the decay of the 259-keV resonance with imposed multiplicity-1 and -2 cuts.
The ground-state and secondary y rays for transitions to the 5181-, 6172-, and 6792-keV states are indicated as well as their corresponding

single-escape peaks.

template-fitting procedure discussed above and in
Refs. [48,49]. The resulting fit, covering an energy range
of 3-8 MeV is shown in Fig. 10. Note that there was no
evidence for the weak branches to the 5240- and 6859-keV
states in the APEX data, which points to a disadvantage of
the APEX detector. Although the relatively high efficiency
meant that the statistical uncertainties in the branching ratios
were negligible, the poor resolution meant that a possible
5420-keV transition could not be distinguished from much
stronger 5181-keV transition. In contrast, the HPGe spectrum
had fewer counts and so statistical uncertainties contributed to
the branching ratios. On the other hand, the weak transitions
could be distinguished because of the high resolving power
of the HPGe detector. Again, no summing corrections

—+— Data

25 . —— Fraction fit

20
6172 keV

15
5181 keV

o
QD
Q
{
«Q
=
o
o
>
Qo

10 6792 keV

Counts (10%)

ground state

e T L T —

5000 6000 700 8000
Energy (keV)

o
4000

FIG. 10. Maximum-likelihood fit of the multiplicity-1 data col-
lected with the APEX detector. The data are denoted by the black
points, the fit by the green line and the individual templates are
displayed as the colored histograms.

were necessary since the GEANT4 simulations automatically
modeled coincidence summing. Because of the granularity
of the APEX detector, this was a negligible effect for the
strong transitions, but still amounted to about 27% of the
observed yield of the ground-state transition. The branching
ratios determined from these and previous measurements are
summarized in Table III. Our adopted branching ratio for the
R — O transition does not include those of Refs. [2,3] because
of residual coincidence summing in both results. However,
the effect of summing on the stronger transitions in these
measurements was indeed negligible and thus Refs. [2,3]
are included for the stronger transitions. In general, there
is good agreement amongst these data sets for the four
strongest transitions. However, the current branching ratios
for the R — 5181-keV and R — 6792-keV transitions are
somewhat lower and higher, respectively, than the values
reported by Refs. [2,3,6] and this is particularly true of the
R — 5181-keV branching ratio measured with the HPGe
detector. If this result were excluded from the average,
then our recommended branching ratio would change from
16.9(4)% to 17.0(3)%, which is not statistically significant.
The increased uncertainty in our adopted value of 16.9(4)%
versus those of the previous results is indicative of the spread
in these measurements.

C. Resonance strength

We have determined the strength of the 259-keV resonance
by measuring the y-ray yield as a function of energy and
also from the total yields of the spectra used to extract
branching ratios. The former technique, while straightforward,
requires the branching ratios determined in Sec. IIIB and
the calculation of summing corrections. In contrast, the latter
approach is more self-consistent in the sense that the template-
fitting used to determine the branching ratios also yields
the total number of reactions, which is proportional to the
resonance strength.
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1. Analysis of yield curves

For an infinitely-thick target, the resonance strength, wy can
be related to measured yield at the maximum of the excitation
function, ¥max 0o via [51]

wy = 2eefr
e

Ymax. [o ok} (6)
where Af is the de Broglie wavelength and e is the effective
stopping power at the resonance energy, which for our targets
can be expressed as

(N) + N
Eoff = €
ff NN

€r(Ta). (N

Here, €, (N) and €, (Ta) are the stopping powers for nitrogen and
tantalum, respectively, evaluated at the resonance energy and
Nt,/ Ny is the ratio of tantalum to nitrogen in the target, which
we measure as 0.667(21). These quantities are assumed to be
constant over the width of the resonance. This expression for
wy must then be corrected for the finite thickness of the target.
However, given that our targets have varying stoichiometry,
€.ff 1S not constant. Therefore, it is better to express the
resonance strength in terms of the area under the yield curve,
Ay (corrected for detection efficiency) and the energy width
of the target, AE:

wy = 2eef Ay
A2 AE’

®)

which is shown [52] to hold for targets with varying stoichiom-
etry and thickness.

We have measured the combined yields for the three dom-
inant transitions, R — 5181 keV, R — 6172 keV, and R —
6792 keV, for 23 different targets. Together, these transitions
account for 98.2% of the total decay strength. The measured
yields were corrected for coincidence summing [51], which
also included a small correction for the angular correlation
between primary and secondary y rays. The yield curve for
each target was then fit using an expression for the yield from
a target of finite thickness, with corrections for beam-energy
spread and energy straggling. The yield, target width, energy
width, and energy straggling were independently varied using
a Markov chain Monte Carlo [53] to produce a fit to the
experimental data. Finally, the theoretical curve was integrated
to extract Ay. An example of an experimental yield curve and
fit are shown in Fig. 11 and the resonance strengths determined
from each target are shown in Fig. 12.

The uncertainties in the strengths and weighted average
shown in Fig. 12 are statistical. However, the dominant source
of uncertainty is systematic and arises from beam-current
integration (2.5%), resonance energy (0.077%), the total
branching ratio for the 3 measured transitions (0.1%), and
€t (3.6%). The stopping powers in €. were calculated with
SRIM-2013 [20] and we estimate that €,(N) and €, (Ta) represent
the available stopping-power data to about 3% and 5%,
respectively. We have also calculated stopping powers using
the codes CASP (version 5.2) [54] (using the UCN model and
the charge-state scan screening function) and PSTAR [55]. The
effective stopping powers from SRIM and CASP agree within
5%, which is approximately consistent with our assigned
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FIG. 11. Anexample of a yield curve for the 259-keV resonance.
The Markov chain Monte Carlo fit is denoted by the red line.

uncertainty of 3.6%. The PSTAR stopping power for nitrogen
agrees with SRIM within our assumed uncertainty and although
there is agreement between PSTAR and SRIM for tungsten, the
PSTAR database does not include tantalum. Therefore, we have
adopted stopping powers from SRIM for the purpose of this
study. After including systematic uncertainties, our resonance
strength is wy»s9 = 12.60 £ 0.15(stat) & 0.55(sys) meV.

2. Fraction fit of HPGe and APEX spectra

The fraction-fit procedure yields N;la‘a, the total number of
events produced in the target for cascade j. The sum over all
cascades is thus a measure of the total yield of the reaction,

15

14 12.60(15) meV

oty od 1l

1F

—

— o

Resonance Strength (meV)

MR B SR EN BN RS RS

10L

Target

FIG. 12. Resonance strengths extracted from independent yield-
curve measurements on 23 separate targets (blue points). The red point
and dashed lines represent the weighted average of the individual
points. Note that only statistical uncertainties are shown.
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TABLEIV. Summary of resonance strengths (in meV), including
estimated statistical and systematic and total uncertainties.

Measurement WYrs9 (MeV) Stat. Sys. Total
Becker et al. [19] 13.7 1.0
Runkle er al. [2] 12.4 0.4 0.8 0.9
Imbriani et al. [3] 129 0.4 0.8 0.9
Bemmerer et al. [5] 12.8 0.3 0.5 0.6
Yield curves 12.60 0.15 0.55 0.6
HPGe fraction fit 12.42 0.29 0.55 0.6
APEX fraction fit 12.76 0.20 0.57 0.6
Recommended? 12.6 0.3

“*Weighted average of present results and Refs. [2,3,5], as described
in the text.

which is related to the quantity Y.« « in Eq. (6) via
Ay - dat
Yinax,co = E;Njaav &)

which corrects for nonuniform stoichiometry and finite target
width. As described above, Ay is the area under the yield
curve and AE is the energy width. The difference between
this approach and the analysis of yield curves above is that the
correction factor Ay /AE is applied to the raw spectrum and
thus there are no corrections for summing, which is accounted
for when the templates are constructed. The resulting
resonance strengths are wyps9 = 12.42 £ 0.29(stat) =
0.55(sys) meV (HPGe) and wyns9 = 12.76 & 0.20(stat)
0.57(sys) meV (APEX). The latter was derived from both
the multiplicity-1 and multiplicity-2 data shown in Fig. 9.
The statistical uncertainties quoted here arise primarily
from the statistics of the experimental spectra and the fraction
fits (which includes an uncertainty of 3% in the calculated
efficiency, A%™/N3™). The systematic uncertainties are
identical to what was used in the analysis of yield curves.
The results of the current measurements are summarized in
Table IV.

IV. DISCUSSION

In Table IV we list present and previous measurements of
wYysas9. The latter have been reevaluated as needed, as described
in the Appendix. Overall, there is excellent agreement within
estimated uncertainties. Our recommended value is ®y,s9 =
12.6(3) meV, which is in agreement with 13.1(6) meV from
Ref [18], but is more precise. This was obtained via a weighted
average of the present results and those of Refs. [2,3,5] and
does not include that of Becker et al. [19]. While it is true that
Peirce’s criterion [29] would identify this result as an outlier,
we instead exclude it because of the lack of measured stopping
powers, as discussed in more detail in the Appendix. If this
value were included, then our recommended strength would
increase to wyzs9 = 12.7(3).

The measurements using Ta, N3 targets (the present mea-
surements and that of Ref. [2]) share a common systematic
uncertainty associated with €., primarily from the Ta/N
ratio. Consequently, we first took a weighted average of
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the these results without including the uncertainty in €.
in the systematic uncertainties. This common uncertainty
was then added to the overall uncertainty before the Ta,N3
measurements were averaged with the other results. This
procedure differed from that employed in Ref. [18] in which a
common systematic uncertainty associated with the stopping
power of protons in nitrogen was removed before taking the
average. This is because the uncertainties in the effective
stopping powers for the TiN and Ta, N3 targets are dominated
by the Ti/N and Ta/N ratios, respectively whereas for the
H, target, €. = €,(N). In other words, from a numerical
standpoint, the systematic uncertainty associated with target
composition is independent for the three targets used in these
measurements. However, it turns out that there is essentially
no difference between the average calculated in this way and
a simple weighted average of all of the entries in Table I'V.
Finally, note that since all of the uncertainties quoted in
Table IV are dominated by systematic uncertainties that are
largely estimated, we have calculated the weighted average
using the bootstrapping technique mentioned earlier, which
provides a more reliable estimate of the overall uncertainty
than an average of weights.

The strengths listed in Table IV are all based on stopping
powers calculated using SRIM. With the exception of those
used in the measurement by Becker er al. [19], there are
experimental data strongly suggesting that these stopping
powers are reliable. As mentioned above, the major source
of uncertainty in €g for the solid targets is the Ta/N or Ti/N
ratio. While these also depend on stopping powers (for 2-MeV
« particles used in RBS measurements), the primary limitation
on the precision of the measured stochiometries is that RBS
is more sensitive at measuring the concentration of a heavy
nucleus in a lighter substrate than for the reverse situation,
which is the case for both the Ta;N3 and TiN targets. On the
other hand, improved measurements of the stopping power
of protons in nitrogen would directly reduce the systematic
uncertainties in measurements made using H; targets. Finally,
we note that stopping powers calculated using CASP are also
in agreement with data for protons, but are somewhat lower
than SRIM stopping powers. While it is true that CASP does not
include nuclear stopping, this is only a small part of the total
stopping power [e.g., 0.09% of €(N)] and does not account for
the difference with respect to SRIM. The CASP stopping powers
forheliumin N, Ti, and Ta, which determine the stochiometries
of the solid targets, are substantially lower than measured
values. Thus, it appears that SRIM does the best job overall of
reproducing all of the experimental data that are relevant here.

V. CONCLUSION

We have measured excitation energies and branching ratios
for states populated in the decay of the 259-keV resonance
in “N(p,y)"0. Our recommended resonance strength is
wys9 = 12.6(3) meV, which is in agreement with 13.1(6)
meV from Ref. [18], but is more precise. Using this result, the
previous S-factor data of Runkle et al. [2] should be reduced by
6.7%, those of Imbriani et al. [3] by 2.3% and Marta et al. [6] by
3.8%. As a consequence, these measurements are now closer
in accord with the gas-target result [5]. While new R-matrix
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calculations are beyond the scope of this paper, the uncertainty
in the overall normalization of the S factors is reduced from
4.6% to 2.4%. In addition, given the previous R-matrix
fits [18], the S factor at zero energy for the '*N(p,y)"%0
reaction should be reduced from 1.66(12) to 1.60(9) keV b.
This uncertainty includes the =£0.08 keV b uncertainty
estimated in Ref. [18] in the R-matrix fits, which is now the
dominant source of uncertainty in extrapolations of S(0).
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APPENDIX: REVIEW OF PREVIOUS RESULTS

As mentioned in the Introduction, the recommended res-
onance strength of Adelberger et al. [18] combined some
previous results that assumed different branching ratios than
what are recommended here as well as stopping powers
that may require revision. Here we review the previous
measurements and recommend new resonance strengths where
appropriate. In keeping with Ref. [18], we have not considered
measurements performed previously to Becker et al. [19]
(see, e.g., Ref. [56] and references therein). This is primarily
because the stopping powers that were used to determine
target composition and the strengths of standard resonances
were based on very sparse experimental information and
little guidance is given that would allow us to correct for
these stopping powers or to estimate statistical and systematic
uncertainties. For consistency, our recommended resonance
strengths use stopping powers calculated using the 2013
version of SRIM [20], but we also consider the results obtained
using other codes.

Becker et al. [19] report a strength wy»so = 14(1) meV,
based on measurements relative to the 324-keV resonance
in the PF(p,a,y)'°0 reaction. Both measurements were
carried out in inverse kinematics using a hydrogen-gas target.
The R — 6792 transition was used to determine the yield
with an assumed branching ratio of 23.3(6)% [57], which
agrees within uncertainties with our recommended value
of 23.0(3)%. The strength of the reference resonance was
measured relative to Rutherford scattering and therefore does
not require knowledge of stopping powers. On the other hand,
wyrs9 was obtained from the relative relationship between
yields and resonance strengths [51] and does depend on
stopping powers:

o — oy Ymanoo E1 €1
Y J/2Y2 Ezég’

max, oo

(AD)

where in this case subscript/superscript 1 refers to the 259-keV
resonance and subscript/superscript 2 refers to the reference
resonance. The measured yield must be corrected for finite
target thickness via a factor tan~'(AE/T"), where AE is
the thickness of the target (approximately 7.64 keV in the
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center-of-mass frame) and I' is the total width of the 259-keV
resonance, taken to be ', = 1.2(2) keV by Becker et al.
A weighted average of more recent measurements [3,7,44] is
Iem = 0.999(46) keV.

The ratio of stopping powers was originally obtained from
the tables of Northcliffe and Schilling [21] and unfortunately,
there is little experimental information on which to base these
calculations. Apparently, only one measurement exists for
YN +H, at the energy of interest [58] and there are no
measurements for '°F 4 H,. We have compared the North-
cliffe and Schilling stopping powers with those calculated
using SRIM, CASP, and MSTAR (version 3.12) [59] and find
(N + H)/e,.(F+ H) = 0.686 (Northcliffe and Schilling),
0.689 (SRIM), 0.839 (cASP), and 0.901 (MSTAR). The values for
€,(N + H) from Northcliffe and Schilling, SRIM, and MSTAR
are consistent with the measured value within its +15% un-
certainty whereas CASP predicts a value that is lower by about
27%. On the other hand, the ¢, (F + H) values from Northcliffe
and Schilling, SRIM, and CASP span a range of 5.4%, but that
from MSTAR is 32% below the average of these three values.
Given the paucity of experimental information, it is difficult to
determine which data set to use for the ratio of stopping powers.

Assuming the new values for the branching ratio and T,
we obtain wyss9 = 13.6(10) meV using stopping powers from
Northcliffe and Schilling. Here we have simply kept the same
percent uncertainty as in the original result. Similarly, we
obtain wy,s9 = 13.7(10),16.7(12), and 17.9(13) meV using
stopping powers from SRIM, CASP, and MSTAR, respectively.
Only the strengths calculated with Northcliffe and Schilling or
SRIM stopping powers are consistent with our new measure-
ments or the others that we will describe below and thus we
recommend the value obtained using SRIM stopping powers,
wysrs9 = 13.7(10) meV.

Runkle et al. [2] measured the yield of the R — 6172
transition and used Eq. (6) to extract wyss9 = 13.5(12) meV.
Small corrections should be made to reflect the branching
ratio for this transition as listed in Table III as well as
the effect of nonuniform stoichiometry in their implanted
nitrogen target on Ypax oo. This latter correction (~0.5%)
involved the use of Eq. (8) to determine the resonance strength.
We have also revised the detection efficiencies using our
GEANT4 simulations. The biggest change that we find is in
target stoichiomentry, which affects .. The targets used by
Runkle et al. were nitrogen implanted into tantalum, prepared
in an identical manner to the targets used in this study.
Their stoichiometry, Ta/N = 0.718(25) was determined as in
this study, by comparing RBS yields for nitrogen-implanted
tantaulm and pure tantaulum. However, they used the ratio
of plateau heights (i.e., Eq. (1) from Ref. [28]) to measure
the stoichiometry, which is based on the assumption that
the stopping power is nearly constant over the width of
the implanted region. Our RBS analyses indicate that the
nitrogen concentration, and thus the stopping power, does
vary and consequently we have used our current value of
Ta/N = 0.667(21). Taken together, these corrections lower
the resonance strength of Runkle ef al. from 13.5(12) meV to
12.4 £ 0.4(stat) &= 0.8(sys) meV.

Imbriani et al. [3] measured wyrs9 = 12.9 £ 0.4(stat) &=
0.8(sys) meV using a TiN target. However, it is not clear
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which transition was measured and thus it is also not clear
if corrections for branching ratios are warranted. On the other
hand, these corrections would be very small. The stopping
powers used are from SRIM and have not changed in subsequent
releases. As result, we adopt thus resonance strength as
published.
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Finally, wy»s9 = 12.8 £ 0.3(stat) &= 0.5(sys) meV was re-
ported by Bemmerer et al. [5] using an H, gas target. Since
they measured the total yield using a summing detector, there
is no dependence on branching ratios. Again SRIM stopping
powers were used and consequently we adopt the published
resonance strength.
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