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ABSTRACT

David K. Lim : Clustering of Bulk RNA-Seq Data and Missing Data Methods in Deep Learning
(Under the direction of Naim U. Rashid and Joseph G. Ibrahim)

Clustering is a form of unsupervised learning that aims to uncover latent groups within data based on

similarity across a set of features. A common application of this in biomedical research is in delineating novel

cancer subtypes from patient gene expression data, given a set of informative genes. However, it is typically

unknown a priori what genes may be informative in discriminating between clusters, and what the optimal

number of clusters is. In addition, few methods exist for unsupervised clustering of bulk RNA-seq samples,

and no method exists that can do so while simultaneously adjusting for between-sample global normalization

factors, accounting for potential confounding variables, and selecting cluster-discriminatory genes.

In Chapter 2, we present FSCseq (Feature Selection and Clustering of RNA-seq): a model-based

clustering algorithm that utilizes a finite mixture of regression (FMR) model and employs a quadratic penalty

method with a SCAD penalty. The maximization is done by a penalized EM algorithm, allowing us to include

normalization factors and confounders in our modeling framework. Given the fitted model, our framework

allows for subtype prediction in new patients via posterior probabilities of cluster membership.

The field of deep learning has also boomed in popularity in recent years, fueled initially by its performance

in the classification and manipulation of image data, and, more recently, in areas of public health, medicine,

and biology. However, the presence of missing data in these latter areas is very common, and involves more

complicated mechanisms of missingness than the former. While a rich statistical literature exists regarding

the characterization and treatment of missing data in traditional statistical models, it is unclear how such

methods may extend to deep learning methods.

In Chapter 3, we present NIMIWAE (Non-Ignorably Missing Importance Weighted AutoEncoder),

an unsupervised learning algorithm which provides a formal treatment of missing data in the context of

Importance Weighted Autoencoders (IWAEs), an unsupervised Bayesian deep learning architecture, in order

to perform single and multiple imputation of missing data. We review existing methods that handle up to

the missing at random (MAR) missingness, and propose methods to handle the more difficult missing not
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at random (MNAR) scenario. We show that this extension is critical to ensure the performance of data

imputation, as well as downstream coefficient estimation. We utilize simulation examples to illustrate the

impact of missingness on such tasks, and compare the performance of several proposed methods in handling

missing data. We applied our proposed methods to a large electronic healthcare record dataset, and illustrated

its utility through a qualitative look at the downstream fitted models after imputation.

Finally, in Chapter 4, we present dlglm (deeply-learned generalized linear model), a supervised learning

algorithm that extends the missing data methods from Chapter 3 directly to supervised learning tasks such

as classification and regression. We show that dlglm can be trained in the presence of missing data in both

the predictors and the response, and under the MCAR, MAR, and MNAR missing data settings. We also

demonstrate that the trained dlglm model can directly predict response on partially-observed samples in

the prediction or test set, drawing from the learned variational posterior distribution of the missing values

conditional on the observed values during model training. We utilize statistical simulation and real-world

datasets to show the impact of our method in increasing accuracy of coefficient estimation and prediction

under different mechanisms of missingness.
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CHAPTER 1: LITERATURE REVIEW

1.1 Clustering of RNA-Seq Gene Expression Samples

RNA-sequencing (RNA-seq) is the direct sequencing of transcripts using high-throughput technologies

(Zhao et al., 2014), and is a common platform for measuring gene expression. Gene expression is extremely

important in determining the unique biology of organisms, playing vital roles in almost every biological

process (Alberts et al., 2002; Tomancak et al., 2007; Wittkopp, 2007; O’Connor et al., 2010; Romero

et al., 2012; Zhang et al., 2014; Chappell et al., 2015). Importantly, RNA-seq gives a global view of the

transcriptome and its organization for different species and cell types (Wang et al., 2009), and RNA-seq has

been shown to boast prominent advantages over the previously popular DNA microarray technologies while

still being able to replicate microarray-based results (Fu et al., 2009; McGettigan, 2013; Trost et al., 2015;

Wolff et al., 2018; Rao et al., 2019).

In the context of cancer, RNA-seq has been studied extensively. Applications include discovering

mutations and how they manifest in targeted genes, and detecting gene fusion that results from genome

rearrangement in cancer (Mardis and Wilson, 2009; Robison, 2010; Li et al., 2011; McPherson et al., 2011).

Additionally, differential expression analysis can be done using RNA-seq (Robinson et al., 2009; Ramsköld

et al., 2011; Love et al., 2014), which has countless applications in the study of cancer, like analyzing the

response of lung cancer to external stimuli like smoking (Beane et al., 2011), detecting gene-level differences

for breast cancers exhibiting tamoxifen resistance (Huber-Keener et al., 2012), identification of biomarkers

for specific tumors (Seyednasrollah et al., 2015; Cui et al., 2015; Liang et al., 2015), and more (Young et al.,

2010; McCarthy et al., 2012; Jardim-Perassi et al., 2019).

A specific application of RNA-seq in cancer research is in clustering tumors based upon gene expression.

Clustering is a form of unsupervised learning that aims to uncover latent groups across subjects based on their

similarity with respect to a common set of features. A common application of clustering is in the discovery

of novel molecular subtypes in cancer based upon patient tumor gene expression data. Resulting clusters

based on gene expression have been shown to delineate samples of different tumor subtypes, which exhibit
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different prognoses, clinical outcomes, and even treatment responses (van de Vijver et al., 2002; Sorlie et al.,

2001; Perou et al., 2000; Brannon et al., 2010; Chia et al., 2012; Mao et al., 2017). The discovery of such

subtypes therefore enable precision medicine approaches for treatment selection, where, given a patient’s

subtype information, an optimal treatment may be recommended to maximize patient clinical outcomes

based upon prior data. More generally, clustering of gene expression data has been proven to be useful for

understanding cellular processes and gene regulation (Yeung et al., 2001b), and has been used to understand

cellular processes in cancer (Liu et al., 2014; Best et al., 2015; Cima et al., 2016; Tirosh et al., 2016; Chung

et al., 2017; Murakami et al., 2018) as well as to comprehensively profile many cancer types (McLendon

et al., 2008; Muzny et al., 2012; Koboldt et al., 2012; Hammerman et al., 2012; Levine et al., 2013; Creighton

et al., 2013; Weinstein et al., 2014; Collisson et al., 2014; Bass et al., 2014; Lawrence et al., 2015; Brat et al.,

2015; Ciriello et al., 2015; Linehan et al., 2016; Zheng et al., 2016; Fishbein et al., 2017; Robertson et al.,

2017; Ricketts et al., 2018).

However, analyses of RNA-seq datasets can be confounded by technical factors, such as differences

in sequencing depth (Zyprych-Walczak et al., 2015) or batch effects (Hicks et al., 2017). Between-sample

variation due to differences in sequencing depth can cause global shifts in sample-specific read count

distributions, necessitating the use of between-sample correction methods (Li et al., 2015). Batch effects have

been known to be very strong confounders of gene expression analyses (Li et al., 2009b), requiring some

method of correction to account for these batch effects (Leek, 2014; Peixoto et al., 2015)

Gene expression via RNA-seq is quantified by aligning known genes to millions of short strings of

input RNAs called ‘reads’ (Finotello and Camillo, 2014), and quantification is done using some software

(Li et al., 2009a; Anders et al., 2014; Patro et al., 2017) to enumerate the number of reads that map to

specific protein-coding regions of the genome. In particular, software like RSEM and Salmon can handle

multimapped reads, or sequences that map to multiple regions of the genome, by estimating the uncertainty

of transcript abundance with conditional probabilities of a read being multimapped (Li et al., 2011; Patro

et al., 2017). The resulting measures from this quantification process often results in overdispersed counts, in

contrast to the Gaussian distributional assumptions made by earlier methods designed for clustering subjects

with microarray-based gene expression measurements.

This shift in distributional assumption also has practical implications. For example, due to the count nature

of RNA-seq data, the correction factors for differences in sequencing depth are often directly incorporated

into statistical modeling procedures, for example, as offset terms in negative binomial regression-based
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differential expression methods (Robinson et al., 2009; Love et al., 2014). Correction for other confounders,

such as batch effects (Leek et al., 2010) or specific clinical variables, is done by including the relevant factors

as regression covariates. However, to the best of our knowledge no analogous approach exists to correct for

such factors in RNA-seq read count-based clustering analysis. Therefore, such an approach that can correct

for such factors may have significant utility in improving clustering performance.

Currently, few methods exist that can cluster samples whose genes (features) are measured via RNA-seq.

Also, no methods currently exist that are able to allow for direct prediction of subtype for new samples. A

method that allows for such prediction may be convenient, as one may utilize an already-trained model to

predict the subtype of new samples, rather than having to retrain the entire model. Additionally, few methods

exist that are able to select for features that discriminate in expression across subtypes while clustering.

Selecting such features may aid in the identification of driver genes that delineate the subtypes of a particular

cancer type. It can also help lead to the development of gene lists such as the PAM50 genes (Nielsen et al.,

2010), which are used to guide treatment decisions based upon subtype of cancer. We go over these existing

methods in detail in Section 1.2

1.2 Existing Clustering Methods

Current methods that seek to cluster RNA-seq data can be divided into three general classes: transforma-

tion based, count based, and nonparameteric clustering methods.

Transformation-based methods

Previous studies on microarray gene expression has assumed the data to be normally distributed (Lee

et al., 2000; Allison et al., 2002; Chu et al., 2005). As a result, many parametric clustering algorithms

designed for application to microarray-based gene expression profiles are based upon the Gaussian mixture

model (Pan et al., 2003; Ouyang et al., 2004; Qu and Xu, 2004; McNicholas and Murphy, 2010).

The mclust package is an example of one such algorithm (Fraley and Raftery, 1998; Yeung et al.,

2001a; Scrucca et al., 2016). This algorithm uses a finite mixture model such that the conditional distribution

pertaining to each of the K clusters in the model is assumed to follow a multivariate Gaussian distribution.

Maximum likelihood estimation is performed using the EM algorithm (Dempster et al., 1977; McLachlan

and Krishnan, 2008). The covariance matrix Σk for each cluster k, k = 1, . . . ,K, is specified by utilizing

an eigenvalue decomposition such that Σk = λkDkAkD
T
k , where Ak is a diagonal matrix that specifies
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the shape of the density contours and Dk is an orthogonal matrix that determines the orientation of the

corresponding ellipsoid (Banfield and Raftery, 1993; Celeux and Govaert, 1995), and the number of estimated

parameters in the covariance is constrained by various specifications of Ak and Dk (Browne and McNicholas,

2013; Scrucca et al., 2016), performing model selection using the Bayesian Information Criterion (Schwarz,

1978), or “BIC”.

It is clear that discrete count data pertaining to RNA-seq read counts does not fit the typical Gaussian

mixture model assumption. It has been seen that non-normal count data can be made more approximately

Gaussian through the use of a transformation on the data that stabilizes the variance (Rohlf and Sokal, 1981;

Zar, 1999). One such transformation that is very simple and intuitive is the log transform. The variance-

stabilizing transform is a monotone mapping such that the variance of transformed values is approximately

independent of the mean, and it has been shown to have a straightforward application in clustering of RNA-seq

read counts (Anders and Huber, 2010). Alternatively, the regularized logarithm (rlog) transformation is

performed by fitting an intercept-only GLM on each gene, shrinking the log fold changes (LFCs) with respect

to the baseline using an empirical Bayes method (Love et al., 2014). The rlog transform additionally directly

accounts for variation in sequencing depth, although it may not preserve the ordering of genes within a

sample under large amounts of shrinkage (Love et al., 2014).

Once an appropriate transformation is applied, the application of methods developed for microarray data

(Zwiener et al., 2014) is feasible by assuming the transformed data are distributed approximately Gaussian.

However, prior work has shown that the choice of transformation can greatly influence clustering performance,

as the quality of this Gaussian approximation varies by condition, and the optimal choice may not be readily

apparent (Noel-MacDonnell et al., 2018). Additionally, studies have shown that such transformations may

not work very well for count data (O’Hara and Kotze, 2010), especially for overdispersed counts (Solomon

and Sawilowsky, 2009; Zwiener et al., 2014). From a practical standpoint, methods that directly model the

data rather than relying on transformations may also be more intuitive for inference and interpretation. Also,

these transformation-based methods are not able to directly adjust for technical variation like differences in

sequencing depth, and for confounders like batch. Additionally, in the RNA-seq context, they do not perform

automatic feature selection nor predict cluster membership for a new subject based on a fitted model.

Count-based methods

The second class of methods directly models gene-level read counts, assuming a specific distribution on

the read counts. There have been developed a number of RNA-seq clustering methods that directly model
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gene level read counts (Wang et al., 2013; Si et al., 2013; Silva et al., 2019), but these methods cluster genes

rather than samples.

iCluster+ (Mo et al., 2013) is an integrative method that can perform clustering analysis using

multiple datasets of different distributional assumptions. Estimation of parameters is done using a modified

Monte Carlo Newton-Raphson algorithm (Friedman et al., 2010; McCulloch, 1997). iCluster+ writes the

form of a joint log-likelihood that incorporates the information across each genomic dataset, incorporating

the L1 penalty for regularization (Tibshirani, 1996) to induce sparsity. Also, a set of multivariate standard

normal latent variables is utilized to denote underlying driving factors, and samples are drawn from the joint

posterior distribution of these latent variables using the random-walk Metropolis Hasting algorithm (Tanner

and Wong, 2010; Casella and Robert, 2010; Liu, 2008). Using K-means on the latent variables, samples

are clustered together, using a guided procedure based upon the BIC and deviance ratio for selecting the

optimal number of clusters and the optimal value for the penalty parameter (Mo and Shen, 2019). Although

iCluster+ performs feature selection and directly models counts, iCluster+ also assumes a Poisson

distribution on count data, thus ignoring potential overdispersion in counts. Additionally, the iCluster+

framework does not allow for adjustment for sequencing depth or covariates while clustering, and does not

perform prediction on new samples. Moreover, although iCluster+ provides a mode for automatic feature

selection, the manual (Mo and Shen, 2019) suggests that gene selection must be done using arbitrary cutoffs

based on quantiles of estimated parameters.

NBMB (Li et al., 2018) is a recently developed clustering method that models RNA-seq read counts using

the negative-binomial distribution. Specifically, NBMB assumes a finite mixture model on the read counts,

with a mixture of K negative binomial distributions, corresponding to the K clusters. A stochastic form of

the EM algorithm with deterministic annealing (Rose, 1998) is utilized, similar to a form proposed by Si et al.

(2013). The NBMB algorithm is initialized with equal mixing proportions and MLE estimates for the mean

and dispersion, and the algorithm iteratively estimates posterior probabilities of cluster membership (E-step),

and parameter updates (M-step). Also, separate mean and dispersion parameters are estimated for each

cluster of each gene, taking into account potentially different levels of overdispersion of gene read counts

across samples in each cluster. Although NBMB can account for overdispersed RNA-seq counts, NBMB cannot

perform feature selection like iCluster+. In addition, like iCluster+, NBMB is not able to adjust for

factors such as batch effects or differences in sequencing depth, and also does not perform prediction on new

samples.
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Nonparametric methods

The third class of methods includes non-parameteric clustering approaches such as the average-linkage

hierarchical clustering (HC) and K-medoids (KM) (Jaskowiak et al., 2018). These algorithms have been used

heavily in practice due to their speed and simplicity, as well as ease of implementation. These clustering

methods involve using some dissimilarity measure to guide clustering, grouping together samples that show

low dissimilarity, and separating samples that show high dissimilarity.

Hierarchical agglomerative clustering (Johnson, 1967; Zhao et al., 2005; Manning et al., 2008) works in

a bottom-up approach, such that pairs of clusters are merged together iteratively based upon dissimilarity.

Typically, a linkage is specified for the particular hierarchical clustering algorithm. Single-linkage clustering

takes the dissimilarity between two clusters to be the distance between the most similar members, average-

linkage clustering takes the dissimilarity to be the average distance between all members, and complete-

linkage clustering takes the dissimilarity to be the distance between the most dissimilar members (Patel et al.,

2015). Often, the choice of dissimilarity measures and linkages is arbitrary, with the clustering performance

based upon each choice depending heavily on the dataset in question (Jaskowiak et al., 2014). Out of these

methods, Jaskowiak et al. (2018) suggests that the average-linkage hierarchical clustering algorithm provides

the best performance in clustering RNA-seq.

K-medoids (Bishop, 2006) is another nonparametric clustering algorithm, and works by partitioning

samples in a manner that is similar to the well-known K-means algorithm (Wu et al., 2008). In the K-medoids

algorithm, “medoids” are selected as objects of a cluster whose average dissimilarity to all objects in the

cluster is minimal, and partitioning is done by minimizing the average L1 distance between the each point of

a cluster and its corresponding medoid (Cao and Yang, 2010). In the Partitioning Around Medoids (PAM)

algorithm (Han and Pei, 2017), the medoids are iteratively re-assigned to improve clustering results, and each

point is assigned to clusters based on the minimum dissimilarity with the corresponding medoids. Jaskowiak

et al. (2018) showed that K-medoids, like average-linkage hierarchical clustering, performs well in recovering

clusters in RNA-seq compared to other nonparametric methods.

Although distribution-free, these nonparameteric methods are very dependent on the choices of model

specifications, like the measure of dissimilarity, and the type of linkage in hierarchical clustering. In practice,

there are numerous variants to these nonparametric methods, and their performance is highly dependent

on the context in which they are employed (Zhao et al., 2005; Müllner, 2011; Mingoti and Lima, 2006;

Nazari et al., 2015; Schubert and Rousseeuw, 2018). Also, none of these algorithms described can perform
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feature selection to determine cluster-discriminatory genes, nor can they adjust for batch or differences in

sequencing depth. They also cannot perform prediction of subtype in new samples, and can only cluster the

initial training samples. These limit the applicability of such methods to translational settings such as cancer

subtyping based upon tumor RNA-seq data.

1.3 Deep Learning

Neural networks are networks comprised of “layers” of so-called “neurons” that are connected such that

some transformation of the values from the previous layer is applied to output values for the subsequent

layer (Taylor, 1996; Lecun et al., 1998). By combining many layers of neurons, a neural network can

perform a series of transformations such that the input data is mapped to a highly nonlinear and complicated

transformation of the input (Schmidhuber, 2015). The structure of the connections between neurons are

remarkably simple, allowing for intricate architectures that provide very powerful tools for learning even very

complicated tasks involving massive amounts of input data (Najafabadi et al., 2015).

Deep learning refers to a broad class of algorithms that utilizes neural networks to learn complex

relationships within data. These deep learning methods initially gained mass interest through their excellent

performance in classifying images (Krizhevsky et al., 2012; Szegedy et al., 2014; He et al., 2015). Such

methods took in millions of labeled images, and performed the supervised task of classifying new images

into pre-trained categories. Seeing the promising performance of such algorithms, researchers quickly began

to generalize deep learning methods to be used in various analyses in other fields, such as recommender

systems (Zhang et al., 2017), AI gaming (Silver et al., 2017), video editing (Podlesnyy, 2019), and many

more (Vankayala and Rao, 1993; Pumsirirat and Yan, 2018; Cavalcante et al., 2016; Basak et al., 2018; Suk

et al., 2013; Voulodimos et al., 2018; Almalaq and Edwards, 2017; Rawat and Wang, 2017; Ozdag, 2018;

Carrio et al., 2017; Xie et al., 2018; Zhang et al., 2018).

In particular, there has been significant interest in the application of deep learning methods to problems

in the biomedical sciences, for example to detect tumors from X-ray or MRI scans (Razzak et al., 2017;

Ausawalaithong et al., 2018; Shen and Gao, 2019). Similarly, the field of genomics has seen numerous

advances in deep learning methods for analyses of single-cell RNA-seq datasets (Way and Greene, 2018;

Lopez et al., 2018; Lotfollahi et al., 2019). In the realm of health informatics, with applications such as

cancer diagnostics, tissue classification, anomaly detection, human activity recognition, prediction of disease,
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and air pollutant prediction (Ravi et al., 2017; Fakoor et al., 2013; Brosch et al., 2013; Sun et al., 2014; Nie

et al., 2015; Zou et al., 2016).

We introduce some common deep learning architectures for supervised and unsupervised deep learning

tasks in the next section.

1.3.1 Unsupervised Deep Learning Architectures

An autoencoder (AE) is one particular deep learning architecture that was first developed for and used

in dimension reduction (Goodfellow et al., 2016). The structure of an AE involves an encoder, which

“encodes” the data into a lower-dimensional space that captures the salient features of the data, and a decoder,

which reconstructs the original data from the lower-dimensional space (Tschannen et al., 2018). In this

way, an autoencoder simultaneously learns a lower-dimensional representation of the input data, which may

potentially be very large, and learns to reconstruct the input data from the learned representation. Such a

dimensionality reduction technique can be useful in clustering (Song et al., 2013) or for visualization of data

(Wang et al., 2016), and reconstruction of the data may be useful in de-noising or imputation of data (Vincent

et al., 2008).

The variational autoencoder (VAE) is built upon a similar encoder-decoder structure and resembles the

AE, but the VAE additionally imposes a probabilistic assumption on the lower-dimensional (or “latent”)

space (Doersch, 2016). This assumption essentially casts the autoencoder in a Bayesian framework, where

the goal is to compute the posterior of the latent variable conditioned on the observed data, given a specified

prior distribution. Traditionally in this framework, the most widely-used methods for approximate posterior

inference have been Markov Chain Monte Carlo (MCMC) sampling methods (Gelfand and Smith, 1990),

such as the Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970) and Gibbs sampling (Geman and

Geman, 1984) algorithms; however, these methods may be too slow for larger and more complex datasets

(Blei et al., 2016), which may be the case for many deep learning applications.

To address this, the VAE instead utilizes variational inference, where a family of distributions is posited

to approximate the posterior, and the optimal approximation within this family is learned by minimizing

the Kullback-Leibler divergence between the true and approximate posteriors (Kingma and Welling, 2013;

Rezende et al., 2014; Blei et al., 2016). In particular, the encoder of a VAE learns the approximate posterior

of this latent variable given the input data using amortized variational inference (Gershman and Goodman,

2014), and the decoder of a VAE learns the generative distribution of the data conditioned on the latent
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space. The VAE is typically trained by utilizing some computationally efficient and straightforward stochastic

optimization technique (Rezende et al., 2014; Kingma and Ba, 2014).

The presence of complex interactions among high-dimensional features in modern biomedical data has

motivated the use of VAEs, commonly for unsupervised learning tasks such as dimension reduction, repre-

sentational learning, and generation of synthetic data mimicking real input data, which may be unavailable,

especially in the healthcare setting, due to patient confidentiality (Shickel et al., 2018). In prior evaluations,

VAEs have shown tremendous performance in data generation and representation learning (Kingma and

Welling, 2019).

1.3.2 Supervised Deep Learning Architectures

While a number of deep learning architectures have been proposed for supervised learning, the feed

forward neural network (FFNN) is very commonly used in most architectures. In a FFNN, sequential

non-linear transformations are applied to the values of the input layer. Each value in the subsequent layer of

the FFNN is computed by applying a non-linear (or “activation”) function to the linear transformation of the

values in the previous layer, outputting a complex non-linear transformation of the input (Svozil et al., 1997).

Such networks may contain a large number of parameters and take a long time to train, so optimization is

often done via stochastic gradient descent, for scalability (Guo and Gelfand, 1990).

Such FFNNs have been utilized for tasks like regression (Tran et al., 2019) and classification (Krizhevsky

et al., 2012; Russakovsky et al., 2015), and are highly utilized for their ability to capture complex nonlinearity

between the features, as well as model nonlinear relationships between the input and the output. Additionally,

prediction models using FFNNs have generally shown very excellent performance (Szegedy et al., 2014; He

et al., 2015).

1.4 Missing Data in Deep Learning

Historically, statistical literature characterizes missingness into one of three main categories: missing

completely at random (MCAR), missing at random (MAR), or missing not at random (MNAR) (Little and

Rubin, 2002). MCAR refers to the case where the probability of missingness is completely independent of the

observed and missing values, MAR refers to the case where the probability of missingness is dependent on

the observed values but independent of the missing values, and MNAR refers to the case where the probability
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of missingness is dependent on the unobserved values. There is a wide array of methods on how to treat each

type of missingness in traditional statistical frameworks (Ibrahim et al., 2005; Ibrahim and Molenberghs,

2009). However, it is not clear how these methods translate into deep learning. Specifically, missing data

methods involving computationally expensive sampling steps may be intractable for adaptation into deep

learning, which typically utilizes very large volumes of data (Chen et al., 2019).

One particular application of existing deep learning methods, like AEs or VAEs, is in analyzing medical

data, such as the Electronic Health Records (EHR). Missingness of data in this domain is very common,

yielding over 80% missingness of features in some datasets (Luo et al., 2018). In addition, the missingness in

these kinds of data is typically informative, or non-ignorable (Beaulieu-Jones and and, 2016; Venugopalan

et al., 2019; Sharafoddini et al., 2019), causing methods that don’t explicitly account for this type of

missingness to yield biased estimates (Yuan and Yin, 2009).

In practice, there is a vast array of methods on handling and imputing missing values in datasets (Horton

and Kleinman, 2007), with some methods utilizing state-of-the-art machine learning techniques (Stekhoven

and Buhlmann, 2011). In deep learning, some AE methods have been used to attempt to handle missingness

in incomplete medical datasets (Beaulieu-Jones and and, 2016; Miotto et al., 2016). However, it has been

shown that VAEs may outperform AEs in learning representations on larger datasets, like EHR data (Sadati

et al., 2019). Consequently, a number of methods have been developed recently for handling missing data

in the context of VAEs (McCoy et al., 2018; Nazabal et al., 2018; Ivanov et al., 2019; Mattei and Frellsen,

2019). In Section 1.5, we review some of these existing methods of dealing with missing data, with emphasis

on the VAE methods.

Additionally, there have been some recent attempts to train supervised deep learning models for regres-

sion and classification tasks in the presence of missing features (Ipsen et al., 2021), however such methods

typically assume either MCAR or MAR missingness. Also, commonly used methods such as mean imputation

or complete case analysis in training such models have historically yielded biased results (Ibrahim and Molen-

berghs, 2009). Multiple Imputation by Chained Equations (mice) (Van Buuren and Groothuis-Oudshoorn,

2011) has also been widely employed to handle missing data in a supervised learning setting, but mice is

unable to generalize a trained imputation model to handle missingness that may exist in a separate test set

(Hoogland et al., 2020). Also, using multiple imputation approaches may not be feasible to apply when the

downstream model is computationally intensive, such as in the setting of training a deep learning neural

network, since one must train the model separately for each imputed dataset. Moreover, existing approaches
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to handle MAR or MCAR missingness when training deep learning models for supervised learning tasks are

currently limited, and have not been sufficiently explored in the literature.

1.5 Existing Missing Data Methods

Non-deep learning methods. Traditionally, there have been several naı̈ve methods of handling missing

data. In deep learning applications, naı̈ve approaches to handling missing data, such as listwise deletion, mean

substitution, regression imputation, and last observation carried forward (Kang, 2013) have been commonly

employed.

In listwise deletion, missing observations are simply omitted from analysis, keeping just the fully-

observed cases. This is typically valid only in the MCAR setting, and results in larger standard errors, wider

confidence intervals, and lower power in testing hypotheses (Allison et al., 2010). In mean substitution, the

missing values for each feature are imputed by the average of the observed values for that feature. This is also

only valid in a strictly MCAR setting, and has been shown to give biased estimates (Haitovsky, 1968) and to

underestimate the standard errors by inflating the sample size (Kang, 2013). In regression imputation, a linear

regression is fit with observed data to impute the missing entries. Regression imputation is an improvement

from mean imputation, but most imputation-based methods of missing data tend to underestimate standard

errors and overinflate the confidence of results, since there is no way to distinguish between imputed values

and observed values (Allison et al., 2010).

Last observation carried forward (LOCF) is typically employed in the longitudinal setting, where repeated

measures for subjects are correlated. LOCF simply carries over the immediately previous measurement of a

particular feature to impute a missing measurement for that feature for the same subject (Hamer and Simpson,

2009). LOCF makes the strong and unrealistic assumption that no change in the measurement occurs across

the two time points.

missForest (Stekhoven and Buhlmann, 2011) is a regression tree-based method that has yielded

state-of-the-art results in imputation. It is related to regression imputation, utilizing a random forest on the

observed values. In particular, for one fixed variable, a random forest is fit on the observed entries, using

the observed values of the other variables pertaining to each non-missing observation in the fixed variable.

Then, after training on these non-missing observations, the trained random forest is used to predict missing

observations of the fixed variable, using the corresponding observed values of all other variables. This
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process is repeated for all variables in the dataset, until all missing entries have been imputed. Due to the

use of regression trees, missForest can be used for datasets of mixed data types, and can handle up to

MAR missingness. Also, missForest is computationally efficient and can handle high-dimensional data

(Stekhoven and Buhlmann, 2011).

mice (Van Buuren and Groothuis-Oudshoorn, 2011) is a popular state-of-the-art method that performs

multiple imputation, and utilizes Rubin’s rules to pool coefficient estimates based upon models fit on the

multiply-imputed datasets. It uses a fully-conditional model to iteratively update the missing entries, using

chained equations. mice has been shown to perform very well under MCAR and MAR missingness in both

imputing missing values, and in analyzing downstream models using multiply-imputed datasets. However,

it cannot generalize the learned imputation model to impute missing values that may exist at test time.

Furthermore, it may not perform well when complex nonlinear interactions exist between variables of a

dataset, as it typically assumes a linear relationship between features.

Deep learning VAE methods. Deep learning VAE methods of handling missing data typically take

advantage of the encoder-decoder architecture to generate data pertaining to missing entries. One of the first

VAE methods of imputation to handle MAR missingness was proposed by Rezende et al. (2014), in which

they first train a VAE using the subset of the observations that are completely observed, or nonmissing. Upon

training the VAE, the variational posterior is assumed to be a good approximation of the true posterior. In

this setting, an imputation procedure was proposed, where missing values are initially replaced with random

values and fed into the VAE. Then, missing features are sampled from the resulting generative model. The

sampled missing features and fixed observed features are then fed into the VAE again, and this process is

repeated until the reconstruction error on observed values is small (McCoy et al., 2018). This procedure has

the advantage of being simple and straightforward, but it requires the existence of a sufficiently large set of

completely-nonmissing observations with which a VAE can be properly trained such that a good approximate

posterior can be learned. Especially in a high-dimensional setting, such a set is not guaranteed to exist,

limiting the utility of this scheme. Also, the iterative process of imputation after training the VAE can be very

time-consuming, making it impractical for larger datasets.

VAEAC (Ivanov et al., 2019) utilizes the Conditional VAE (Sohn et al., 2015), which allows for condi-

tioning on an arbitrary subset of the features. Like the scheme by Rezende et al. (2014), VAEAC is similarly

designed for datasets with a completely-observed set of observations. Specifically, they induce random

missingness on the completely-nonmissing observations to train the VAE to learn to impute these missing
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values. They additionally condition missing values on the observed in their lower bound to impute values of

up to MAR missingness. Compared to other methods, the architecture of VAEAC is very intricate, as it was

mainly designed to process pixel data. Thus, the VAE is trained on a much fewer number of epochs than

some other VAE missing data methods.

HI-VAE (Nazabal et al., 2018) is a VAE-based method that, like VAEAC, does not require a fully-

observed training set. Instead, missing features are replaced with 0’s, and the terms in the ELBO are

calculated with respect to just the observed values. This is possible by assuming that missingness is MCAR

or MAR, such that the missingness can be considered ignorable and the missingness mechanism need not

be modelled explicitly (Rubin, 1976). Additionally HI-VAE is able to deal with heterogeneous data types,

including categorical and binary data, by casting different assumptions on the generative model for each

data type. Additionally, they include an additional latent variable to denote cluster membership, such that

one can identify underlying subgroups within data without relying upon heuristic clustering methods on the

lower-dimensional latent space.

MIWAE (Mattei and Frellsen, 2019), like HI-VAE and VAEAC, does not require a fully-observed training

set. However, MIWAE utilizes the Importance-weighted AE (IWAE) architecture (Burda et al., 2015), which

more tightly lower bounds the log marginal distribution than the traditional ELBO. Similar to HI-VAE,

MIWAE also computes the corresponding lower bound on just the observed features, thereby allowing up to

ignorable MCAR or MAR missingness. Missing features are imputed after training, using an approximate

posterior with respect to the observed values. In particular, MIWAE utilizes an importance sampling scheme

to compute the expectation of the missing features, conditional on the observed features, and uses Monte

Carlo integration to approximate the expectation using samples from the latent space.

Although the deep learning methods described in this section can perform imputation, which can aid in

downstream modelling procedures such as prediction, and can learn complex interactions between features

which may exist in real data, none of these existing methods are able to properly handle missingness that is

MNAR, and thus may yield biased results in imputation and downstream models.

Additionally, these methods are all unsupervised learning methods for imputation of missing values, and

do not contain a mode to perform supervised learning, such as prediction. Utilizing a method to impute the

training set to perform impute-then-regress modelling may not work when missingness exists in the test set.

A multiple imputation method like mice may also be impractical if the downstream model is very complex,

as this model must be fit on each of the multiply-imputed datasets.
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CHAPTER 2: FSCSEQ: SIMULTANEOUS FEATURE SELECTION AND CLUSTERING OF BULK
RNA-SEQ DATA

2.1 Introduction

To address the issues with respect to current methods for clustering samples based on RNA-seq, we

propose FSCseq (simultaneous Feature Selection and Clustering of RNA-seq): a penalized finite mixture of

regression models that assumes negative-binomially distributed mixture components. In addition to directly

clustering samples with respect to RNA-seq gene counts, FSCseq also performs simultaneous feature selection

to select cluster-discriminatory genes during the clustering process. We achieve this via a coordinate-wise

descent within an iteratively-reweighted least squares algorithm, imposing a fusion penalty on the differences

in estimated cluster log2 mean expression on each individual gene, simultaneously shrinking the estimates

closer together while inducing sparsity on the differences across clusters. By modeling cluster means with

weighted negative binomial regression models, FSCseq can directly adjust for differences in sequencing depth

through the inclusion of size factors in a manner similar to common differential gene expression methods. It

can also correct for potential confounders such as batch effects, by including them as regression covariates.

We demonstate the utility of these features in improving clustering performance via simulation studies and a

real data application to a TCGA breast cancer RNA-seq dataset. Lastly, we illustrate how FSCseq performs

subtype prediction in new samples, given a new set of gene expression profiles and a prior fitted FSCseq

object. In all, we address critically lacking features in clustering samples whose gene expression profiles

are measured via RNA-seq, and demonstrate improved performance with respect to existing methods over a

range of conditions.

The workflow for FSCseq and an example visualization of the penalty incorporated in our framework are

given in Figure 1. Details of these are explained in Section 2.2.
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Figure 1: Example workflow of FSCseq (left) and visualization of the mechanics of the fusion SCAD penalty (right) imposed on β̂jk

with j = 1, . . . , 4 and k = 1, . . . , 3. For prediction, the coefficient estimates and the list of cluster-discriminatory genes obtained
from FSCseq can be used to compute posterior probabilities of cluster membership on new samples. Importantly, the fusion penalty
is imposed on each gene separately, and clusters are fused together within each given gene separately. When all clusters are fused
together for a particular gene (j = 1, right), that gene is determined to be nondiscriminatory across clusters. Otherwise, the gene is
considered to discriminate in expression across clusters.

2.2 Methods

The main utility of FSCseq is two-fold: unsupervised clustering of subjects based on subject-specific

RNA-seq gene expression profiles, and simultaneous selection of cluster-discriminatory genes. Our modeling

approach can correct for sources of technical variation like sequencing depth, adjust for effects of potential

confounders during clustering such as batch effects, and directly predict discovered subtypes in new patients

based upon a previously fitted FSCseq model. We describe our model implementation below.

2.2.1 Model likelihood

Gene-level RNA-seq read counts are utilized as the basis of our model, which can be obtained from

RNA-seq gene expression quantification software such as Salmon (Patro et al., 2017). Such approaches

account for read multi-mapping and other biases and, as a result, often provide non-integer “expected read

counts” adjusting for these factors. We round these expected count values to integers, similar to previous

approaches (Love et al., 2014). Let y denote an n × G matrix of n subjects (or “samples”) and G genes
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(or “features”), with each element yij denoting the read count of the jth gene for the ith subject, where

i = 1, . . . , n and j = 1, . . . , G.

We assume that the RNA-seq gene expression profile of subject i, yi = (yi1, . . . , yiG), can be modeled

by a mixture of K G-dimensional multivariate negative binomial regression models. The likelihood of this

mixture model may be written as

L(µ,ϕ|y) = f(y;µ,ϕ) =
n∏
i=1

K∑
k=1

πkfk(yi;µik,ϕ), (2.1)

where K is the “order” of the mixture model (i.e. the number of assumed clusters in the data), πk is the

mixture proportion pertaining to cluster k, and
∑K

k=1 πk = 1. We denote µijk as the mean of the jth gene

for the ith subject in the kth cluster, after adjusting for subject-specific sequencing depth, and we denote

ϕj as the gene-level dispersion parameter pertaining to gene j. Then, µik = (µi1k, . . . , µiGk) is the mean

expression profile pertaining to sample i and cluster k, and ϕ = (ϕ1, . . . , ϕG) is a vector of the G gene-level

dispersion parameters.

We utilize a gene-gene independence assumption, which has been successfully implemented in prior

RNA-seq read count-based clustering methods (Si et al., 2013; Mo et al., 2013; Li et al., 2018), as a reasonable

approximation to simplify (2.1). Under this assumption, fk(yi;µik,ϕ) =
∏G
j=1 fjk(yij ;µijk, ϕj), where

fjk(·) is the negative binomial probability mass function, given by

fjk(yij ;µijk, ϕj) =

(
yij + ϕ−1

j − 1

ϕ−1
j − 1

)[
1

1 + ϕjµijk

]ϕ−1
j
[

ϕjµijk
1 + ϕjµijk

]yij
,

equivalent to the “NB2” parameterization by Hilbe (2009). Although the multivariate log-normal Poisson or

multivariate negative binomial model may alternatively account for potential correlation between genes, the

specification and estimation of such a covariance structure across genes is intractable in very high dimensions

(Inouye et al., 2017).

For the jth gene, we may specify the link and variance functions with respect to µijk as

log2(µijk) =βjk +

P∑
p=1

xipγjp + si V (µijk) = µijk + ϕjµ
2
ijk, (2.2)
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where βjk is the log base 2 (log2) mean read count for gene j and cluster k, γjp is the effect of covariate

p on the expression of gene j, and si is the log2 scaled size factor of subject i calculated by DESeq2 to

correct for subject-specific differences in sequencing depth. In other words, we model the log2 mean of the

jth gene for subjects in the kth cluster via a cluster-specific mean parameter (on the log2 scale) and a set of

P subject-level covariates (xi1, . . . , xiP ), while also accounting for sequencing depth. We allow covariate

effects to be distinct across genes, similar to prior batch correction methods (Johnson et al., 2006; Leek,

2014), as, biologically, certain sets of genes may be affected differently by a particular covariate. Examples

of such covariates may include technical factors such as batch, or potential demographic variables such as age

or tumor grade. Through the inclusion of covariates in the model, we will later demonstrate FSCseq’s ability

to adjust cluster mean estimates, thus improving clustering performance in the presence of such factors.

We note that in the given parametrization, we specify gene-level dispersion parameters ϕj that are shared

across the K clusters within gene j (Robinson et al., 2009; Love et al., 2014). In contrast, NBMB (Li et al.,

2018) specifies cluster-specific dispersion parameters ϕj = (ϕj1 . . . , ϕjK) within each gene j. Conceptually,

when n is small, the estimate of each ϕjk may not be accurate due to the smaller average per-cluster sample

size (Piegorsch, 1990; Al-Khasawn, 2010). In FSCseq, we utilize gene-level dispersions as the default in

order to avoid this issue, and later show that the cluster-specific dispersion scheme by NBMB performs poorly

in clustering analyses.

FSCseq identifies cluster-discriminatory genes simultaneously during clustering. To do this, within a

given gene j, we impose the SCAD penalty (Fan and Li, 2001) on the pairwise differences between log2

cluster means, in order to induce shrinkage on these differences and enforce equality of similar group means

within gene j. That is, we introduce the penalty term

pλ(βj) =

K∑
k<l

SCADλ(|βjk − βjl|), (2.3)

where βj = (βj1, . . . , βjK), λ is a tuning parameter to control the amount of penalty that is introduced, and k

and l are cluster indices such that 1 ≤ k < l ≤ K. The explicit form of the SCAD penalty is most commonly

given by its first derivative: SCAD′
λ∗(θ) = λ∗{I(θ ≤ λ∗)+ [(aλ∗− θ)+/(aλ∗−λ∗)]I(θ > λ∗)} for a > 2,

θ > 0, and λ∗ = λα. As suggested by Fan and Li (2001), we set a = 3.7.
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Then, we aim to maximize the penalized log-likelihood, which may be written as

log[Lp(Ψ)] = log[L(µ,ϕ|y)] + Penalty

=

n∑
i=1

log


K∑
k=1

πk

G∏
j=1

fjk(yij ; si, βjk,γj , ϕj)


+

G∑
j=1

pλ(βj),

(2.4)

after incorporating the link function in (2.2) and the SCAD penalty. Here, Ψ = (π,β,γ,ϕ) pertains to

the vector of model parameters, with π = (π1, . . . , πK), β = (β1, . . . ,βG), and γ = (γ1, . . . ,γG). Here,

γj = (γj1, . . . , γjP ) denotes the regression coefficients pertaining to the P covariates in gene j, j = 1, . . . , G.

The first term of (2.4) is the log of the model likelihood in (2.1), with µijk replaced by (si, βjk,γj), since

µijk is a function of (si, βjk,γj) by (2.2).

However, because the penalty is imposed on the differences in cluster log2 mean parameters in gene j, it

is not separable in βj . As a result, the penalized log-likelihood may not converge to a stationary point during

maximization (Friedman et al., 2007; Wu and Lange, 2008). Similar to Pan et al. (2013), we address this by

introducing a new variable θj,kl = βjk−βjl for each gene j = 1, . . . , G and each pair of clusters k and l such

that 1 ≤ k < l ≤ K. We then apply the quadratic penalty method (Nocedal and Wright, 1999) leveraging

this new constraint. In particular, for a given gene j, let θj be a K ×K upper triangular matrix denoting the

pairwise differences in βj , with entries (θj)kl = θj,kl. Then, under the quadratic penalty method, (2.3) can

be rewritten as

pλ,α(βj) =
λ(1− α)

2

∑
k<l

(βjk − βjl − θj,kl)2 +
∑
k<l

SCADλα(|θj,kl|), (2.5)

where the first term is the added quadratic penalty term as described by Nocedal and Wright (1999), pertaining

to the constraint θj,kl = βjk − βjl. This first term in (2.5) is convex and differentiable, while the second

term is non-smooth, but separable and convex, and so a coordinate-wise descent algorithm is guaranteed

to converge to the global optimum (Tseng, 2001). In FSCseq, we utilize this property to implement a

coordinate-wise descent algorithm (CDA) to estimate cluster log2 means and covariate effects within each

given gene j = 1, . . . , G. We also introduce the hyperparameter α to control the balance between these two

terms. Although similar in form, we note that this is not the traditional elastic net penalty (Zou and Hastie,
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2005). Rather, this penalty is similar to the L1 penalty with the quadratic penalty method proposed by (Pan

et al., 2013), with the L1 replaced by the SCAD penalty.

We also note that βjk − βjl → 0 as θj,kl → 0. However, similar to Pan et al. (2013), we observe that

βjk − βjl − θj,kl → 0 as λ(1− α)→∞, but βjk − βjl = 0 cannot be guaranteed. In particular, let θ̂j,kl and

β̂jk denote the estimates of θj,kl and βjk, respectively. Then, although θ̂j,kl = 0 can be attained by the SCAD

penalty, β̂jk = β̂jl cannot be guaranteed for two distinct clusters k and l. This is because the term introduced

by the quadratic penalty method (Nocedal and Wright, 1999) to enforce the constraint θj,kl = βjk − βjl is a

ridge-like term, and thus does not perform strict thresholding, much like the classic L2 penalty (Hoerl and

Kennard, 1970). Increasing the first term by increasing λ(1− α) more closely approximates equality in the

constraint, but this introduces bias in the estimation of βj (Pan et al., 2013).

In FSCseq, we address this by fusing clusters k and l together into one joint cluster for gene j if θ̂j,kl = 0,

denoting the index of this new cluster as k∗. Specifically, we estimate β̂jk∗ using data from both clusters k

and l in gene j, and we strictly enforce the quadratic penalty method constraint by setting β̂jk = β̂jl = β̂jk∗ .

If all clusters are fused together in this way for a particular gene j, then gene j is determined to be

“nondiscriminatory” across clusters. Otherwise, gene j is considered “cluster-discriminatory.” We call this

penalty the “SCAD fusion penalty”.

We select optimal values of the three tuning parameters (K, α, and λ) by searching over a grid of possible

values for α and λ with K fixed, and then repeat this procedure for every candidate value of K. We utilize

the Bayesian Information Criterion (BIC) for selection (Schwarz, 1978). Details of this tuning parameter

selection procedure is given in Section 2.2.2.

2.2.2 Computation

We maximize the penalized log-likelihood from (2.4) via a Classification Expectation-Maximization

(CEM) algorithm with simulated annealing (Celeux and Govaert, 1992) to reduce the likelihood of converging

to a local maximum. To reduce computational overhead per iteration, we also apply “mini-batching” of

genes. That is, we update the estimates of parameters pertaining to a random subset (or a ‘mini-batch’) of the

genes in the M-step, and then perform the E-step after each ‘mini-batched’ M-step. This is in contrast to the

standard EM algorithm, where we would only perform the E-step after estimating parameters for all genes in

the M-step. Thus, mini-batching allows the E-step to be updated more quickly with M-step updates from

a subset of the parameter space, similar to the multicycle ECM algorithm (Meng and Rubin, 1993) which
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has been shown to decrease overall computation time (Meng, 1994). We show later that this mini-batching

approach works well in our simulation and real data analyses.

The complete data penalized log-likelihood, which corresponds to the penalized log-likelihood in (2.4),

can be written as

log[Lcp(Ψ)] =

n∑
i=1

K∑
k=1

zik

log(πk) + log

G∏
j=1

fjk(yij ; si, βjk,γj , ϕj)


+

G∑
j=1

pλ,α(βj),

(2.6)

where zik = I(zi = k) is the indicator of whether subject i belongs to cluster k. In this context, zik is a

latent variable denoting cluster membership of sample i in cluster k. In the standard EM algorithm, the

so-called “Q-function” is then calculated as the conditional expectation of log[Lcp(Ψ)], given the current

parameter estimates and observed data (McLachlan and Krishnan, 2008; Garcia et al., 2009). This expectation

is calculated in the E-step, and parameter estimates are updated in the M-step by maximizing the Q-function.

The rest of this section is organized as follows. To simplify the presentation of our method, we first

describe the general E and M-steps for our algorithm without mini-batching, given some fixed values of K, α,

and λ. Then, we describe the modifications of these steps to support gene mini-batching. We then show how

the FSCseq algorithm is initialized, outline convergence criteria, and describe our procedure for selecting the

optimal values of K, α and λ. We conclude this section by describing a method for subtype prediction using

the converged FSCseq model.

We first describe the E-step with no mini-batching of genes. Let m denote the current EM iteration,

Ψ̂(m) = (π̂(m), β̂(m), γ̂(m), ϕ̂(m)) denote the estimates of (π,β,γ,ϕ) in the current iteration, and ẑ(m)
ik =

E[zik | y, s, Ψ̂(m)] denote the conditional expectation of zik, given the observed data and the current

parameter estimates, where s = (s1, . . . , sn) is the vector of fixed size factor offsets calculated a priori

by DESeq2 (Love et al., 2014). Given the form of (2.6), evaluation of the Q-function requires only the

calculation of ẑ(m)
ik , which can be interpreted as the posterior probability of subject i belonging to cluster k

given the parameter estimates at the mth EM iteration. Thus, in the standard EM algorithm, the mth E-step
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reduces to computing ẑ(m)
ik for i = 1, . . . , n and k = 1, . . . ,K by the following expression:

ẑ
(m)
ik =

π̂
(m)
k

∏G
j=1 fjk(yij ; si, β̂

(m)
jk , γ̂

(m)
j , ϕ̂

(m)
j )∑K

k′=1 π̂
(m)
k′
∏G
j=1 fjk′(yij ; si, β̂

(m)
jk′ , γ̂

(m)
j , ϕ̂

(m)
j )

. (2.7)

These posterior probabilities may then be used as cluster-specific observation weights in the M-step.

Following convergence, it is also common to assign cluster membership to a subject by determining the

cluster with the maximum posterior probability in that subject. That is, we can assign subject i to the

cluster corresponding to argmaxk(ẑik) at convergence. We note from (2.7) that the contribution of cluster-

nondiscriminatory genes cancel out in the posterior probability calculations.

However, the standard EM algorithm is known for its susceptibility to converge to a local optimum, rather

than the global optimum (Dellaert, 2002). To reduce the likelihood of convergence to a local optimum, we

modify the E-step in a manner similar to the Classification EM (CEM) algorithm with simulated annealing

(Celeux and Govaert, 1990; Si et al., 2013). In the original CEM with simulated annealing algorithm (Celeux

and Govaert, 1990), the E-step update in (2.7) is modified (denoted as the “AE-step”), and an additional

sampling step (denoted as the “C-step”) is added after the AE-step.

In the AE-step, a “temperature” term is incorporated into the E-step update, and is gradually decreased

(or “annealed”) such that the values of ẑik approach 0 or 1. The AE-step update corresponding to (2.7) is

written as

ẑ
(m)
ik =

[π̂
(m)
k

∏G
j=1 fjk(yij ; si, β̂

(m)
jk , γ̂

(m)
j , ϕ̂

(m)
j )]1/τ

(m)∑K
k′=1[π̂

(m)
k′
∏G
j=1 fjk′(yij ; si, β̂

(m)
jk′ , γ̂

(m)
j , ϕ̂

(m)
j )]1/τ

(m)
, (2.8)

where τ (m) is the temperature of annealing in the mth AE-step iteration. As τ (m) → ∞, ẑ(m)
ik → 1/K,

maximizing the entropy of the partition. As τ (m) → 0, we approach a hard partition for cluster membership

(Rose, 1998) because the elements of the vector of posterior probabilities ẑ(m)
i = (ẑ

(m)
i1 , . . . , ẑ

(m)
iK ) tend to 0

or 1, and ẑik ∈ (0, 1) with
∑K

k=1 ẑ
(m)
ik = 1 for all subjects i = 1, . . . , n. Traditionally, one allows τ (m) → 0

as m → ∞ at a pre-specified annealing rate r such that 0 < r < 1 and τ (m+1) = rτ (m). In this way, the

AE-step modification allows the CEM to avoid a local optimum by gradually reducing the stochasticity

introduced by the sampling in the C-step.

In the C-step, a sample ci = (ci1, . . . , ciK) is drawn from the multinomial distribution with probabilities

equal to ẑ
(m)
i from (2.8). Then, we set ẑ(m)

i ← ci, such that the ẑ
(m)
i now specify a hard classification of
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sample i, i.e. for a given sample i, ẑ(m)
ik is now exactly 1 for one value of k, and 0 for all other values of k.

This is repeated for all samples i = 1, . . . , n, yielding a hard classification partition of samples.

The combination of sampling in the C-step and the inclusion of annealing in the AE-step together helps

the algorithm escape potential local optima. This is achieved by initializing τ (m) to be large in the first

iterations, such that the ẑ(m)
ik from the AE-step are close to 1/K for all i and k. Then, the probability of

yielding a random partition of subjects in the C-step is high in the first iterations. By decreasing the value of

τ (m), the probability of random partitioning approaches 0. Thus, a transition corresponding to a decrease

in the objective function can be accepted with non-zero probability, and this probability approaches 0 as

the algorithm proceeds (Celeux and Govaert, 1992). This results in the useful property for the CEM of not

terminating when reaching the first local optimum.

Following the guidelines by Celeux and Govaert (1992) and Rose (1998), we set the annealing rate

r = 0.9, similar to other methods (Si et al., 2013; Li et al., 2018). It is suggested that the entropy should be

sufficiently large in early iterations, eventually shrinking to 0 in later iterations (Klein and Dubes, 1989; van

Laarhoven and Aarts, 1987; Rose, 1998). Additionally, if the initial temperature τ (1) is too small, annealing

may terminate at a suboptimal solution (Celeux and Govaert, 1992). We address this by setting the value of

τ (1) = G. We find that this works well in our simulations and real data analyses.

In the M-step, we maximize the Q-function, given the current E-step values ẑ(m) = (ẑ
(m)
1 , . . . , ẑ

(m)
n )

and some specified values of α and λ, updating the current estimates of the model parameters. From (2.6),

the estimation of πk is separable from the remaining model parameters, and the corresponding updates

for π̂ = (π̂1, . . . , π̂K) are given by π̂(m+1)
k =

∑n
i=1 ẑ

(m)
ik /n for k = 1, . . . ,K. We also observe that the

updates of the remaining model parameters are separable across genes. That is, we may obtain corresponding

estimates (β̂(m+1)
j , γ̂(m+1)

j , ϕ̂(m+1)
j ) for each gene j separately of all other genes at each M-step, as these

parameters are not shared across genes. This observation also facilitates the mini-batching approach described

later in this section. First, we outline the M-step without mini-batching.

Specifically, for a given gene j, we utilize Iteratively Reweighted Least Squares (IRLS) with an embedded

Coordinate Descent Algorithm (CDA) that updates (β̂(m+1)
j , γ̂

(m+1)
j ), given specified values of α, λ, ẑ(m),

and Ψ̂(m). The update scheme for a particular gene j consists of two nested loops: an inner loop corresponding

to the CDA and an outer loop corresponding to the IRLS. The IRLS weights and working responses are

updated in the outer loop, and fed into the inner loop to update the parameter estimates in a coordinate-
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descent fashion. After convergence of IRLS, we estimate ϕ̂(m+1)
j using Newton-Raphson. The entire M-step

procedure is outlined in Algorithm 1.

Algorithm 1 M-step

1: Input ẑ(m)

2: Update π̂(m+1)

3: for j ∈ {1, . . . , G} do ▷ Cycle through all genes

4: Input (β̂(m)
j , γ̂

(m)
j , ϕ̂

(m)
j )

5: while IRLS not converged do ▷ IRLS loop

6: Compute IRLS weights and working response

7: while CDA not converged do ▷ CDA loop

8: Update θ̂j using previous CDA updates of β̂j

9: for k ∈ {1, . . . ,K} do

10: Update β̂jk

11: for p ∈ {1, . . . , P} do

12: Update γ̂jp

13: Replace (β̂
(m+1)
j , γ̂

(m+1)
j )← (β̂j , γ̂j) ▷ Final CDA updates

14: Update ϕ̂(m+1)
j ▷ via Newton-Raphson

15: Output (π̂(m+1), β̂(m+1), γ̂(m+1), ϕ̂(m+1))

β̂jk, γ̂jp, and θ̂j denote the CDA updates of βjk, γjp, and θj , respectively, and θ̂j facilitates coordinate-

wise descent updates of β̂j . Notably, the fusion SCAD penalty is imposed on the updates of β̂j , but updates

of all other parameters are not penalized.

The coordinate-wise descent algorithm (CDA) updates for (θj,kl, βjk, γjp) for each gene j = 1, . . . , G,

clusters 1 ≤ k < l ≤ K, and covariates p = 1, . . . , P are given in this section. Current estimates of

parameters are denoted by tilde, e.g. β̃jk, and the new CDA update is denoted by a hat, e.g. β̂jk. Let

(m + 1) be the current iteration index of the M-step in the EM/CEM algorithm. Then, in the first IRLS

iteration, the values of the current estimates from the previous M step update are initialized in CDA as

(β̃jk, γ̃jp) ← (β̂
(m)
jk , γ̂

(m)
jp ). Subsequent CDA loops are initialized with the most recent CDA updates. For
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clarity of notation, let vij denote the ith element of the diagonal entries of Wj for all i = 1, . . . , N with

N = n ·K. Then, the CDA update equations for fixed gene j are given as follows:

θ̂j,kl =



sgn(θ̃j,kl)

(∣∣∣θ̃j,kl∣∣∣− α

1− α

)
+

,
∣∣∣θ̃j,kl∣∣∣ ≤ λ∗

sgn(ω̃j,kl)

(
|ω̃j,kl| −

a α
1−α

a− 1− 1
λ(1−α)

)
+

, λ∗ <
∣∣∣θ̃j,kl∣∣∣ ≤ aλα

θ̃j,kl,
∣∣∣θ̃j,kl∣∣∣ > aλα

β̂jk =

1
nk

∑N
i=1 vijxikr̃ijk + λ(1− α)[

∑
l>k(β̃jl + θ̃j,kl) +

∑
l<k(β̃jl − θ̃j,lk)]

λ(1− α)(K − 1) + 1
nk

∑N
i=1 vijx

2
ik

γ̂jp =

∑N
i=1 vijxipr̃ijp∑N
i=1 vijx

2
ip

(2.9)

where (a)+ is equal to a if a > 0 and is equal to 0 otherwise, and xik is the ith row and kth column

entry of the design matrix X as defined in Section A2. The effective number of observations used for

estimation of parameters is N = n ·K, denoting each of the IRLS-weighted n samples in each of the K

clusters. The estimated number of samples in cluster k (at the current M-step) used for estimation of βjk is

nk = π̂
(m+1)
k n. Also, r̃ijk = ỹijk−

∑K
c ̸=k xicβ̃jc−

∑P
p=1 xipγ̃jp; r̃ijp = ỹijk−

∑K
c=1 xicβ̃jc−

∑P
q ̸=p xiqγ̃jq;

ω̃j,kl =
(a−1)θ̃j,kl
a−1− 1

λ(1−α)

; and λ∗ =
α

1− α
+ λα.

We iteratively update these parameters until convergence of CDA (inner loop) for fixed gene j. Then, we

recompute the IRLS weights and repeat, until the IRLS (outer loop) converges. The dispersion estimate ϕ̂j is

attained upon convergence of IRLS, as described in Section A2. Then, we output all of the final updates as the

estimates from the current (m + 1)th M step, i.e. (β̂(m+1)
jk , γ̂

(m+1)
jp , π̂

(m+1)
k , ϕ̂

(m+1)
j ) ← (β̂jk, γ̂jp, π̂k, ϕ̂j).

This entire procedure is repeated for each gene j = 1, . . . , G, or if mini-batching, j ∈ minibatch(m+1),

where minibatch(m+1) is the mini-batch of genes that were selected at the current M step. We note that

estimation of π̂k is done before the IRLS, as described in Algorithm 1 of the main text.

In order to make our algorithm more scalable to large datasets and to speed up the computation time, we

mini-batch genes in the M-step, such that the parameters pertaining to only a subset of genes are estimated

during a particular M-step iteration (Neal and Hinton, 1998). Mini-batching of genes is done by randomly

drawing a prespecified proportion of the genes whose parameters are updated in that M-step iteration. By

default, we set the mini-batch size at each iteration to G/5, or 20% of the total genes. Specifically, in the
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M-step, we run Algorithm 1 on the pre-specified subset of genes corresponding to the current mini-batch.

That is, we update π̂(m+1) as before, but we update (β̂
(m+1)
j , γ̂

(m+1)
j , ϕ̂

(m+1)
j ) only if gene j is in the

mini-batch for that M step iteration. This is straightforward to implement due to the separability across genes

in parameter updates. If gene j is not in the mini-batch for the current M-step, current estimates are replaced

with the previous iteration’s estimates, i.e. (β̂(m+1)
j , γ̂

(m+1)
j , ϕ̂

(m+1)
j )← (β̂

(m)
j , γ̂

(m)
j , ϕ̂

(m)
j ).

The E-step calculations are then done as before using the parameter estimates of all genes, with the

updated values pertaining to the included genes of the mini-batch. Although mini-batching requires more

CEM iterations to converge, we found that it yields slightly faster convergence than updating all genes at

every M-step.

For each candidate value of K, we initialize our algorithm with very small penalty (small values of α

and λ) from two sets of informative initial cluster labels (from naı̈ve K-means and hierarchical clustering),

and one set of random initial cluster labels drawn from the multinomial distribution with equal probabilities

for the K clusters. We run the CEM with mini-batching on these 3 initializations until convergence, and

select the converged model that yields the lowest BIC. Then, we run the standard EM algorithm from this

selected starting point to convergence. This is similar to the “xCEM-EM” strategy proposed by Biernacki

et al. (2003), using the BIC for selection rather than the log-likelihood. Then, we use the estimates and

posterior probabilities of the converged model, and perform selection of α and λ using EM. We repeat this

initialization procedure for each candidate value of K, tuning α and λ jointly given K via warm starts. This

procedure is described in more detail later in this section

The stopping criterion for both the CEM and EM algorithms is based upon a threshold on the relative

change in the Q function. Convergence is determined when
∣∣(Q(m) −Q(m−nmb))/Q(m−nmb)

∣∣ < ϵ1 where

Q(m) is the value of the total Q-function conditional on current estimates at the mth EM or CEM iteration,

and nmb is the minimum number of mini-batches that the data can be divided into (rounded up to the nearest

integer). By default, nmb = 5 (corresponding to mini-batching 20% of genes), and the left hand side (LHS)

would be interpreted as the relative change in the Q-function across 5 iterations. Without mini-batching

(nmb = 1), the LHS simplifies to the relative change in the Q-function across one iteration.

Convergence of the IRLS and CDA are determined by a threshold on the mean absolute relative

change of parameter estimates across one IRLS/CDA iteration. In particular, let (r) index the current

IRLS/CDA iteration, such that Θ̂(r)
j = (β̂

(r)
j , γ̂

(r)
j ) = (β̂

(r)
j1 , . . . , β̂

(r)
jK , γ̂

(r)
j1 , . . . , γ̂

(r)
jP ) denote the estimates of

the parameters βj and γj at the end of the current rth IRLS or CDA iteration. Then, for Θjt denoting the tth
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element of Θj , convergence of the IRLS/CDA is attained when:

1

K + P

K+P∑
t=1

∣∣∣∣∣Θ̂
(r)
jt − Θ̂

(r−1)
jt

Θ̂
(r−1)
jt

∣∣∣∣∣ < ϵ2.

In FSCseq, we set ϵ1 = 10−6 and ϵ2 = 10−4 as the default convergence thresholds.

In this section, we outline how optimal values of tuning parameters are selected in FSCseq via “warm

starts” (Friedman et al., 2007, 2010). Let (K∗, α∗, λ∗) denote the optimal values of (K, α, λ), respectively.

Denote candidate values of α as (α1, . . . , αA) with α1 < · · · < αA, and candidate values of λ as (λ1, . . . , λL)

with λ1 < · · · < λL, such that there are A · L possible combinations of values for (α, λ). Also, let Ψ̂a,ℓ

denote the final estimates of the converged results pertaining to α = αa and λ = λℓ, for a given candidate

value of K. Then, the tuning parameter selection proceeds as follows. First, initialize a model with fixed

candidate value of K as described earlier, to obtain Ψ̂1,1. Then, leaving α fixed, increase λ to the next

smallest value, λ2. Next, we run the penalized EM algorithm to convergence, utilizing the prior converged

result Ψ̂1,1 as the initial value for Ψ, to obtain Ψ̂1,2. Then, we increase λ again and repeat the previous

procedure, utilizing Ψ̂1,2 as the initial value for Ψ, to obtain Ψ̂1,3. Repeat until all L candidate values of λ

are searched. Then, set α = α2 and λ = λ1, and run EM to convergence from Ψ̂1,1 to obtain Ψ̂2,1. Repeat

this process for each value of α, until all A · L combinations of λ and α are searched. Finally, we repeat this

entire procedure for each candidate value of K.

For a given combination of order K and penalty parameters (α, λ), we may calculate the Bayesian

Information Criterion (BIC) pertaining to the converged result, which has the form:

BIC = −2 log L̂+ q log(n ·G). (2.10)

Here, L̂ is the marginal likelihood given in (2.1) calculated with the estimates Ψ̂ of the converged model, and

q is the total number of estimated parameters. Let Kj denote the number of distinct cluster mean parameters

for gene j, with each fused cluster considered as one distinct cluster. Then, q = G+ (K − 1) +
∑G

j=1Kj ,

corresponding to G gene-level dispersion parameters, (K − 1) free mixing proportions (with πK = 1 −∑K−1
k=1 πk), and a total of

∑G
j=1Kj distinct log2 cluster means. It is clear that 1 ≤ Kj ≤ K for all j, since

Kj = 1 when all clusters are fused together in gene j (gene is determined to be cluster-nondiscriminatory),

and Kj = K when no pair of clusters are fused together in gene j. Additionally, given the gene-gene
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independence assumption from Section 2.2.1, we have an effective sample size of n ·G, corresponding to the

number of entries in the gene expression matrix.

To select the optimal tuning parameter values, we calculate the BIC of each converged model using

(2.10), and select (K∗, α∗, λ∗) as the unique combination of input values of (K,α, λ) corresponding to the

converged model that yielded the lowest BIC.

FSCseq is able to perform prediction on new samples based on the converged model with input values

for (K∗, α∗, λ∗). Given the RNA-seq read counts of cluster-discriminatory genes in a new sample, we may

derive the posterior probabilities of subtype (cluster) membership for this new sample based on (2.7), where

we assign subtypes as described previously. Specifically, we calculate the posterior probability of cluster

k membership in this new sample, ẑnew,k, utilizing the estimated parameters from the converged FSCseq

model based upon the original dataset (training set). This can be useful for predicting the subtype of new

samples (prediction set) without having to re-cluster patients in future studies. We see that the contribution of

cluster-nondiscriminatory genes would cancel out in the posterior probability calculations of new samples.

However, correcting for sequencing depth in the new samples can be nontrivial, since the size factors

are specific to the training set samples used to fit the FSCseq model. To calculate the size factor of a new

sample, we compare the counts of the new sample to the geometric mean of the counts of the training set

samples, using the information in the training set as a pseudo-reference (Anders and Huber, 2010). Then, the

estimated size factor of a new sample (ŝnew) is given by:

ŝnew = median
j

[
ynew,j

(
∏ntrain
v=1 ytrainvj )1/ntrain

]
, (2.11)

where ntrain denotes the training set sample size, and ynew,j and ytrainvj denote the count of gene j for the

new sample and for training set sample v, respectively. As before, the size factors are calculated with the

DESeq2 package.

2.3 Numerical Examples

2.3.1 Simulations

To evaluate our proposed method, we simulated data across an extensive set of conditions, varying the

following factors: number of true underlying clusters (Ktrue), sample size (n), log2 fold change between
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cluster means (LFC), proportion of cluster-discriminatory genes (pDE), baseline log2 mean count (β0) of

genes, and overdispersion (ϕ0) of counts across samples for a given gene. We fix LFC, β0, and ϕ0 to be

the same across all simulated genes in order to demonstrate the performance of FSCseq in a controlled

setting with respect to these factors. We also fixed the number of simulated genes at G = 10000. Of

these, we specified the first (pDE · G) genes to be cluster-discriminatory, and the rest of the genes to be

nondiscriminatory, and we denote the set of cluster-discriminatory genes as Gd. In cancer subtyping data, it

is common to see specific genes upregulated or downregulated for just one subtype (Yersal, 2014). Thus, for

each cluster-discriminatory gene j ∈ Gd, we randomly select one cluster k∗, 1 ≤ k∗ ≤ Ktrue, and randomly

up-regulate (βjk∗ = β0 + LFC) or down-regulate (βjk∗ = β0 − LFC) the log2 mean for that cluster, while

keeping the expression of the remaining clusters the same as the baseline (βjk′ = β0, for all k′ ̸= k∗), where

βjk denotes the log2 mean of gene j for a sample in cluster k. For each nondiscriminatory gene j /∈ Gd, we

set βjk = β0 for all k = 1, . . . ,Ktrue. In this way, each cluster-discriminatory gene is expected to have one

cluster with log2 mean different from β0, while each nondiscriminatory gene is expected to have log2 mean

equal to β0 across all clusters.

We simulated datasets with Ktrue = (2, 4) underlying groups with 25 and 50 samples per cluster,

such that n = (50, 100) for Ktrue = 2, and n = (100, 200) for Ktrue = 4. Additionally, we considered

pDE = (0.025, 0.050), β0 = (8, 12), ϕ0 = (0.15, 0.35, 0.50) and LFC = (1, 2) in our simulations. These

values were determined using RNA-seq data from the TCGA Breast Cancer project (Grossman et al., 2016).

Specifically, after removing outlier genes, we fit a negative binomial regression model to expression counts

from each gene one-by-one, utilizing log2 size factors calculated from DESeq2 as offsets and the 5 annotated

PAM50 subtypes as covariates, such that a cluster mean is estimated for each subtype. The corresponding

n × 5 design matrix (via cell-means coding) has ith row and kth column entry xik = 1 if tumor sample i

has annotated PAM50 subtype k, and xik = 0 otherwise, for i = 1, . . . , n and k = 1, . . . , 5. Based upon

the results from these models, the 50th and 75th quantiles of the estimated LFCs in the TCGA Breast

Cancer dataset were 0.875 and 1.72, and the median estimated β̂jk and ϕ̂j were 10.2 and 0.354, respectively.

These values informed our simulation parameters above. We also simulated realistic between-sample

technical variation due to sequencing depth by simulating size factors for each sample i = 1, . . . , n from

si ∼ N(1, 0.25), based upon the estimates acquired by DESeq2 on the same TCGA samples.

To prevent our simulation model from being identical to our model framework, we also introduced

Gaussian noise to the log2 expression of each count, drawn from σij ∼ N(0, 0.1) for each sample i and gene
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j. Then, the expression of each gene j = 1, . . . , G for subjects i = 1, . . . , n in cluster k = 1, . . . ,Ktrue was

simulated from the negative binomial distribution NB(µijk, ϕ0) with mean µijk, such that

log2(µijk) = si + βjk + σij , (2.12)

and dispersion parameter ϕ0. We simulated 100 datasets for the main simulation analyses below, and 25

datasets for the rest of the analyses. In order to mimic what is done in real data in each simulated dataset,

we used thresholds on the median count and the MAD value to pre-filter low-count and low-variable genes,

respectively, keeping features that yielded median count > 100 and MAD score in the top 50th quantile.

We ran FSCseq on each dataset after pre-filtering. Optimal values for tuning parameters (K∗, α∗, λ∗)

were found by searching candidate values of K = {2, . . . , 6}; α = {0.01, 0.05, 0.10, . . . , 0.50}; and

λ = {0.25, 0.50, . . . , 5.00}, as described in Section 2.2.2.

n LFC pDE ϕ0 K̄∗ ARI pARI TPR FPR

100 1.0 0.025 0.15 4.05 0.994 0.998 0.703 0.0007
0.35 3.78 0.926 0.922 0.554 0.0012
0.50 2.28 0.233 0.196 0.077 0.0003

0.050 0.15 4.02 0.998 1.000 0.685 0.0006
0.35 4.01 0.994 0.994 0.608 0.0015
0.50 3.80 0.941 0.923 0.432 0.0013

2.0 0.025 0.15 4.06 0.996 0.999 0.780 0.0004
0.35 4.01 0.999 1.000 0.757 0.0004
0.50 4.02 0.998 1.000 0.726 0.0014

0.050 0.15 4.05 0.995 0.999 0.781 0.0012
0.35 4.04 0.997 0.999 0.747 0.0010
0.50 4.01 0.999 1.000 0.725 0.0026

200 1.0 0.025 0.15 4.17 0.988 0.993 0.741 0.0014
0.35 4.07 0.989 0.992 0.700 0.0018
0.50 3.97 0.975 0.974 0.645 0.0012

0.050 0.15 4.15 0.992 0.996 0.727 0.0017
0.35 4.04 0.997 0.997 0.700 0.0034
0.50 4.00 1.000 1.000 0.662 0.0014

2.0 0.025 0.15 4.11 0.992 0.999 0.803 0.0019
0.35 4.07 0.998 1.000 0.798 0.0004
0.50 4.09 0.995 0.999 0.782 0.0007

0.050 0.15 4.05 0.996 0.999 0.809 0.0019
0.35 4.04 0.997 0.999 0.778 0.0007
0.50 4.04 0.998 0.998 0.767 0.0005

Table 1: Results of FSCseq clustering, feature selection, and prediction on subset of combinations of simulation conditions with
Ktrue = 4 true number of clusters and β0 = 12 baseline log2 mean. Clustering is measured by average optimal order (K̄∗) and
adjusted rand index (ARI). Prediction is done on an independently simulated dataset with npred = 25 samples, and is measured by
the average ARI between predicted and simulated cluster labels, and is denoted pARI . Feature selection performance is measured
by mean true positive rate (TPR) and false positive rate (FPR) of cluster-discriminatory gene discovery.
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In this section, we evaluate the clustering, feature selection, and prediction performance of FSCseq under

a subset of simulated conditions that most closely reflected the estimates from the TCGA data. Thus, this

subset represents conditions that are most similar to what one may expect from real data.

Accuracy of derived clustering results was measured by two metrics: optimal order obtained (K∗) and

concordance (or agreement) in cluster assignment with the truth, measured by the Adjusted Rand Index

(ARI). Feature selection performance was measured by the true positive rate (TPR) and false positive rate

(FPR) of discovering true simulated cluster-discriminatory genes. Specifically, TPR is the proportion of true

simulated cluster-discriminatory genes ({j : j ∈ Gd}) that were correctly determined to be discriminatory by

FSCseq, while FPR is the proportion of true simulated nondiscriminatory genes ({j : j /∈ Gd}) that were

incorrectly determined to be discriminatory. To assess the prediction performance of FSCseq in new data,

we also independently simulated a prediction set of npred = 25 samples for each simulated dataset, based

upon the same set of simulated conditions. We then took the estimates obtained from the converged FSCseq

model on the original simulated dataset (training set), and then applied the procedure from Section 2.2.2 to

the corresponding test set samples to obtain the predicted cluster labels for these samples. We again measured

concordance of predicted clusters with the true simulated cluster labels in the test set by ARI , and we denote

this “prediction” ARI , or pARI . In Table 1, all performance metrics are averaged across the 100 simulated

datasets, with each row denoting a unique combination of conditions. The averaged value is denoted by bar

notation, e.g. K̄∗ is the average K∗ across the 100 datasets corresponding to a particular set of simulated

conditions.

We found that the clustering performance of FSCseq was generally robust to the magnitude of ϕ0, even

when n is small (Table 1). One exception was found when n = 100, pDE = 0.025 and LFC = 1 with

Ktrue = 4, i.e. when both the proportion of discriminatory genes and the LFC across these discriminatory

genes were small. In such a case, the clusters may be poorly separated and clustering results may be

confounded by higher ϕ0, compounded by the small average per-cluster sample size (25 per cluster). We note

that none of the compared methods perform well in this case, although FSCseq yields higher mean ARI .

As n, LFC, or pDE is increased, we also found that that the sample clusters become more distinct from

one another, yielding better clustering results. Increasing n and LFC also tended to result in an increase

in TPR, reflecting the increasing sensitvity of our variable selection method under larger sample size and

fold change differences between clusters. However as ϕ0 increased, we found a decrease in the TPR, where

the higher overdispersion confounded the true differences in expression of the cluster-discriminatory genes
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and reduced our sensitivity to select cluster discriminatory genes. Interestingly, the FPR did not vary

significantly across changes in these conditions, showing the reliability of cluster-discriminatory features

discovered by FSCseq, and the FPR was relatively low in general. Figure 2 shows a scatterplot of TPR vs

FPR from each individual simulated dataset from Table 1, stratified by simulated LFC and n. In addition

to showing that larger n or LFC and a smaller value of ϕ0 yielded higher TPR, we also show that selecting

the correct order was important in attaining both high TPR and low FPR. This is because FSCseq more

accurately selected cluster-discriminatory genes if the correct number of groups is identified.

FSCseq’s prediction performance was also found to be highly dependent on its initial clustering perfor-

mance during model training, i.e., pARI on simulated test subjects was correlated to ARI during FSCseq

training. This reflects the fact that FSCseq models that correctly clustered samples also tended to yield more

accurate parameter estimates, which allowed for more accurate prediction of cluster identity in new samples.

Since FSCseq generally yielded high ARI , we also generally found high average pARI for simulated

conditions, reflecting the accuracy of predictions via FSCseq. Overall, we found favorable performance of

FSCseq over a variable series of conditions.

We compared performance of FSCseq with 7 competing methods: iCluster+ (iCl), average-linkage

hierarchical clustering (HC), K-medoids (KM), NB.MClust (NBMB), and mclust on log, variance

stabilizing, and rlog transformations of the normalized data (lMC, vMC, and rMC). We note that KM was

also run on log-transformed data (Jaskowiak et al., 2018) as in lMC. Because there was no default method

of choosing K∗ for HC, we chose to utilize the gap statistic, as proposed by Tibshirani et al. (2001), and

implemented the order selection in this setting via the NbClust R package (Charrad et al., 2014). For KM,

we selected K∗ to be the value of K that maximized the average silhouette width (Reynolds et al., 2004). For

NBMB and the transformed MC methods, we used default selection procedures for K∗ directly available

from the respective NB.MClust and mclust R packages.

For iCluster+, we used the following automated procedure for selectingK∗. The iCluster+ paper

and manual suggest searching graphically for a plateau of the deviance ratio (% Variability Explained) as

the optimal number of clusters. Mo et al. (2013) elaborates in the manual of the iClusterPlus package

that for increased noise in the dataset, the deviance ratio will continue to increase with higher order. We

observed this pattern even at very low levels of noise, causing the highest deviance ratio to often be at the

maximum number of clusters. In searching extensive sets of simulations, it becomes infeasible to heuristically

or visually search for optimal parameters. Thus, to systemize the procedure across numerous simulation
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Figure 2: Scatterplot of true positive rate (TPR) vs false positive rate (FPR) in discovering cluster-discriminatory genes in
simulated datasets via FSCseq. Displayed points correspond to simulated datasets with Ktrue = 4 underlying clusters, with n = 100
(top) or 200 (bottom) and simulated LFC = 1 (‘Low’, left) or 2 (‘Moderate’, right). Red points indicate that the correct order was
uncovered (K∗ = Ktrue), and blue points indicate that an incorrect order was uncovered. Squares, circles, and X’s indicate low
(ϕ0 = 0.15), moderate (ϕ0 = 0.35), and high (ϕ0 = 0.50) levels of overdispersion, respectively. In general, TPR is higher for
larger n and larger LFC. TPR is higher and FPR is lower for results that yielded the correct order, or for smaller values of ϕ0.
For ease of visualization, a total of 15 outlier points (of 2400 total) were removed in this figure with 0.015 < FPR < 0.060.
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cases, we selected an arbitrary threshold based on the manual, such that if the percent increase in variability

explained is less than 0.05 with an added cluster, the optimal K∗ is selected as the immediately previous

value of K.

Variable selection was not compared across these methods as only FSCseq had an automated procedure

for feature (gene) selection. We note that iCluster+ does perform automatic gene selection via the L1

penalty; however, the iCluster+ manual recommends thresholding an arbitrary proportion of genes for

selection rather than utilizing its automatic feature selection process (Mo and Shen, 2019). One could

similarly perform thresholding on the estimated coefficients from the mclust or NB.MClust results, but

this would also depend on an arbitrary threshold.

We compared performance of these methods under different numbers of underlying groupsKtrue = (2, 4)

with 25 samples per cluster. We also varied ϕ0 to test each method’s robustness to the level of overdispersion.

Here, we define order accuracy (OA) as the proportion of simulated datasets (within a given simulated

condition) that yielded the correct order, such that K∗ = Ktrue.

Figure 3 shows violin plots of order accuracy OA and ARI . Here, we fixed LFC = 1, pDE = 0.05,

n/Ktrue = 25, and β0 = 12, and we varied ϕ0 = {0.15, 0.35, 0.50}. Generally, FSCseq yielded clusters

that had the highest concordance with the simulated clusters. Many of the methods performed competitively

in clustering when Ktrue = 2, but FSCseq and iCluster+ performed markedly better than competing

methods when Ktrue = 4. Throughout all conditions, iCluster+ tended to select a larger optimal order

K∗ > Ktrue, which caused performance to be significantly better under Ktrue = 4 than Ktrue = 2. KM

performed sporadically throughout, suggesting lack of robustness in clustering performance to the magnitude

of ϕ0. Generally, NBMB yielded the lowest ARI compared to all other methods. We postulate that this is

because NBMB utilizes cluster-specific dispersion parameters for each gene in their model, which may yield

unstable estimates due to smaller sample sizes in estimating each cluster-level dispersion parameter.

In general, we observed poorer clustering performance of most methods in Ktrue = 4 compared to

Ktrue = 2, with markedly lower average ARI for HC and the transformed MC runs (Figure 3). When

Ktrue is larger, there is a smaller proportion of samples within each cluster-discriminatory gene with log2

mean different from β0, since only one cluster is differentially regulated by LFC for these genes. Thus, we

generally observe a significant decrease in performance for larger Ktrue, although FSCseq’s performance is

most robust to this effect. In addition, similarly sporadic performance of HC in RNA-seq was also observed

previously (Vidman et al., 2019), suggesting unreliability of HC for clustering RNA-seq gene expression.
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Figure 3: Violin plots of Order Accuracy (OA, in red) and average cluster concordance with the truth (ARI , in blue) from simulation
results with Ktrue = 2 and Ktrue = 4. We compared performance of FSCseq (FSC), iCluster+ (iCl), hierarchical clustering
(HC), K-medoids (KM), NB.MClust (NBMB), and mclust on log/variance-stabilizing/rlog transformed data (lMC/vMC/rMC).
Simulated overdispersion was varied with ϕ0 = (0.15, 0.35, 0.50) to test each method’s robustness to the magnitude of overdisper-
sion. Other simulation parameters were fixed at LFC = 1, pDE = 0.05, β0 = 12, and n/Ktrue = 25 for both Ktrue = 2 (top)
and Ktrue = 4 (bottom). We fix n/Ktrue here to show the effect of varying Ktrue on performance, with a fixed number of samples
per cluster. Many methods perform competitively when Ktrue = 2, but FSCseq attains the highest average ARI overall, and yields
high performance that is very robust to the magnitude of ϕ0.
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Finally, although the MC methods performed similarly on average, the best performing method between

these three transformations varied for each set of simulation conditions, reflecting the fact that the optimal

transformation may not be known in advance.

γ0 K̄∗
2 ARI2 K̄∗

4 ARI4

FSC 2 2.00 1.000 4.16 0.971
3 2.00 1.000 4.00 0.965

iCl 2 4.68 0.450 5.00 0.779
3 3.00 0.287 4.00 0.332

HC 2 2.00 0.000 2.00 0.001
3 2.00 -0.002 2.00 -0.001

KM 2 2.00 0.989 2.00 0.002
3 2.00 -0.002 2.00 -0.001

NBMB 2 2.28 0.055 2.32 0.004
3 2.32 0.043 2.04 -0.001

lMC 2 3.92 0.498 2.00 0.001
3 4.00 0.499 2.00 -0.001

vMC 2 3.92 0.498 2.00 0.001
3 4.00 0.499 2.00 -0.001

rMC 2 2.04 0.024 2.00 0.001
3 3.36 0.368 2.00 -0.001

Table 2: Average obtained order K̄∗ and average ARI for competing methods with Ktrue = 2 and Ktrue = 4 underlying groups,
in the presence of simulated batch effects γ0. We shorten notation in this table by denoting the K̄∗ value as K̄∗

2 for Ktrue = 2,
and as K̄∗

4 for Ktrue = 4. Similarly, we denote ARI as ARI2 for Ktrue = 2, and as ARI4 for Ktrue = 4. Tabulated results are
from datasets with n/Ktrue = 50 simulated samples per cluster, with fixed LFC = 2, pDE = 0.05, and β0 = 12, ϕ0 = 0.35.
Simulated effect across batches was varied, such that γ0 = 2, 3.

We also evaluated the clustering and order selection performance of these methods in the presence of

batch effects. Here we simulate two batches in a subset of simulation conditions, where batch effects were

imposed on a subset of genes for each simulated dataset. Simulated RNA-seq read counts were generated in a

manner similar to (2.12), except now we assume log2(µijk) = si + βjk + σij + {I(j ∈ Gb) · γ0 ·Batchi},

where Gb is the set of genes that are simulated to be batch-affected, γ0 is a fixed batch effect on the log2

scale, and Batchi = {−0.5, 0.5}. We randomly assign Batchi = −0.5 or Batchi = 0.5 for i = 1, . . . n

with equal probability, and Gb is comprised of a randomly selected 50% subset of the G genes. For each

simulation we performed FSCseq with the batch variable as a covariate, and compared performance via each

method on simulation conditions with n/Ktrue = 50, LFC = 2, pDE = 0.05, β0 = 12, and ϕ0 = 0.35. We

chose this subset to isolate the confounding effect of batch, since these simulated conditions yielded good

clustering performance when batch effects were not simulated.

Results on batch-simulated datasets are shown in Table 2. FSCseq is the only method that performs

robustly to the magnitude of γ0, showing its ability to properly adjust for the confounding batch effects.
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Although KM does not perform any correction for batch, it surprisingly performed well under Ktrue = 2 and

γ0 = 2. However, because KM does not actually correct for batch, KM performs expectedly poorly under

larger simulated batch effects γ0 = 3.

2.3.2 Application to TCGA Breast Cancer RNA-seq dataset

In this section, we compared performance of these clustering methods on the TCGA Breast Cancer

(BRCA) dataset. The dataset and annotations were obtained from the National Cancer Institute GDC Portal

(Grossman et al., 2016). Gene expression RNA-seq data was sequenced via the Illumina Hiseq 2000 platform,

and alignment and quantification were done using the GDC’s mRNA Analysis Pipeline, which can be found

in the “GDC Data User’s Guide” online (Grossman et al., 2016). The raw read counts were downloaded

using the TCGAbiolinks R package (Colaprico et al., 2015).

Subtyping was done previously using the PAM50 classifier: a set of 50 genes that has been heavily

investigated as driving genes of breast cancer subtypes (Koboldt et al., 2012). These genes are also known to

be primarily expressed in tumor cells. However, tumor bulk samples are typically comprised of heterogeneous

mixtures of cell types, and may poorly reflect the expression profile of the tumor if the sample is of low tumor

purity, i.e. if it is composed of a small proportion of tumor cells. Attempts at unsupervised clustering of

low-purity samples based on subtype may emphasize genes that are associated with purity and confound

results (Aran et al., 2015). Thus, we first included in our analysis only samples whose estimated ABSOLUTE

purity (Carter et al., 2012) was greater than 0.9. This is done in order to (1) properly cluster samples via

each compared method based upon tumor subtypes, and (2) compare each clustering method fairly with the

annotated subtypes, which are based upon tumor-intrinsic PAM50 classifier genes. We also performed our

analyses on all samples without purity filtering, and compared our results with those from Koboldt et al.

(2012), which performed similar clustering analyses on all samples.

After filtering samples by purity, we found very low incidence of the HER2-enriched and normal-like

subtypes, and thus removed these subtypes from our analysis. Then, we pre-filtered low read count genes

by low median normalized count, and low-variable genes by low MAD scores. After all filtering steps, the

dataset contained 123 samples from 3 distinct subtypes, and 4038 genes. We measured concordance with

annotated sample groupings (tumor subtypes in the TCGA BRCA dataset) by four clustering metrics: ARI,

normalized mutual information (NMI) (Strehl and Ghosh, 2003), normalized variation of information (NVI)

(Reichart and Rappoport, 2009), and normalized information distance (NID) (Vinh et al., 2010).
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The RNA-seq experiments were performed on separate wells of multiwell plates, with multiple samples

sequenced on the same plate at different times. Therefore, samples across plates may express variability

similar to batch effects (Reese et al., 2013). We performed FSCseq analysis with (FSCadj) and without

(FSC) adjustment for this confounding effect, and compared the results with competing methods. For proper

analysis via FSCadj , we agglomerated singleton plates (plates with just one sample) into one joint plate.

For this data, we expanded the grid of candidate values of K to {2, . . . , 8}. All clustering metrics

were calculated with respect to the mRNA PAM50 subtype annotations (‘anno’) by the GDC. Potential

confounders like age, ethnicity, and tumor grade were not included here because they were not of major

interest in our analysis, but they can be incorporated as additional covariates in FSCseq. Results are given in

Table 3.

K∗ (3) ARI (1) NMI (1) NVI (0) NID (0)
anno 3
FSC 5 0.375 0.422 0.667 0.578

FSCadj 3 0.594 0.642 0.523 0.358
iCl 8 0.204 0.32 0.737 0.68
HC 2 0.481 0.476 0.559 0.524
KM 2 0.486 0.489 0.539 0.511

NBMB 4 0.447 0.461 0.658 0.539
lMC 4 0.437 0.464 0.649 0.536
vMC 4 0.428 0.465 0.65 0.535
rMC 4 0.436 0.464 0.649 0.536

Table 3: Selected order (K∗) and clustering concordance between compared methods and annotated TCGA Breast Cancer subtypes.
FSCseq was run with adjustment (FSCadj) and without adjustment (FSC) for plate effect, and each of the clustering labels were
compared to annotated subtypes (anno). For each column, the value of the best performing metric is colored in red. The values in
parentheses in the column headings represent the optimal value for that metric. For ARI and NMI, values closer to 1 indicate better
clustering, and values closer to 0 indicate worse clustering. For NVI and NID, values closer to 0 indicate better clustering, and values
closer to 1 indicate worse clustering.

FSC selected order K∗ = 5, but after adjusting for plate effects, FSCadj uncovered the true order of

K∗ = 3. Similar to the trends seen in simulations, iCluster+ selected a larger number of clusters K∗ = 8,

while HC and KM selected a smaller K∗ = 2. The transformed MC methods and NBMB selected a slightly

larger K∗ = 4. Of the competing methods, FSCadj yielded the clusters with the highest concordance with

the annotations, with an ARI of 0.594, followed by KM and HC with ARIs of 0.486 and 0.481, respectively.

FSCadj additionally yielded the best NMI , NV I , and NID.

Feature selection via FSC and FSCadj respectively determined a total of 2693 and 2238 genes to be

cluster-discriminatory, while the automatic feature selection by the L1 penalty in iCluster+ determined
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significantly more genes (4035) to be cluster-discriminatory. Of the 41 PAM50 genes that were included

in our analysis after pre-filtering, FSC determined all 41 likely to be cluster-discriminatory, and FSCadj

determined 38 of them to be likely. This shows FSCseq’s ability to identify subtype-discriminating genes in

real cancer data, as the relevance of PAM50 genes in RNA-seq has been shown by previous studies (Picornell

et al., 2019; Raj-Kumar et al., 2019). Figure 4 shows a heatmap of the PAM50 genes with notations on

their inclusion/exclusion through the pre-filtering step, and through FSCseq’s simultaneous feature selection.

Column (samples) ordering is based on annotated subtypes, and samples are ordered within subtypes by

decreasing order of maximum posterior probability from FSCadj results. KM performs well in terms of ARI,

but it only grouped samples by basal vs. non-basal subtypes and didn’t distinguish between the Luminal A

and Luminal B subtypes. Similarly, lMC performs well in grouping basal samples, but overselected the order

(K∗ = 4) and was not able to distinguish between Luminal A and B samples. Overall, the cluster labels from

FSCadj most accurately clustered the samples according to the 3 underlying subtypes.

In addition to the PAM50 genes, other significant cluster-discriminatory genes found by both FSC

and FSCadj included genes like CDH1, which has been linked to lobular or ER+ tumor carcinomas (Yang

et al., 2015), and CHEK2, which has been studied for its association with the luminal subtypes (Huszno

and Kolosza, 2019). Additionally, we performed gene ontology analysis on the discovered sets of cluster-

discriminatory genes from both FSC and FSCadj . Enriched pathway analysis showed that genes from

both sets were involved in known key pathways associated with cancer. Such pathways included signaling

pathways like EIF2 and AHR, as well as pathways involved in mitosis and other molecular mechanisms of

cancer. Both sets of genes also contained many gene ontology (GO) biological processes pertaining to the

cell cycle, consistent with previous studies that found such enrichment in basal-like subtypes of breast cancer

(Yang et al., 2017, 2019). We further validated our results by testing for overlaps with known gene sets via

GSEA analysis (Mootha et al., 2003; Subramanian et al., 2005). We first grouped cluster-discriminatory

genes from FSCadj using MBCluster.Seq (Si et al., 2013), then separately analyzed the subset of genes

that were upregulated (basalUP ), and those that were downregulated (basalDOWN ) for the most distinct

basal subtype. Significantly overlapping gene sets with basalUP and basalDOWN were sets of genes

known to differentiate subtypes of breast cancer. Additionally, the top overlapping gene set for basalUP and

basalDOWN corresponded to the specific collections of genes known to be upregulated and downregulated,

respectively, in the basal subtype of breast cancer (Smid et al., 2008). Results of these gene ontology analyses

are given in Figures 5 and 6.
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Figure 4: Heatmap of the PAM50 genes included in FSCseq analyses, with row annotations for feature selection and pre-filtering (left)
and column annotations for clustering labels (top). Column ordering is based on annotated subtypes, and samples are ordered within
subtypes by decreasing order of maximum posterior probability from FSCadj results. 9 PAM50 genes did not pass the pre-filtering
(PF) threshold: TMEM45B, MDM2, FGFR4, ACTR3B, FOXC1, MIA, EGFR, CCNE1, and ORC6L. Of the 41 remaining PAM50
genes, FSC and FSCadj found 41 and 38 of the PAM50 genes were cluster-discriminatory, respectively. Additionally, all clustering
labels distinguish well between Basal and Luminal subtypes, but FSCadj best distinguishes between Luminal A and Luminal B
samples.

39



Figure
5:G

ene
ontology

biologicalprocesses
and

enriched
pathw

ays
ofclusterdiscrim

inating
genes

found
by

F
S
C

(left)and
F
S
C

a
d
j

(right).T
he

bars
representp-value

corrected
FD

R
(in

−
lo
g

scale),and
the

red
lines

representratios
oflistgenes

found
in

each
pathw

ay
overthe

totalnum
berofgenes

in
thatpathw

ay.

40



Figure 6: GSEA analyses on basalUP (basal up-regulated, top) and basalDOWN (basal down-regulated, bottom) subsets of
cluster-discriminatory genes discovered from FSCadj . Only the top five overlapping gene sets shown.
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We measured performance in prediction via leave-one-out cross-validation by training a model on

cluster-discriminatory genes from FSC with one sample held out, and using this model to predict the cluster

label of the held-out sample. In this way, prediction was performed on each sample once. We observed very

high overall accuracy of 0.951, showing robustness of our prediction framework in real data settings.

Finally, we also clustered the TCGA samples without pre-filtering samples for purity and including all 5

original subtypes (Ktrue = 5), as done previously by Koboldt et al. (2012). We anticipated that there would

exist a larger number of underlying groups in this dataset due to heterogeneity caused by low purity samples,

which is also reflected by the results in Koboldt et al. (2012). Thus, we expanded the search range of K to

K = {2, . . . , 15}. As expected, all methods yielded clusters of poor concordance with the annotated PAM50

subtypes, with FSC and FSCadj yielding larger orders of K∗ = 7 and K∗ = 8, respectively, and ARIs of

0.316 and 0.245, respectively. Koboldt et al. (2012) performed unsupervised clustering on the same samples

and found 13 clusters, and they performed semi-supervised clustering with an intrinsic list of significant

genes that similarly yielded 14 clusters. Their results were similarly poor in agreement with the annotated

subtypes (ARI of 0.272 and 0.258 for unsupervised and semi-supervised clusters, respectively). Compared

to these results, FSCseq was able to select K∗ that is closer to the true number of subtypes, however the

potential confounding in expression due to variable sample purity appears to cloud the ARI performance of

all methods in this setting. The results from these analyses can be found in Table 4

K∗ (5) ARI (1) NMI (1) NVI (0) NID (0)
anno 5
FSC 7 0.316 0.369 0.732 0.631

FSCadj 8 0.245 0.295 0.78 0.705
iCl 6 0.257 0.28 0.805 0.72
HC 2 0.004 0.003 0.997 0.997
KM 2 0.348 0.293 0.731 0.707

NBMB 15 -0.008 0.097 0.932 0.903
lMC 15 0.157 0.259 0.788 0.741
vMC 12 0.164 0.268 0.786 0.732
rMC 12 0.169 0.274 0.781 0.726
SigI 14 0.258 0.333 0.73 0.667

SigU 13 0.272 0.35 0.736 0.65

Table 4: Selected order (K∗) and clustering concordance between compared methods and annotated TCGA Breast Cancer subtypes.
FSCseq was run with adjustment (FSCadj) and without adjustment (FSC) for plate effect, and each of the clustering labels were
compared to annotated subtypes (anno). Results from unsupervised (SigU) and semi-supervised (SigI) clustering from Koboldt
et al. (2012) are also shown. For each column, the best performing metric is colored in red. The value in parentheses in the column
headings represent optimal values. For ARI and NMI, values closer to 1 indicate better clustering, and values closer to 0 indicate
worse clustering. For NVI and NID, values closer to 0 indicate better clustering, and values closer to 1 indicate worse clustering.

42



2.4 Discussion

Our findings from our simulations and real data applications give evidence to the utility of our method

across a varied set of conditions. In our simulations, we found very good feature selection performance

throughout simulated conditions, and FSCseq outperformed existing clustering methods for RNA-seq data. In

addition, the markedly low FPRs in gene discovery may help researchers attain a higher degree of confidence

in the discovered list of genes, while limiting expended resources on validation studies in clinical settings. In

the TCGA BRCA dataset, FSCseq clusters aligned best to previously discovered subtypes when correcting

for batch effects (plate), although differing levels of heterogeneity in samples confounded the results. The

annotated subtypes were discovered by analyzing just the genes that were clinically validated to be significant

in discriminating across breast cancer subtypes. We showed that FSCseq is able to perform comparably,

despite using no such a priori knowledge of significant genes. Moreover, of the PAM50 genes included in

our TCGA BRCA analysis, the FSCseq workflow identified most of these genes as discriminatory across

the resulting clusters. As these genes have been validated to be significant on both microarray and RNA-seq

platforms, this emphasizes FSCseq’s ability to uncover significant genes in real data settings.
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CHAPTER 3: UNSUPERVISED DEEP LEARNING WITH MISSING DATA

Although there exist some methods to handle up to MAR missingness in the VAE setting, there is a lack

of discussion on the principled theory of missingness in conjunction with such methods. Additionally, these

methods are not able to handle MNAR missingness, where a parametric model is typically necessary for the

missingness. To address these issues, we compare performance of state-of-the-art deep learning methods

under different mechanisms of missingness, unifying these deep learning methods with a proper statistical

framework of missing data. We then propose an extension of the VAE to handle MNAR data, and show that

proper modelling of the missingness increases performance in tasks such as imputation of missing data, and

clustering of sub-populations. We demonstrate the utility of our method through imputation and clustering of

synthetic datasets with simulated missingness, and downstream prediction analysis on real datasets.

3.1 Methods

In this section, we first show the formulation of variational autoencoders (VAEs). Then, we explore

the different mechanisms of missingness as discussed thoroughly by statistical literature (Little and Rubin,

2002). We expand on the special case of MNAR missingness, where the missingness can be dependent on

the missing values themselves, and present the models that are typically employed under the MNAR case.

Finally, we look at VAEs in the context of the discussed mechanisms of missingness, and propose a novel

method using VAEs in the presence of MNAR missingness.

3.1.1 Variational Autoencoder

Let X be an n× p data matrix, where xi denotes the observation vector pertaining to the ith observation,

i = 1, . . . , n, and xij denotes the value of the jth feature in this vector, j = 1, . . . , p. In a VAE, we assume

x1, . . . ,xn are i.i.d. samples from a multivariate p.d.f or “generative model” pψ(X|Z). Here, Z is an

n× d matrix, such that Z = {z1, · · · , zn} and zi is a latent vector of length d pertaining to the ith sample

(Kingma and Welling, 2019). Typically it is assumed that d ≤ p, such that Z constitutes a lower-dimensional
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representation of the original data X. The parameters ψ and conditional distribution pψ(X|Z) indicate how

the observed data X may be generated from Z. In this manner, a VAE aims to learn accurate representations

of high-dimensional data, and may be used to generate synthetic data with similar qualities as its training

data. These aspects are also aided through the use of embedded deep learning neural networks, for example

within pψ(X|Z), which also facilitate its applicability to larger dimensions and complex datasets.

3.1.1.1 Objective Function

Since ψ is unknown, learning is performed by maximizing the marginal log-likelihood of X with respect

to ψ, where we denote this marginal log-likelihood as

log pψ(X) = log

∫
pψ(X,Z)dZ = log

∫
pψ(X|Z)p(Z)dZ.

However, due to the integral involved, this quantity is often intractable and is difficult to maximize directly.

Therefore, VAE’s alternatively optimize the so-called “Evidence Lower Bound” (ELBO), which has the

following form (Kingma and Welling, 2019):

LELBO(θ, ψ) = EZ∼qθ(Z|X) log

[
pψ(X|Z)p(Z)
qθ(Z|X)

]
(3.13)

L̂ELBOK (θ, ψ) =
1

K

K∑
k=1

log

[
pψ(X|Z̃k)p(Z̃k)

qθ(Z̃k|X)

]
. (3.14)

Here, LELBO(θ, ψ) denotes the ELBO such that LELBO(θ, ψ) ≤ log pψ(X). Also let L̂ELBOK (θ, ψ) denote

the empirical approximation to Eq. (3.13) computed by Monte Carlo integration, such that LELBO(θ, ψ) ≈

L̂ELBOK (θ, ψ) and Z̃1, . . . , Z̃K are K samples drawn from qθ(Z|X), the variational approximation of the

true but intractable posterior pψ(Z|X), also called the “recognition model”. Furthermore, denote fψ(Z) and

gθ(X) as the decoder and encoder feed forward neural networks of the VAE, where ψ and θ are the sets of

weights and biases pertaining to each of these neural networks, respectively. Given Z, fψ(Z) outputs the

distributional parameters pertaining to pψ(X|Z). Given X, gθ(X) outputs the distributional parameters for

qθ(Z|X).

In variational inference, qθ(Z|X) is constrained to be from a class of simple distributions, or “variational

family”, to obtain the best candidate from within that class to approximate pψ(Z|X). Variational inference is

usually used in tandem with amortization of the parameters where the neural network parameters are shared
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across observations (Gershman and Goodman, 2014), allowing for stochastic gradient descent (SGD) to be

used for optimization of Eq. (3.14) (Kingma and Welling, 2019). In practice, both qθ(Z|X) and p(Z) are

typically assumed to have simple forms, such as multivariate Gaussians with diagonal covariance structures,

and qθ(Z|X) is commonly assumed to be factorizable, such that qθ(Z|X) =
∏n
i=1 qθ(zi|xi) (Kingma and

Welling, 2019).

3.1.1.2 Estimation Procedure and Use Cases

Let (θ̂(t), ψ̂(t)) be the estimates of (θ, ψ) at update (or iteration) t. For t = 0, these values are often

initialized to small values centered around 0, although other initialization schemes may be used (Saxe et al.,

2014; Murphy, 2016). Each subsequent update t ≥ 1 consists of two general steps to maximize L(θ, ψ). First,

K samples are drawn from qθ̂(t)(Z|X) to compute the quantity in Eq. (3.14), conditional on (θ̂(t), ψ̂(t)). Then,

the so-called “reparametrization trick” is utilized to facilitate the calculation of gradients of this approximation

to obtain (θ̂t+1, ψ̂t+1) using stochastic gradient descent (Kingma and Welling, 2019). This procedure may

be repeated for a fixed number of iterations, or may be terminated early via pre-specified early stop criteria

(Prechelt, 1998). Kingma and Welling (2019) provides additional details on the maximization procedure for

VAEs. The networks fψ(Z) and gθ(X) also allow the VAE to capture complex and non-linear relationships

between features when outputting the distributional parameters for the generative and recognition models,

respectively, through the inclusion of hidden layers in each network. The number of hidden layers and nodes

per layer for each network are commonly determined via hyperparameter tuning.

After model fitting, the VAE has several useful features. First, synthetic data can be generated by

sampling from the learned generative model pψ̂(X|Z) after drawing a sample from qθ̂(Z|X) (Mattei and

Frellsen, 2019; Nazabal et al., 2018). Second, the posterior modes in the latent space Z can be determined

from qθ̂(Z|X). These posterior modes may be used for purposes such as clustering or substructure discovery

(Lim et al., 2020). In some applications, pψ̂(X|Z) may also be used to directly perform imputation (Nazabal

et al., 2018), however the statistical properties of this procedure have not been thoroughly discussed in prior

work.
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3.1.2 Importance-Weighted Autoencoder

The IWAE (Burda et al., 2015) is a generalization of the standard VAE, where the resulting IWAE bound,

corresponding to the ELBO in Eq. (3.13), can be written as

LIWAE
K (θ, ψ) = EZk∼qθ(Z|X) log

[
1

K

K∑
k=1

pψ(X|Zk)p(Zk)
qθ(Zk|X)

]
(3.15)

L̂IWAE
K (θ, ψ) = log

[
1

K

K∑
k=1

pψ(X|Z̃k)p(Z̃k)
qθ(Z̃k|X)

]
. (3.16)

An important distinction in Eq. (3.15) from Eq. (3.13) is that a VAE assumes a single latent variable Z in Eq.

(3.13) that is sampled K times in the ELBO approximation from Eq. (3.14). In contrast, an IWAE assumes K

i.i.d. latent variables in the expression for its lower bound, where Z1, . . . ,ZK
i.i.d∼ qθ(Z|X). The contribution

of each Zk in Eq. (3.15) is weighted by p(Zk)
qθ(Zk|X) . Then, to compute its empirical approximation L̂IWAE

K ,

typically only one sample is drawn for each Zk in Eq. (3.16). For K > 1, Burda et al. (2015) showed

that log p(X) ≥ LIWAE
K+1 ≥ LIWAE

K , such that LIWAE
K → log p(X) as K → ∞ if pψ(X,Z)/qθ(Z|X) is

bounded. Thus, the IWAE bound more closely approximates the true marginal log likelihood when K > 1

(Cremer et al., 2017), at the cost of greater computational burden. IfK = 1, LIWAE
1 = LV AE , and the IWAE

corresponds exactly to the standard VAE. In this way, the IWAE can be considered to be part of the VAE

family, and we refer to methods that use either VAEs or IWAEs broadly as “VAE methods”. A visualization

of the workflow for an IWAE (without missing data) can be found in Figure 7.
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3.1.3 IWAE Architecture

Figure 7: Architecture of an importance weighted autoencoder (IWAE) in the absence of missing data. Darkly colored nodes
represent deterministic values, lightly colored nodes represent learned distributional parameters, and outlined (in red) nodes represent
sampled values from learned distributions. Orange cells correspond to latent variables Z. Z1, . . . ,ZK is sampled 1 time each from
the variational posterior posterior distribution q(Z|X). Below is the lower bound (LB), which is optimized via stochastic gradient
descent.

VAE methods have shown excellent performance in representation learning on many types of data.

However, the presence of missingness in X presents significant challenges to the above modeling procedures

and the application of VAE methods in general.

3.1.4 Missing Data

In this section, we first introduce notation for missing data and review the different mechanisms of

missingness, as described in the statistical literature. Let the data be factored such that X = {Xo,Xm},

with Xo denoting the observed values and Xm denoting the missing values. For each observation vector

xi, denote xoi and xmi respectively to be the observed and missing features of xi. Also, let R be a matrix

of the same dimension as X, with entries rij = I(xij is observed) for the ith observation and jth feature,

where I(·) denotes the indicator function. In this way, R is the “mask” matrix pertaining to X, such that

xoi = {xij : rij = 1} and xmi = {xij : rij = 0} for all i = 1, . . . , n and j = 1, . . . , p.
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Missingness was classified into three major categories, or mechanisms, in the seminal work by Little and

Rubin (2002). These mechanisms are missing completely at random (MCAR), missing at random (MAR),

and missing not at random (MNAR), and they satisfy the following relations: (1) MCAR: p(ri|xi, zi,ϕ) =

p(ri|ϕ), (2) MAR: p(ri|xi, zi,ϕ) = p(ri|xoi ,ϕ), and (3) MNAR: p(ri|xi, zi,ϕ) = p(ri|xoi ,xmi , zi,ϕ).

Here, ϕ denotes the unknown parameters pertaining to the missingess model p(ri|xi, zi,ϕ), where ri =

{ri1, . . . , rip}. We discuss forms of this model in Section 3.1.4.3. In the presence of missingness mask R,

the marginal log-likelihood may be written as

log pψ,ϕ(X
o,R) = log

∫∫
pψ,ϕ(X

o,Xm,Z,R)dXmdZ. (3.17)

We may factor pψ,ϕ(Xo,Xm,Z,R) using the selection model factorization (Diggle and Kenward, 1994),

which is written as

pψ,ϕ(X
o,Xm,Z,R) = pψ(X

o,Xm|Z)p(Z)p(R|X,Z,ϕ),

where p(R|X,Z,ϕ) =
∏n
i=1 p(ri|xi, zi,ϕ).

3.1.4.1 Ignorable Missingness

In a likelihood-based analysis under either MCAR or MAR, the missingness mechanism is considered to

be “ignorable” such that the missingness mechanism need not be explicitly modelled in these cases (Rubin,

1976; Little and Rubin, 2002). Under ignorable missingness, the left hand side of Eq. (3.17) can be separated

into log pψ(X
o) + log pϕ(R|Xo), where pψ(Xo) is the marginal distribution of Xo. Therefore, pϕ(R|Xo)

need not be specified because inference on the parameters of interest pertaining to pψ(Xo) is independent of

pϕ(R|Xo). Then, one aims to maximize the quantity

log pψ(X
o) = log

∫∫
pψ(X

o,Xm,Z)dXmdZ = log

∫
pψ(X

o,Z)dZ. (3.18)

This quantity can be bounded below exactly as in Section 3.1.1.1, conditioning on just the observed data Xo,

rather than the full data X. Existing methods typically take advantage of this simplification, and are shown to

perform well under ignorable missingness. Details for these methods are given in the next section.
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3.1.4.2 VAEs and IWAEs with Ignorable Missingness

There are a number of VAE/IWAE methods that have been developed to handle ignorably missing data.

VAEAC (Ivanov et al., 2019) is a method catered for datasets with complete training sets. VAEAC

can handle different types of data (continuous, categorical, or count), and additionally conditions on the

missingness mask. In training time, additional MCAR missingness is imposed on the fully-observed training

set by masking a fixed proportion of values. This trains the neural network to learn to impute missing values

accurately during testing. Missing data is imputed by values that are sampled from the generative distribution

p(Xm|Z,Xo,R). However, inducing additional missingness may be problematic for situations where there

already exists a high level of inherent missingness in the data.

HI-VAE (Nazabal et al., 2018) takes advantage of the fact that the marginal log-likelihood simplifies

to Equation (3) of the main text under ignorable missingness. Under this simplification, the new ELBO

corresponding to Equation (1) of the main text is given by

L(θ, ψ) = EZ∼qθ(Z|Xo) log

[
pψ(X

o|Z)p(Z)
qθ(Z|Xo)

]
, (3.19)

such that the training of the VAE depends only on the observed values. To preserve the length of each

observation vector, the missing features are pre-imputed by some value, typically using zero imputation.

In this setting, the standard variational approximation qθ(Z|X) is replaced by qθ(Z|Xo). This quantity

approximates p(Z|Xo) instead of p(Z|X), thus allowing the VAE to be trained with partially-observed input

data. In HI-VAE, the VAE framework is adapted to be able to deal with heterogenous data, i.e. both discrete

and continuous data. Missing data is imputed by either sampling from the generative model p(Xm|Z), or by

setting missing values equal to the corresponding means of the posterior distribution. In contrast, the MIWAE

method (Mattei and Frellsen, 2019) does not take heterogeneous data as input, but uses the IWAE framework

to create a tighter lower bound on the marginal log-likelihood. They also use a principled imputation scheme

that works up to MAR missingness, utilizing importance-weighted samples to calculate E[Xm|Xo,Z].

3.1.4.3 Non-ignorable Missingness

In contrast, non-ignorable (or MNAR) missingness refers to the case where the missingness can be

dependent on any unobserved values, including the missing entries xmi . MNAR missingness can also be
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dependent on xoi as well as latent values like Z, and thus MNAR represents the most general and difficult

case of missingness in practice. Here, we assume that R is independent of Z, as conditioning on such latent

factors may be computationally redundant based on the assumed data generating process (Ibrahim, 2001).

In this setting, the missingness typically requires specification of a model for the missingness p(R|X,ϕ)

(Stubbendick and Ibrahim, 2003). Current VAE methods are only able to handle MCAR or MAR missingness,

and there is no method to properly deal with the more difficult MNAR case. This issue is especially

problematic because missingness in many real world applications have been posited to be non-ignorable

(Beaulieu-Jones and and, 2016; O’Shea, 2019).

There have been a number of ways to specify p(R|X,ϕ) in statistical literature. For example, Diggle

and Kenward (1994) proposes a binomial model for the missing data mechanism:

p(R|X,ϕ) =
n∏
i=1

p∏
jm=1

[p(rijm = 1|xi,ϕjm)]
rijm [1− p(rijm = 1|xi,ϕjm)]

1−rijm ,

where jm = 1, . . . , pmiss indexes the pmiss features in X that contain missingness, ϕjm is the sets of

coefficients pertaining to jthm missingness model, and p(rijm = 1|xi,ϕjm) can be modeled straightforwardly

by a logistic regression model, such that

logit[p(rijm = 1|xi,ϕjm)] = ϕ0jm + xoiϕ1jm + xmi ϕ2jm , (3.20)

where ϕ0jm is the intercept of the jthm missingness model, ϕ1jm = {ϕ1,jm,1, . . . , ϕ1,jm,pobs}T is a pobs × 1

vector of coefficients pertaining to the fully-observed features, and ϕ2jm = {ϕ2,jm,1, . . . , ϕ2,jm,pmiss}T is a

pmiss × 1 vector of coefficients pertaining to the missing features.

3.1.5 NIMIWAE: IWAE with Nonignorable Missingness

We now propose a novel method to perform statistical learning and imputation using an IWAE in the

presence of missing data (NIMIWAE), assuming missingness is nonignorable. We later show how this model

can be simplified when missingness is assumed to be ignorable (IMIWAE). First, we specify a general form

of the lower bound, in which we utilize the general IWAE framework to form a tighter bound on the marginal

log-likelihood than the VAE ELBO. Let us define qθ(Z,Xm) as the variational joint posterior pertaining

to (Z,Xm). We can factorize this variational joint posterior as qθ(Z,Xm) = qθ1(Z|Xo)qθ2(X
m|Z,Xo,R).
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Here, for k = 1, . . . ,K, we assume Zk
i.i.d∼ qθ1(Z|Xo) similar to the traditional IWAE. We additionally

assume i.i.d. latent variables Xm
k
i.i.d∼ qθ2(X

m|Z,Xo,R) pertaining to the missing features, where each Xm
k

has dimensionality pmiss. Similar to traditional VAEs, we utilize the class of factorized variational posteriors,

except now qθ(Z,X
m) =

∏n
i=1 qθ(zi,x

m
i ) and qθ(zi,xmi ) = qθ1(zi|xoi )qθ2(xmi |zi,xoi , ri). Then, denoting

zik and xmik as the ith observation vectors of Zk and Xm
k , respectively, we have zi1, . . . , ziK

i.i.d∼ qθ1(zi|xoi )

and xmi1, . . . ,x
m
iK

i.i.d∼ qθ2(x
m
i |zi,xoi , ri). The form of the lower bound, which we call the NonIgnorably

Missing Importance-Weighted Auto Encoder bound, or “NIMIWAE bound”, is derived as follows:

log pψ,ϕ(X
o,R) =

n∑
i=1

log pψ,ϕ(x
o
i , ri)

=

n∑
i=1

log

[∫∫
pψ,ϕ(x

o
i ,x

m
i , ri, zi)dzidx

m
i

]

=

n∑
i=1

logE(zik,x
m
ik)∼qθ(zi,x

m
i )

[
1

K

K∑
k=1

pψ,ϕ(x
o
i ,x

m
ik, ri, zik)

qθ(zik,x
m
ik)

]

≥
n∑
i=1

E(zik,x
m
ik)∼qθ(zi,x

m
i ) log

[
1

K

K∑
k=1

pψ,ϕ(x
o
i ,x

m
ik, ri, zik)

qθ(zik,x
m
ik)

]
= LNIMIWAE

K . (3.21)

As explained in Section 3.1.4, we use the selection model factorization of the joint distribution of

{xi, ri, zi}, such that pψ,ϕ(xoi ,x
m
i , ri, zi) = pψ(x

o
i ,x

m
i |zi)p(zi)pϕ(ri|xoi ,xmi ). Here, ψ denotes the weights

and biases of the encoder and decoder neural networks, and ϕ denotes the weights and biases of the

missingness network that learns the parameters of the missingness model.

Applying the above factorizations to Eq. (3.21), and estimating the expectations in Eq. (3.21) by sampling

from qθ(zi,x
m
i ) we obtain the estimate of the NIMIWAE bound:

L̂NIMIWAE
K =

n∑
i=1

log

[
1

K

K∑
k=1

pψ(xi|z̃ik)p(z̃ik)pϕ(ri|xoi , x̃mik)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , ri)

]
, (3.22)

where {z̃ik, x̃mik} are samples of {zi,xmi } that are drawn via ancestral sampling (Bishop, 2006) from the

variational posteriors qθ1(z̃ik|xoi ) and qθ2(x̃
m
ik|z̃ik,xoi , ri), respectively, and the NIMIWAE bound is optimized

using the Adam optimizer (Kingma and Ba, 2014). In NIMIWAE, we have four neural networks fψ(zi),

gθ1(x
o
i ), gθ2(x

o
i , ri, zi), and hϕ(xi), which respectively output the parameters pertaining to pψ(xi|zik),

qθ1(zik|xoi ), qθ2(xmik|zik,xoi , ri), and pϕ(ri|xoi ,xmik).
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The quantity hϕ(xi), which we call the “missingness network”, outputs the distributional parameters

to the missingness model pϕ(ri|xoi , x̃mik), explicitly included in Eq. (3.22). Furthermore, by omitting this

network and its contribution to the NIMIWAE bound altogether, one can attain an ignorably-missing version

of the NIMIWAE method (IMIWAE), which would be more suitable for use under MCAR and MAR

missingness. We explore the empirical performance of each of these models under misspecification of the

missingness mechanism in Section 3.2. An illustration of hϕ(xi) is given in Figure 8.

Historically, the set of features for the pmiss logistic regression models from Eq. (3.20) need to be

carefully pre-specified, usually based upon prior information (Little and Rubin, 2002). Prior work has

shown that overparameterization of the missingness model can lead to identifiability issues and divergence in

EM-based maximization procedures (Ibrahim and Molenberghs, 2009). Our proposed method allows users to

similarly pre-specify a subset of features in the missingness network. Alternatively, when such information is

not available, we show empirically in Section 3.2 that using all p features in the missingness network can

yield reasonable performance, especially when the number of samples is large. We postulate that this may be

due to the fact that the missingness model utilizes a neural network, which has been shown to generalize well

despite severe overparameterization (Poggio et al., 2020). Still, the specification of a smaller model that is

closer to the truth may improve the accuracy of imputations, especially under smaller sample sizes (Du et al.,

2021).

3.1.5.1 NIMIWAE Training Algorithm

The training of the NIMIWAE architecture proceeds as follows:

1. The missing entries are pre-imputed to zero and appended with observed entries, and fed into the

encoder, or gθ1(x
o
i ) with the missingness mask, to learn parameters of qθ1(zi|xoi ). One can also specify

a mean pre-imputation, but the choice of the pre-imputation method has been shown to not significantly

affect performance in an IWAE network (Mattei and Frellsen, 2019).

2. K samples are drawn from qθ1(zi|xoi ).

3. Samples from (2) are used as input for the decoder, or fψ(zi), to learn the parameters of pψ(xi|zi).
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4. The samples from (2) are used again as input for the missing data posterior network, or gθ2(zi,x
o
i , ri),

concatenated with the observed data entries (with missing entries pre-imputed to 0) and the missingness

mask, to learn parameters of qθ2(x
m
i |zi,xoi , ri).

5. We draw samples of xmi from qθ2(x
m
i |zi,xoi , ri), and use them as input, concatenated with the fixed

observed entries xoi , into missingness network, or hϕ(xi) to learn the parameters associated with the

model of the missingness mask pϕ(ri|xi).

In NIMIWAE, the neural network that models the missingness, or hϕ(xi), contains pmiss output nodes,

and applies the Sigmoid activation function to the output node to yield probabilities of each partially-observed

feature jm being observed for the ith sample. By default, this network takes all p features as input, and the

number of hidden layers and nodes per hidden layer are tuned separately from the rest of the architecture.

Each output node in hϕ(xi) is exactly equivalent to the logistic regression model proposed by Diggle and

Kenward (1994) in Section 3.1.4.3 when hϕ(xi) contains no hidden layers, and the selection of additional

hidden layers can allow for the capturing of more complex effects.

Under simple distributional assumptions of qθ2(x
m
i |zi, ri,xoi ), the sampling step in Step (4) is similar to

the sampling of the latent variable zi in Step (2), and both can be accomplished using the reparametrization

trick (Kingma and Welling, 2013).

3.1.5.2 Initialization, Early Stop, and Hyperparameter Tuning

Initialization of weights and biases in deep learning architectures can significantly affect the trained

model, especially in datasets with smaller sample sizes. By default, NIMIWAE uses the semi-orthogonal

matrix initialization (Saxe et al., 2014) for ψ, θ, and ϕ. Alternatively, we initialize weights pertaining to

the missing features in the input layer of the missingness network using values drawn from a Uniform(-2,2)

distribution. This is done in order to draw larger initial values of the effects of missing variables on the

missingness, in order to encourage the network to learn nonzero effects of these missing features. Empirically,

we found that this alternative initialization helps the network impute more accurate values in smaller sample

size settings, particularly under MNAR missingness, while maintaining similar performance in the MCAR

and MAR cases.

We also incorporate an early stop criterion (Prechelt, 1998) in order to prevent overfitting on the training

set, and to reduce computation time. Specifically, let L(τ) ≡ L̂NIMIWAE,(τ)
K,valid denote the estimated NIMIWAE
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bound on a held-out validation set at each epoch (τ), and initialize Lopt = L(0) and E(0) = 0. Each epoch

consists of ⌈ntrain/bs⌉ updates, where ntrain is the number of observations in the training set and bs is the

mini-batch size hyperparameter, and ⌈x⌉ is the smallest integer greater than or equal to x. At each epoch,

the ntrain observations are divided into approximately equal size mini-batches of at most bs observations

each, and updates of the neural network parameters are done on by estimating the NIMIWAE bound on each

mini-batch, cycling through each mini-batch such that all observations are involved in the updates for during

each epoch. For τ ≥ 1, if L(τ) − Lopt > 0, we replace Lopt = L(τ). Also, if L(τ) − Lopt ≤ εLopt, we set

E(τ) = E(τ−1) + 1. In this way, training continues as long as the improvement in the estimated lower bound

in the validation set is greater than εLopt, but if not, training is allowed to run for a set number of epochs

before early stopping. This leeway (called “patience”) is allowed due to the properties of SGD, which may

cause L(τ) to fluctuate, especially for smaller τ . If E(τ) = patience, we save the optimal model pertaining

to Lopt, and terminate training. Here, we set patience = 50 and ε = 0.0001.

In NIMIWAE, we have several hyperparameters that need to be tuned (default values in parentheses): 1)

learning rate ({0.001, 0.01}), 2) number of hidden layers ({0, 1, 2}) and nodes per hidden layer ({64, 128}),

3) dimensionality of Z ({⌊p/12⌋, ⌊p/4⌋, ⌊p/2⌋, ⌊3p/4⌋}), where ⌊x⌋ is the largest integer less than or equal

to x. We also tune (2) separately for the missingness network ({0, 1} and {16, 32}) (hϕ(·)) vs. the rest of the

networks (fψ(·), gθ1(·), gθ2(·)). In order to find the optimal combination of values for these hyperparameters,

we perform an extensive grid search of all combinations of prespecified values for these quantities. One

may also choose to tune the number of latent variables K. In this chapter, we fix K = 5 during training for

computational ease.
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Figure 8: Architecture of proposed NIMIWAE method. Dark colored nodes represent deterministic values, lightly colored nodes
represent learned distributional parameters, and outlined (in red) nodes represent sampled values. Orange cells correspond to
latent variables Z and Xm. Z1, . . . ,ZK and Xm

1 , . . . ,Xm
K are sampled from their respective variational posteriors. Below is the

NIMIWAE bound (LNIMIWAE
K ) and the estimate of the NIMIWAE bound (L̂NIMIWAE

K ), which is optimized via SGD.

3.1.5.3 Multiple Imputation

Following training, NIMIWAE can provide point estimates for E[xmi |xoi , ri], defined as the expected

value of the missing features given the observed data and the mask for the ith observation under MNAR. The

same NIMIWAE model can also perform multiple imputation of the incomplete training dataset to facilitate

fitting of downstream statistical models. We first note that

E[xmi |xoi , ri] =
∫

xmi pψ,ϕ(x
m
i |xoi , ri)dxmi

=

∫∫
xmi pψ,ϕ(x

m
i , zi|xoi , ri)dzidxmi

=

∫∫
xmi

pψ,ϕ(x
m
i ,x

o
i , zi, ri)

pψ,ϕ(x
o
i , ri)

dzidx
m
i .

Then, we may estimate this integral by self-normalized importance sampling. We utilize the proposal density

qθ1(zi|xoi )qθ2(xmi |zi,xoi , ri), and define the quantities

wik =
sik

si1 + . . .+ siK
, and sik =

pψ(xi|z̃ik)p(z̃ik)pϕ(ri|xoi , x̃mik)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , ri)

56



for k = 1, . . . ,K, with 1 sample drawn from the variational posterior of each latent variable zik and xmik to

compute sik, where wik is defined as standardized “importance weights” (Mattei and Frellsen, 2019). Using

these weights we may compute E[xmi |xoi , ri] ≈
∑K

k=1wikx̃
m
ik. Then, the process can be repeated for each

observation i = 1, . . . , n.

In the MCAR or MAR case, one can similarly estimate E[xmi |xoi ] using the fitted IMIWAE model.

By following a similar derivation using the proposal density qθ1(zi|xoi )qθ2(xmi |zi,xoi ), we obtain the same

approximation E[xmi |xoi ] ≈
∑K

k=1wikx̃
m
ik, with wik defined as before, but with a slightly different form for

sik:

sik =
pψ(xi|z̃ik)p(z̃ik)

qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi )
.

Given these weights wik, we may now also produce Q multiply-imputed datasets using the sampling

importance resampling (SIR) algorithm (Smith and Gelfand, 1992). We first construct a set of K candidate

draws and corresponding weights using the procedure described above (default K = 10×Q draws), and

then perform a weighted resample of size Q with replacement from this set of draws to obtain approximate

draws from pψ(x
m
i |xoi , ri), for each observation i = 1, . . . , n. We may then use techniques such as “Rubin’s

rules” (Rubin, 2004) to pool the estimates obtained from a candidate regression model fit on each imputed

dataset, and obtain pooled point estimates and standard errors that account for the uncertainty due to the

imputation. In our analyses, we used NIMIWAE to construct Q = 50 multiply-imputed datasets by drawing

K = 500 times from qθ2(x
m
i |zi,xoi , ri) for each i = 1, . . . , n after the model was trained.

3.2 Numerical Results

3.2.1 Simulated Data

We utilize statistical simulation to evaluate the imputation performance of our proposed NIMIWAE

method under the assumption of MCAR, MAR, and MNAR missingness. We also compared this performance

to state-of-the-art missing data methods in machine learning that claim to handle ignorable missingness

patterns: HIVAE (Nazabal et al., 2018), VAEAC (Ivanov et al., 2019), MIWAE (Mattei and Frellsen, 2019),

in addition to the popular MICE method (Van Buuren and Groothuis-Oudshoorn, 2011) and a naı̈ve mean

imputation method. We also included MissForest (Stekhoven and Buhlmann, 2011) in analyses where the

model could be fit in a CPU with 32 GB of memory. For all simulations, we divided the full data into
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training and validation sets with ratio 8:2. For methods that require hyperparameter tuning, each method

was trained on the training set for a given set of hyperparameters, the performance of this model was then

evaluated on the validation set, and finally the training set was imputed using the model pertaining to the

optimal set of hyperparameters (based up on validation set performnance). For methods that required no

hyperparameter tuning, we directly imputed just the training set, for consistency across all methods. In

Sections 3.2.1.1-3.2.1.2, we evaluate performance on fully synthetic data. Then, in Section 3.2.1.3, we

simulate missingness into existing UCI datasets to preserve non-linearity and interactions between features

previously observed. The simulation setup and performance criteria are described in the subsequent sections.

3.2.1.1 Simulation Setup

We first evaluate the performance of each method on completely synthetic data. Here we assume X

is generated such that X = ZW +B, where W and B and are matrices of dimensions d × p and n × p,

respectively, Z ∼ Nd(0, I), Wlj ∼ N(0, 0.5), and Bij ∼ N(0, 1) for i = 1, . . . , n, j = 1, . . . , p, and

l = 1, . . . , d.

We then simulate the missingness mask matrix R such that 30% of features are partially observed, and

50% of the observations for each of these features are missing. We generate rij from the Bernoulli distribution

with probability equal to p(rijm = 1|xi,ϕ), such that logit[p(rijm = 1|xi,ϕ)] = ϕ0 +ϕ1x
o
i +ϕ2x

m
i . Here,

we assume that jm = 1, . . . , pmiss index the missing features, ϕ1 = {ϕ11, . . . , ϕ1,pobs} are the coefficients

pertaining to the fully observed features, and ϕ2 = {ϕ21, . . . , ϕ2,pmiss} are those pertaining to the partially

observed features, and pobs and pmiss are the total number of features that are fully and partially observed,

respectively. We set pmiss = ⌊0.3 ∗ p⌋ and pobs = p− pmiss. We drew nonzero values of ϕ1 and ϕ2 from

the log-normal distribution with mean µϕ = 5, with log standard deviation σϕ = 0.2.

To evaluate the impact of the misspecification of the missingness mechanism on model performance,

rijm was simulated under each mechanism as follows: (1) MCAR: {ϕ1,ϕ2} = 0, (2) MAR: Same as MCAR

except ϕ1jo ̸= 0 for one randomly selected completely-observed feature jo where jo = pmiss + 1, . . . , p, and

(3) MNAR: Same as MCAR except ϕ2jm ̸= 0. In this way, for each MAR or MNAR feature, the missingness

is dependent on just one feature. In each case, we used ϕ0 to control for an expected rate of missingness

of 50% in each feature. We note that for each these simulations, we utilize all features in NIMIWAE’s

missingness network, although only one feature is involved under the true missingness model.
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Lastly, we simulated a binary response variable assuming Pr(y = 1|X) = Sigmoid(β0 +Xβ), where y

is a binary response variable, β = {β1, . . . , βp} are the set of regression coefficients, and β0 is the intercept.

In many applications, it is of interest to use the features in X to predict some outcome variable y when X is

only partially observed. Therefore, the ability accurately estimate β is also of importance in the presence

of missingness. Multiple imputation methods like mice can be used to perform coefficient estimation by

using Rubin’s rules to pool the coefficient estimates from logistic regression models fitted on each individual

multiply-imputed dataset. We similarly perform coefficient estimation using multiply-imputed datasets from

the SIR algorithm within NIMIWAE, allowing for direct comparisons with MICE in estimating β.

We vary n, p, and d such that n = {10, 000, 100, 000}, p = {25, 100} features, and d = {2, 8}. We

simulated 5 datasets per simulation condition, spanning various missingness mechanisms and values for

{n, p, d}. We fix the values of β at 0.25 for each feature, and adjusted β0 to ensure equal proportions for

the two binary classes in Y. We measured imputation performance by calculating the average L1 distance

between true and imputed masked values in X. Letting X̂m denote the imputed masked values of the true

Xm values of the missing entries, we denote the average L1 distance is simply |X̂m−Xm|
Nmiss

, where Nmiss is

the total number of missing entries in the dataset. To assess the ability of multiple imputation methods in

performing coefficient estimation, we reported the percent bias (PB) of these pooled estimates compared to

the truth, averaged across the p features, i.e. PB = 1
p

∑p
j=1

|βj−β̂j |
|βj | .

Below, we summarize the combinations of hyperparameter values that were searched. For each method

and dataset, we searched over combinations of two different values for each hyperparameter that was tuned.

We tuned several hyperparameters for each method: number of nodes per hidden layer (h), number of nodes

per hidden layer in the missingness network (hr) , number of hidden layers (nhl), number of hidden layers

in the missingness network (nhlr), dimensionality of latent space (dz), and learning rate (lr). For HI-VAE,

nhl was not able to be varied. Therefore, we fixed nhl and tuned the dimensionality of the y latent variable

(dy) instead. Hyperparameters nhlr and hr were applicable only to NIMIWAE, so they were tuned only for

NIMIWAE. Hyperparameters batch size (bs) and maximum number of epochs (epochsmax) were fixed in our

analyses. Below are the searched values of the hyperparameters for all of the datasets we analyzed in Section

3.2.1:

• p = (25, 100) Simulated data with n = (10, 000; 100, 000)

– h = {128, 64}, hr = {16, 32}
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– lr = {0.001, 0.01}

– dz = {⌊3 ∗ p/4⌋, ⌊p/2⌋, ⌊p/4⌋, 8}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 1, 000 for n = 10, 000 and bs = 10, 000 for n = 100, 000, epochsmax = 2002

• banknote

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {1, 2, 3}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 200, epochs = 2002

• concrete

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {2, 4, 6}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 200, epochs = 2002

• hepmass

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {5, 10, 15}

– nhl = {0, 1, 2}
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– nhlr = {0, 1}

– bs = 10, 000, epochsmax = 2002

• power

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {1, 3, 4}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 10, 000, epochsmax = 2002

• red

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {2, 5, 8}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 200, epochsmax = 2002

• white

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {2, 5, 8}

– nhl = {0, 1, 2}

– nhlr = {0, 1}

– bs = 200, epochsmax = 2002

• Physionet 2012 Challenge data
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– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {8, 28, 57, 85}

– nhl = {0, 1, 2}

– nhlr = {0, 1, 2}

– bs = 1, 000, epochsmax = 2002

3.2.1.2 Simulation Results

Figure 9 shows the results pertaining to n = 100, 000. Error bars represented the variability in perfor-

mance across 5 simulations. Despite the overparameterized missingness model, NIMIWAE consistently

yields improved imputation performance compared to other methods under MNAR missingness, while

yielding an average L1 that is comparable to other methods in the MCAR and MAR cases, under these

conditions assuming large sample sizes. This can be exceptionally useful for many real data applications,

where the true covariates of the missingness model may not be known a priori. In estimating β, we see

that NIMIWAE yields a lower average percent bias under MNAR missingness, while MICE, IMIWAE, and

NIMIWAE perform similarly under MCAR or MAR missingness.

Figure 10 shows the results pertaining to n = 10, 000 utilizing the alternative initialization method

described in Section 3.1.5, due to the smaller sample size in this setting. We see that NIMIWAE performs

best in imputing MNAR values, and in estimating the coefficients under MNAR missingness, and still

performs comparably well to other methods in the MCAR and MAR cases. We found that the default method

initialized weights for missing features too small for the network to recover in the MNAR case, under the

lower sample size and high dimensionality setting. Based upon these results, we recommend the alternative

weight initialization for smaller sample sizes (n ≤ 10, 000) with large dimensionality (p ≥ 100), while

the default initialization may suffice when the sample size is large, or if the dimensionality of the data is

smaller. Alternatively, one may greatly improve imputation performance by narrowing down the features

that are input into the missingness network using some prior knowledge or assumptions on the mechanism

of missingness. In practical applications, it is unknown which mechanism may truly underly the data, and,

as usual, sensitivity analyses, where one varies the assumed mechanism, is still important. For example,

imputing data via IMIWAE may be helpful and be more efficient under MCAR or MAR than via NIMIWAE.

62



Figure 9: Average L1 distance between true and imputed values for missing entries (left) and percent bias of pooled coefficient
estimates (right) for p = 25 (top 4) and p = 100 (bottom 4) features, stratified by d. NIMIWAE outperforms all methods in imputing
MNAR missing values, while performing comparably to other methods in imputing MCAR and MAR values. Here, n = 100, 000,
µϕ = 5, and error bars show the variability of each metric across 5 reps. Weights and biases were initialized by using the default
semi-orthogonal matrix method.
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Figure 10: Average L1 distance between true and imputed values for missing entries (left) and percent bias of pooled coefficient
estimates (right) for p = 25 (top 4) and p = 100 (bottom 4) features, stratified by d. NIMIWAE outperforms all methods in imputing
MNAR missing values, while performing comparably to other methods in imputing MCAR and MAR values. Here, n = 10, 000,
µϕ = 5, and error bars show the variability of each metric across 5 reps. Weights and biases were initialized by using the alternative
method, as described in Section 3.1.5
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Overall, these simulations confirm that existing methods can impute MCAR and MAR missingness with

a reasonable degree of accuracy, but they break down under MNAR missingness. Our NIMIWAE method is

able to adequately impute MNAR missing values, while still imputing MCAR and MAR missing values with

a comparable degree of accuracy as existing methods geared specifically towards the ignorable mechanisms

of missingness. Additionally, we note that MissForest was able to be run to the n = 10, 000 and p = 25

simulation case only due to memory constraints, and yielded very poor imputation performance in the MNAR

case, like the other ignorably-missing methods.

Figure 11 shows results from the simulation setup with n = 10, 000, and Figure 12 shows results from

the alternate setup with n = 100, 000, varying p = {25, 100} and d = {2, 8} in each case. As in all deep

learning algorithms, NIMIWAE performs best under larger sample sizes, and this aspect is especially important

given the additional task in NIMIWAE of narrowing down relevant features in a potentially overspecified

missingness model. When a large number of samples is not readily available, and the dimensionality of the

data is very large, one can either utilize an alternative method of weight initialization for the missing features

in the missingness network, as seen in Section 3.1 of the main text, or narrow down the number of features

that are included in NIMIWAE’s missingness network using some prior knowledge on the dependencies of the

features with the missingness. We found that under the large sample size setting (n = 100, 000), imputation

performance was generally robust to the method of initialization, as shown in Figure 12. We additionally

found that having fewer unnecessary features in the missingness model greatly increased the performance of

both imputation and coefficient estimation under MNAR, as one would expect. However, omitting a feature

that is truly relevant to the missingness may cause very poor performance in both imputation and downstream

coefficient estimation, and in practice, determining which features are relevant to the missingness may be

nontrivial. One may utilize a priori knowledge about the data in order to inform a decision on which features

are significant in the missingness model, but such decisions may not be able to be made with a high levels of

certainty.

3.2.1.3 UCI Machine Learning Datasets

Next, we analyzed how accurately these methods can impute missing values that may be present in

real data, preserving non-linearity and interactions that may exist in these datasets, while controlling the

mechanism of simulated missingness. Since we are unable to obtain the true missing values in real datasets,

we took 6 different completely-observed datasets from the UCI Machine Learning Repository, and simulated
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Figure 11: Average L1 distance between true and imputed values for missing entries stratified by d (left), and percent bias of pooled
coefficient estimates. NIMIWAE outperforms all methods in imputing missing values that were simulated to be MNAR when p = 25,
but performs poorly under p = 100. Here, n = 10, 000, µϕ = 5, and error bars show the variability of each metric across the 5 reps.
NIMIWAE struggles to handle the difficult MNAR missingness pattern when the sample size is smaller, while the dimensionality of
the data is large.
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Figure 12: Average L1 distance between true and imputed values for missing entries stratified by d (left), and percent bias of pooled
coefficient estimates. NIMIWAE was run using the alternative initialization method, as described in Section 2.3 of the main text.
Again, NIMIWAE outperforms all methods in imputing missing values that were simulated to be MNAR. Here, n = 100, 000,
µϕ = 5, and error bars show the variability of each metric across the 5 reps.
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missingness according to each mechanism as in the fully synthetic datasets. Here, we masked half of the

features, such that pmiss = floor(0.5 ∗ p).

Dataset HIVAE Mean MICE MissForest MIWAE VAEAC NIMIWAE IMIWAE
banknote MCAR 1.62 2.00 1.63 0.95 1.37 1.32 1.49 1.19
n = 1372 MAR 2.00 2.27 2.43 1.88 2.90 1.76 1.89 1.96

MNAR 3.39 3.92 3.78 3.18 3.10 3.46 1.46 3.30
concrete MCAR 47.54 51.28 29.97 25.57 40.53 33.03 42.12 33.69
n = 1030 MAR 67.37 60.00 44.77 53.19 66.35 61.09 55.82 57.56

MNAR 59.48 95.85 68.24 79.87 76.79 70.12 47.46 74.44
hepmass MCAR 0.75 0.82 0.74 NA 0.80 0.68 0.78 0.69
n = 525, 123 MAR 0.76 0.84 0.75 NA 0.84 0.72 0.72 0.71

MNAR 1.41 1.54 1.40 NA 1.36 1.30 0.99 1.36
power MCAR 0.54 0.66 0.50 NA 0.59 0.48 0.56 0.49
n = 1, 000, 000 MAR 0.61 0.75 0.56 NA 0.67 0.54 0.78 0.57

MNAR 0.75 1.14 0.84 NA 0.86 0.79 0.73 0.79
red MCAR 1.15 1.64 1.04 0.86 1.10 1.10 1.08 0.98
n = 1599 MAR 1.23 1.67 1.16 0.98 1.30 1.29 1.09 1.06

MNAR 2.12 3.24 2.46 2.06 1.87 2.73 0.90 1.74
white MCAR 2.14 2.61 1.97 1.60 2.18 1.93 2.16 1.88
n = 4898 MAR 2.28 2.63 1.99 1.69 2.15 2.11 1.89 1.89

MNAR 4.42 5.36 4.21 4.27 4.46 4.10 3.47 4.70

Table 5: Average L1 distance between true and imputed values for the masked entries in various datasets, under different mechanisms
of simulated missingness. Best imputation performance (lowest average L1) in each row is highlighted in red. Proportion of missing
entries was fixed at 50% per feature, with 50% of the features containing missingness. We see that NIMIWAE consistently performs
best in imputing MNAR missingness, while performance of the “Ignorable” IMIWAE model is comparable to other methods under
MCAR and MAR. Although MissForest claims superiority in MCAR and some MAR cases in the smaller datasets, it was not
scalable to larger datasets like hepmass and power.

Table 5 shows the average L1 distance between true and imputed missing values for each of the 6

UCI datasets, with each simulated mechanism of missingness. We see that NIMIWAE again performs best

across all methods in accurately imputing MNAR missing values. Overall, MissForest performed best in

imputing MCAR missing values in the smaller UCI datasets, but this method was too memory-consuming to

be trained on the significantly larger hepmass and power datasets. As in the simulated data, mean imputation

is consistently one of the least accurate methods of imputation. Also, whereas MICE performed very well

under MCAR and MAR in the simulated data, deep learning methods like VAEAC and IMIWAE consistently

yield more accurate imputations here. This may be due to the fact that MICE uses a fully-conditional linear

model for imputation, it may therefore perform suboptimally when the true relationships between features

are non-linear. Also, we see that NIMIWAE imputes values slightly less accurately than IMIWAE when the

missingness is MCAR or MAR, since in these cases NIMIWAE explicitly estimates the missingness network

when it is not necessary.
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3.2.2 Physionet 2012 Challenge Dataset

Finally, we analyzed the Physionet 2012 Challenge data using each of the compared methods. Namely,

we perform a qualitative analysis of each imputed dataset, highlighting differences between results from

assuming non-ignorable (NIMIWAE) and ignorable (IMIWAE) missingness (Ibrahim et al., 2005; Ibrahim

and Molenberghs, 2009). This is because, in contrast to our simulations, the true values of the missing

entries are not available to directly assess imputation performance. Additionally, the missingness mechanism

itself is generally not “testable” by the observed data in practice (Ibrahim et al., 1999). Here, we used the

alternative initialization scheme of NIMIWAE, due to the limited sample size and large dimension of the data.

Additionally, we added a “supervised” and “unsupervised” version of NIMIWAE, IMIWAE, and MICE, so

that these multiple imputation methods can also leverage the response variable in imputing missing entries

(supervised setting), and also perform Rubin’s rules to pool the estimates, and compute standard errors across

imputations.

Based on the imputed datasets from these methods, we fit a logistic regression model with post-baseline

mortality as the binary response, with the baseline features of this dataset as the covariates. We report details

of the covariates with the top 10 largest effects on mortality when using the multiply imputed datasets from

the supervised non-ignorably missing NIMIWAE model in Table 13. We found some significant differences

in the results of the logistic regression based on the different imputed datasets. For example, we found

that NIMIWAEsup uncovered a stronger effect of the variables Temp highest, K last and Gender

compared to other methods. These factors have been studied for their association with mortality in ICU

patients. Specifically, gender has been studied for having a potentially significant effect on mortality in

critically-ill patients (Mahmood et al., 2012; Larsson et al., 2019). Additionally, body temperature (Schell-

Chaple et al., 2015) and irregular potassium levels (Tongyoo et al., 2018) have both been known to be

associated with an increased risk of in-hospital mortality.

Figure 14 shows the imputed values of two example variables that had significantly different missingness

rates in surviving vs deceased patients, FiO2 last and RespRate last. Imputed values from each of the

methods are shown in the boxplots on the right, and the rates of missingness in the deceased vs. surviving

patients for each variable are shown on the left. We found that a larger proportion of entries of FiO2 last

and a smaller proportion of entries of RespRate last were observed in the surviving patients than in the

deceased patients. Of the methods we used to impute values of FiO2 last, we found that NIMIWAEsup
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Figure 14: (left) Proportion of non-missing observations of last measurements of FiO2 (top) and RespRate (bottom) in surviving
and deceased ICU patients, and (right) imputed values of non-missing entries by HIVAE, supervised and unsupervised versions of
the ignorable NIMIWAE (IMs, IMu), MissForest (MF), supervised and unsupervised versions of MICE (MICEs, MICEu), MIWAE,
supervised and unsupervised versions of NIMIWAE (NIMs, NIMu), and VAEAC. The mean of the observed values is given by the
red horizontal line.
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andNIMIWAEunsup imputed values were generally smaller than those from other methods. We also found

that the supervised and unsupervised IMIWAE models yielded similar values to HIV AE, MIWAE, and

MICE. These are all ignorably-missing methods, and may not impute accurate values when the missingness

is MNAR. MissForest and VAEAC imputed values of FiO2 that were significantly higher than the observed

mean, and values of RespRate that were significantly lower than the observed mean. Some studies have

shown that abnormally high or low respiratory rates may be associated with higher mortality in critically-ill

patients (Strauß et al., 2014; Ljunggren et al., 2016), suggesting that the missing values of RespRate last,

which were more prevalent in deceased patients, may have truly been further away from the normal range of

12-20. Additionally, Esteban (2002) found that higher levels of administered FiO2 were associated linearly

with higher mortality. Thus, the missing values of FiO2 last, which were more prevalent in surviving

patients, may have been lower than the observed values. This suggests that the mechanism of missingness of

FiO2 last and RespRate last may be non-ignorable, since NIMIWAE imputed more realistic values

for these variables according to the mortality rates of patients with missingness in these variables.

3.3 Discussion

In this chapter we introduce NIMIWAE, one of the first methods to handle up to MNAR patterns of

missingness in the VAE/IWAE class of methods, to address complex patterns of missingess observed in the

Physionet EHR data. Using statistical simulations, we show that NIMIWAE performs well in imputing missing

features under MNAR, and has reasonable performance under the MCAR or MAR settings. Performance

in imputing MCAR and MAR missingness can be further improved in NIMIWAE by using the ignorable

version of this model (IMIWAE), where we omit the missingness network. We also found that the results of

the analysis on the Physionet data are highly dependent on the choice of missingness model, which specifies

the assumption of the missingness mechanism. However, NIMIWAE is able to impute missing values well

in simulations regardless of the underlying missingness mechanism, flexibly modelling the mechanism

using a deeply-learned neural network. The NIMIWAE-imputed dataset resulted in more realistic imputed

values with respect to what we may expect in the Physionet Challenge patients, since NIMIWAE takes

into account possible non-ignorable missingness in the data. Additionally, the IWAE architecture learns a

lower-dimensional representation of the data, which can be used for further tasks, such as patient subgroup

identification or visualization of data.
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Learning algorithms that can be applied to EHR data like the Physionet Challenge dataset can be valuable

tools that clinicians can use to aid decisions in hospital settings and understand patterns within these health

records. For example, properly handling missingness in EHRs when imputing the missing entries can improve

the performance of prediction algorithms that can assess risk of death or other outcomes of interest, like

disease. Informative missingness is a common problem in analyzing EHR data, and accounting for such

missingness can be helpful in obtaining accurate, unbiased estimates of the true missing values. We note that

although we have used our NIMIWAE method primarily to analyze the Physionet 2012 Challenge dataset,

it can more generally be applied to settings where one wishes to train a VAE when missingness is present

among input features.
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CHAPTER 4: SUPERVISED DEEP LEARNING WITH MISSING DATA

In the previous chapter, we discussed NIMIWAE, a novel method to handle different mechanisms

of missing data for the purposes of unsupervised learning, like imputation, dimension reduction, and

representation learning using an IWAE. In this chapter, we present dlglm: a deep generalized linear model

(GLM) for probabilistic supervised learning in the presence of missing input features and/or response

variables across a variety of missingness patterns. Our proposed method utilizes variational inference to learn

approximate posterior distributions for the missing variables, and replaces missing entries with samples from

these distributions during maximization. In this way, dlglm can perform regression and classification tasks in

the presence of missingness in both the features and the response of interest among the training samples. We

also incorporate a model for the missingness, which can take into account MNAR patterns of missingness,

even at training time. Through neural networks, dlglm is able to model complex non-linear relationships

between the input features and the response, and is scalable to large quantities and dimensionality of data.

After training the dlglm architecture, prediction can be perfomed on fully- or partially-observed test samples

using the trained model, without requiring separate imputation of the missing values.

4.1 Methods

Here we first discuss the formulation of the generalized linear model (GLM) in Section 4.1.1, and then

introduce the deeply-learned GLM in Section 4.1.2. We then discuss missingness in the context of GLMs

in Section 4.1.3, and lastly propose a novel deep learning architecture dlglm in Section 4.1.4 to fit deeply

learned GLMs in the presence of missingness.

4.1.1 Generalized Linear Models (GLMs)

Let X be the n × p matrix of covariates (input features) with observation vectors xi, where each

corresponding entry xij denotes the value of the ith observation of the jth feature for i = 1, . . . , n and

j = 1, . . . , p. Also, let Y = {y1, . . . , yn} be the vector of univariate responses where yi is the response
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pertaining to the ith observation. We note that yi may also be assumed to be multivariate; however, we focus

specifically on the case of univariate response to simplify the discussion, and discuss extensions to the setting

of multivariate response in Section 4.3. Then, denote η = Xβ, where β is a vector of regression coefficients

and η is the linear predictor. Also define µ = {µ1, . . . , µn} with µi = E(yi|xi) and link function g(·) such

that g(µi) = ηi = xiβ. We assume that the conditional distribution p(yi|xi) is a member of the exponential

family of distributions (McCullagh and Nelder, 2019), such that p(yi|xi) can be written as

p(yi|xi) = exp
[
yiΘi − b(Θi)

a(α)
+ c(yi, α)

]
,

with canonical parameter Θi, dispersion parameter α, and some functions a(·), b(·), and c(·). Here, we

further assume g(·) is a canonical link function such that g(µi) = Θi. With the appropriate specification of

the canonical link g(·) and variance function Vα(·), we obtain the formulation of a GLM.

GLMs were first motivated by the limitations of the traditional linear model, which imposed strict

assumptions of linearity between µ and X and of normality of errors with fixed variance. GLMs instead

utilize specific link and variance functions, allowing for model fitting on types of response data that may

violate these assumptions, such as count or categorical outcomes, without having to rely on heuristic

transformations of the data (Nelder and Wedderburn, 1972). Typically, GLMs are estimated by utilizing

iteratively re-weighted least squares in lower dimensions (Holland and Welsch, 1977), with extensions to the

higher dimensional case via penalized likelihood (Friedman et al., 2010).

4.1.2 Deeply Learned GLMs

The traditional GLM assumes g(µi) is a linear function of xi, i.e. g(µi) = xiβ. In many modern

applications, one may wish to model g(µi) as a non-linear function of xi or capture complex interactions

between features to predict response (Qi and Wu, 2003). In such cases, we may generalize the GLM to a

deeply-learned GLM (Tran et al., 2019) with the following expression: g(µi) = ηi = hπ(xi)β, where hπ(·)

denotes the output of a series of non-linear transformations applied to the input X by a neural network, with

weights and bias parameters denoted by π. In addition, ηi can alternatively be expressed ηi = sπ,β(xi),

where sπ,β(·) is a neural network where β denotes the weights and bias associated with the output (last) layer

of sπ,β(·). This formulation allows for the traditional interpretation of β as the coefficients pertaining to a

transformed version of the input covariates. Figure 15 shows an illustration of this architecture.
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Figure 15: Visualization of a sample deeply-learned GLM architecture sπ,β(xi). Here, π denotes the set of weights and biases
pertaining to the portion of the architecture from the input layer to the second to last layer (hidden layer 2). hπ(xi) is a subset
of the entire architecture, such that sπ,β(xi) = hπ(xi)β. Original artwork of a FFNN (Dormehl, 2019) was modified to show
deeply-learned GLM architecture.

Let nHL denote the number of hidden layers in sπ,β(·). We note that if nHL = 0, then hπ(xi) = xi and

sβ(xi) = xiβ, reducing to the traditional GLM. In this setting, β pertains to the intercept and regression

coefficients. Deeply learned GLMs and other neural networks are often maximized using stochastic gradient

descent (Bottou, 2012).

In most deep learning architectures, stochastic gradient descent (SGD) is the favored algorithm of

optimization, as it is very scalable to higher dimensions. A typical SGD algorithm proceeds as follows: let

Q be an objective function to be maximized and let Ω denote the collection of all parameters one wishes to

maximize over. Also let Q(t) denote the value of the objective function and Ω̂(t) denoting the estimate of Ω at

update step t. Then, one can optimize Ω with respect to Q by some update rule Ω̂(t+1) = Ω̂(t) + δ∇ΩQ
(t),

where δ is the step size which controls how large of a change is applied to the update, and the gradient ∇ is

taken with respect to each parameter in Ω. In this way, Ω is updated at each step t such that Q(t) is increased,

and the magnitude of the change in Ω̂(t) is mediated by δ. There are many variants of SGD, including ADAM

(Kingma and Ba, 2014), ADMM (Boyd et al., 2011), Adagrad (Lydia and Francis, 2019), and more, as well
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as a natural gradient variational approximation with factor covariance method as discussed by Tran et al.

(2019). In this chapter, we utilize ADAM as the default optimizer.

4.1.3 Missingness in GLMs

Modern biomedical datasets often contain complex forms of missingness (Ghorbani and Zou, 2018).

In GLMs, missingness can exist in either X or Y. Therefore, we specify three cases of missingness in this

context: missing covariates with fully-observed response (Case x), missing response with fully-observed

covariates (Case y), and missing covariates and missing response (Case xy). Let R = {RX ,RY }, such

that RX and RY denote the missingness mask of X and Y. Additionally, let R = {r1, . . . , rn} with

ri = {rXi , rYi } = {rXi1 , . . . , rXip , rYi }, RX = {rX1 , . . . , rXn }, and RY = {rY1 , . . . , rYn } with elements rXi

and rYi pertaining to the missingness of the ith observation of X and Y, respectively. Then, X and Y can

be factored into the unobserved and observed entries {Xm,Xo} and {Ym,Yo}, respectively, such that

Xm = {X : RX = 0} with xmi = {xi : rXi = 0}, Xo = {X : RX = 1} with xoi = {xi : rXi = 1}, and

Ym = {Y : RY = 0} and Yo = {Y : RY = 1}, with ymi = {yi : rYi = 0} and yoi = {yi : rYi = 1}.

Missingness was classified into three primary mechanisms in the seminal work by Little and Rubin

(2002): missing completely at random (MCAR), missing at random (MAR), and missing not at random

(MNAR). They satisfy similar relations to the missingness in Section 3.1.4:

• MCAR: p(ri|xi, yi,ϕ) = p(ri|ϕ)

• MAR: p(ri|xi, yi,ϕ) = p(ri|xoi , yoi ,ϕ)

• MNAR: p(ri|xi, yi,ϕ) = p(ri|xoi ,xmi , yoi , ymi ,ϕ),

where ϕ denotes the collection of parameters for the model of the missingness mask ri. In the presence of

missingness, the marginal log-likelihood can generally be written as

log pα,β,π,ψ,ϕ(X
o,Yo,R) = log

∫∫
pα,β,π,ψ,ϕ(X,Y,R)dXmdYm

= log

∫∫
pα,β,π(Y|X)pψ(X)pϕ(R|X,Y)dXmdYm, (4.23)

Under MNAR, it is not possible to remove pϕ(R|X,Y) from the integral, since R can depend on

{Xm,Ym}. The binomial model for this missing data mechanism discussed in Section 3.1.4.3 can be
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updated in the GLM context as

p(R|X,Y,ϕjm) =
n∏
i=1

pmiss∏
jm=1

[p(rijm = 1|xi, yi,ϕjm)]
rijm [1− p(rijm = 1|xi, yi,ϕjm)]

1−rijm ,

where jm = 1, . . . , pmiss indexes the pmiss features in {X,Y} that contain missingness. Here pmiss =

pXmiss + pYmiss, where pXmiss is the total number of features containing missingness in X, and pYmiss is 1 if

Y contains missingness (0 otherwise). Also, ϕjm is the set of coefficients pertaining to the missingness

model of the jthm missing variable, and p(rijm = 1|xi, yi,ϕjm) can be modeled straightforwardly by a logistic

regression model, such that

logit[p(rijm = 1|xi, yi,ϕjm)] = ϕ0jm + yiϕ1jm + xoiϕ2jm + xmi ϕ3jm ,

where ϕ0jm is the intercept of the jthm missingness model, ϕ1jm is the coefficient pertaining to the response

variable Y, and ϕ2jm = {ϕ2,jm,1, . . . , ϕ2,jm,pXobs}
T and ϕ3jm = {ϕ3,jm,1, . . . , ϕ3,jm,pXmiss

}T are the sets of

coefficients of the jthm variable’s missingness model pertaining to the effects of the observed and missing

features on the missingness, respectively, with pXobs and pXmiss denoting the number of completely-observed

and partially observed features in X, respectively.

When the missingness is ignorable, the marginal log-likelihood can again be factored similarly as before,

such that log pα,β,π,ψ,ϕ(Xo,Yo,R) = log pα,β,π,ψ(X
o,Yo)+ log pϕ(R|Xo,Yo). Equation (4.23) can then

be simplified as

log pα,β,π,ψ(X
o,Yo) = log

∫∫
pα,β,π,ψ(X,Y)dXmdYm = log pα,β,π,ψ(X

o,Yo). (4.24)

This simpler form does not involve R, as in the ignorable version in 3.1.4.1, since the missingness is ignorable

and the mask need need not be explicitly modelled.

4.1.4 Deeply-learned GLM with Missingness (dlglm)

In this section, we propose an algorithm for training deeply-learned GLMs in the presence of MCAR,

MAR, and MNAR missingness. Before discussing this model, we first discuss the specification of the so-

called covariate distribution pψ(X) introduced in Equations 4.23 and 4.24, which is critical for maximizing

the marginal log-likelihood in either setting. In Sections 4.1.4.1-4.1.4.2, we discuss two different models for
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pψ(X), and then in Section 4.1.4.3 we propose a novel method to handle missingness using a deeply-learned

GLM architecture with an Importance-Weighted Autoencoder (IWAE) covariate structure. To simplify the

discussion, we narrow the scope of our discussion to the Case x setting, where only X contains missingness,

but note that the proposed methodology naturally extends to Case y and Case xy settings as well.

4.1.4.1 Modeling pψ(X) with known distribution

Given Eq. 4.23, we must model X with some assumed covariate distribution pψ(X). Care must be

taken in specifying this distribution, as improper specification may reduce the accuracy of estimation of the

parameters of interest β (Lipsitz and Ibrahim, 1996). For example, we may assume pψ(X) follows some

known multivariate distribution such as the multivariate normal, where X ∼ Np(µ,Σ) and ψ = {µ,Σ}.

Here, ψ can be optimized jointly with the rest of the parameters {α,β, π, ϕ} that are involved in the marginal

log-likelihood. However, this assumption may not be applicable in many instances such as in the case when

X contains mixed data types, where both continuous and discrete features may be correlated and a joint

distribution may be difficult to specify in closed form. In certain cases, it may be beneficial to model pψ(X)

flexibly, such that no strong prior assumptions need to be made on the form of this distribution. To address

this, a sequence of 1-D conditionals have previously been proposed to model the covariate distribution (Lipsitz

and Ibrahim, 1996), but such a model may be computationally intractable when the number of covariates

is very large. Still, if an explicit form for the covariate distribution can be specified, a lower bound of the

marginal log-likelihood in the presence of missingness, as introduced in Section 4.1.3, can be derived. In this

special case, a lower bound on the marginal log-likelihood in the presence of missingness can be computed

under MNAR. This quantity, which we call LdlglmXK , can be derived as

logpα,β,π,ψ,ϕ(X
o,Y,RX) =

n∑
i=1

log pα,β,π,ψ,ϕ(x
o
i , yi, r

X
i )

=

n∑
i=1

log

[∫
pα,β,π,ψ,ϕ(x

o
i ,x

m
i , yi, r

X
i )dx

m
i

]

=

n∑
i=1

logExm
ik∼qθ(x

m
i |xo

i ,r
X
i ,yi)

[
1

K

K∑
k=1

pψ(x
o
i ,x

m
ik)pα,β,π(yi|xoi ,xmik)pϕ(rXi |xoi ,xmik, yi)

qθ(x
m
ik|xoi , rXi , yi)

]

≥
n∑
i=1

Exm
ik∼qθ(x

m
i |xo

i ,r
X
i ,yi)

log

[
1

K

K∑
k=1

pψ(x
o
i ,x

m
ik)pα,β,π(yi|xoi ,xmik)pϕ(rXi |xoi ,xmik, yi)

qθ(x
m
ik|xoi , rXi , yi)

]
= LdlglmXK .
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Here, we assume xmi1, . . . ,x
m
iK

i.i.d∼ qθ(x
m
i |xoi , rXi , yi), except now we have just the latent variables pertaining

to the missing data, the weights and biases of the neural network that learns the variational posterior is now

{θ1, θ2} → θ, and we need not specify a form for either the prior p(zik) or the variational joint posterior

which includes the the latent variables pertaining to the lower-dimensional representation zi1, . . . , ziK .

Instead, we assume an explicit covariate distribution pψ(xoi ,x
m
ik), which is indexed by some parameters ψ.

For example, if pψ(xoi ,x
m
ik) is assumed to be distributed multivariate normal with an independent covariance

structure, then ψ = {µ,Σ}, where µ is a mean vector of length p, and Σ is a p× p covariance matrix. One

can then optimize values of ψ in conjunction with the weights and biases of the neural network architecture

via stochastic gradient descent during training.

Under ignorable missingness, the analogous lower bound can be obtained by assuming independence

between the missing values Xm and the missingness mask RX :

LidlglmXK =
n∑
i=1

Exm
ik∼qθ(x

m
i |xo

i ,yi)
log

[
1

K

K∑
k=1

pψ(x
o
i ,x

m
ik)pα,β,π(yi|xoi ,xmik)pϕ(rXi |xoi , yi)

qθ(x
m
ik|xoi , yi)

]
.

4.1.4.2 Modelling pψ(X) with VAEs and IWAEs

Alternatively, one can approximately learn pψ(X) from the training data by using an IWAE neural

network architecture. In Section 3.1, we discussed in-depth the general form of the variational autoencoder

(VAE) and IWAE in the case of completely-observed data X. By having a VAE/IWAE structure for the

covariate distribution, we allow for flexible modelling of this distribution, as no closed-form assumption

is imposed on p(X). Additionally, we allow for X to contain features of mixed data types, capturing the

correlation across the different features via the learned latent structure in a VAE/IWAE. We apply the IWAE

covariate structure to the deeply-learned GLM setting in Section 4.1.4.3 and show how this representation

naturally extends to the case where MCAR, MAR, or MNAR missingness is observed in X when training

deeply-learned GLMs.

4.1.4.3 dlglm: Modeling X in the presence of missingness

Now, we extend the above framework to the deeply-learned GLM framework, where features within X

are partially observed during training. We formally introduce the dlglm model to handle MNAR missingness
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in the context of deeply-learned GLMs, as well as a variant of dlglm to specifically handle MCAR and MAR

missingness.

Let us define qθ(Z,Xm) as the variational joint posterior pertaining to (Z,Xm). We can factor this

variational joint posterior as qθ(Z,Xm) = qθ1(Z|Xo)qθ2(X
m|Z,Xo,R). Here, for k = 1, . . . ,K, we

assume Zk
i.i.d∼ qθ1(Z|Xo) similar to an IWAE, and additionally assume Xm

k
i.i.d∼ qθ2(X

m|Z,Xo,R),

where each Xm
k has dimensionality pXmiss. We utilize the class of factored variational posteriors, such that

qθ(Z,X
m) =

∏n
i=1 qθ(zi,x

m
i ) and qθ(zi,xmi ) = qθ1(zi|xoi )qθ2(xmi |yi, zi,xoi , rXi ), with θ = {θ1, θ2}. Then,

denoting zik and xmik as the ith observation vectors of Zk and Xm
k , respectively, we have zi1, . . . , ziK

i.i.d∼

qθ1(zi|xoi ) and xmi1, . . . ,x
m
iK

i.i.d∼ qθ2(x
m
i |yi, zi,xoi , rXi ). In this case, the lower bound, which we call the

“dlglm bound”, can be derived as follows:

log pα,β,π,ψ,ϕ(X
o,Y,RX) =

n∑
i=1

log pα,β,π,ψ,ϕ(x
o
i , yi, r

X
i )

=

n∑
i=1

log

[∫∫
pα,β,π,ψ,ϕ(x

o
i ,x

m
i , yi, r

X
i , zi)dzidx

m
i

]

=

n∑
i=1

logE(zik,x
m
ik)∼qθ(zi,x

m
i )

[
1

K

K∑
k=1

pα,β,π,ψ,ϕ(x
o
i ,x

m
ik, yi, r

X
i , zik)

qθ(zik,x
m
ik)

]

≥
n∑
i=1

E(zik,x
m
ik)∼qθ(zi,x

m
i ) log

[
1

K

K∑
k=1

pα,β,π,ψ,ϕ(x
o
i ,x

m
ik, yi, r

X
i , zik)

qθ(zik,x
m
ik)

]
= LdlglmK , (4.25)

Here, {ψ,β, π, ϕ, θ} are the weights and biases associated with the neural networks that output the

parameters of the distributions that are involved, α is the dispersion parameter associated with the vari-

ance function of Y, and z̃ik and x̃mik are the samples drawn from qθ1(zi|xoi ), and qθ2(x
m
i |zi,xoi , yi, rXi ),

respectively.

Again, we use the selection model factorization of the complete data log-likelihood, such that

pα,β,π,ψ,ϕ(x
o
i ,x

m
i , yi, r

X
i , zi) = pα,β,π(yi|xi)pψ(xi|zi)p(zi)pϕ(rXi |xi, yi).

Applying this factorization to (4.25), we obtain the form of the estimate of the “dlglm bound”, where the

integral is estimated via Monte Carlo integration:

L̂dlglmK =
n∑
i=1

log

[
1

K

K∑
k=1

pα,β,π(yi|xoi , x̃mik)pψ(xi|z̃ik)p(z̃ik)pϕ(rXi |yi,xoi , x̃mik)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , yi, rXi )

]
, (4.26)
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Figure 16: Architecture of proposed dlglm method (Case x). Dark colored nodes represent deterministic values, lightly colored
nodes represent learned distributional parameters, and outlined (in red) nodes represent sampled values. Orange cells correspond to
latent variables Z and Xm. Z1, . . . ,ZK and Xm

1 , . . . ,Xm
K are sampled from their respective variational posteriors.

We see that this quantity closely resembles the lower bound of an IWAE, and, similar to traditional

VAEs, we utilize neural networks fψ(zi), gθ1(x
o
i ), gθ2(zi,x

o
i , r

X
i , yi), sβ,π(xi), and hϕ(xi, yi) to learn the

values of the parameters of pψ(xi|zi), qθ1(zi|xoi ), qθ2(xmi |zi,xoi , rXi , yi), pα,β,π(yi|xi), and pϕ(rXi |xi, yi).

The associated weights and biases of the neural networks {β, π, ψ, ϕ}, as well as the dispersion parameter α

pertaining to pα,β,π(Y|X) are updated using stochastic gradient descent via the ADAM optimizer (Kingma

and Ba, 2014). The architecture of dlglm can be found in Figure 16.

The training of the dlglm architecture proceeds as follows:

1. The missing entries are pre-imputed to zero and appended with observed entries, and fed into gθ1(x
o
i ),

to learn parameters of qθ1(zi|xoi ).

2. K samples are drawn from qθ1(Z|Xo,R).

3. Samples from (2) are used as input for fψ(zi), to learn the parameters of pψ(xi|zi).

4. The samples from (2) are used again as input for gθ2(zi, r
X
i ,x

o
i , yi), concatenated with the observed

data entries (with pre-imputed missing entries) the missingness mask, and the response to learn

parameters of qθ2(x
m
i |zi,xoi , rXi , yi).
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5. We draw samples of xmi from qθ2(x
m
i |zi,xoi , rXi , yi), and use them as input, concatenated with the

response yi and the fixed observed entries xoi , into hϕ(xi, yi) (or the mask decoder network) to learn

the parameters associated with the model of the missingness mask pϕ(rXi |xi, yi).

6. We use the samples of xmi from (5), concatenated with the observed variables xoi as input into sβ,π(xi)

to output parameters of pα,β,π(yi|xi). The dispersion parameter α is additionally learned via stochastic

gradient descent, along with the all of the weights and biases of the entire architecture.

Under simple distributional assumptions of qθ2(x
m
i |zi, rXi ,xoi , yi), the sampling step in Step (5) is similar to

the sampling of the latent variable Z in Step (2), and both can be accomplished using the reparametrization

trick (Kingma and Welling, 2013). These steps outline the case where RX is independent on Z.

We can obtain a variant of this method, which we call ignorably-missing dlglm (idlglm), by assuming

independence between Xm and R by omitting rXi from Equation 4.25, and removing pϕ(rXi |yi,xoi , x̃mik)

and letting pϕ(x̃mik|z̃ik,xoi , yi, rXi )→ pϕ(x̃
m
ik|z̃ik,xoi , yi) in Equation 4.26. Whereas dlglm is better suited to

handle MNAR, idlglm may be more appropriate for the MCAR or MAR settings, where a missingness model

need not be specified. This is analogous to IMIWAE and NIMIWAE from Section 3.1.

We limited our discussion in this chapter to Case x, where missingness exists only in X but not in Y;

however, the lower bound for dlglm can similarly be derived for the more general Case xy as well. In this

case, one must additionally learn an approximate posterior distribution of the missing response Ym. The

dlglm bound can be derived similarly to the Case x missingness as follows:

log pα,π,ψ,ϕ(X
o,Yo,R) =

n∑
i=1

log pα,π,ψ,ϕ(x
o
i , y

o
i , ri)

=
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o
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m
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m
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X
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Y
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i dy
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i

]

=
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i )

[
1
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≥
n∑
i=1

E(zik,x
m
ik,y

m
ik)∼qθ(zi,x

m
i ,y

m
i ) log
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qθ(zik,x
m
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m
ik)

]

= LdlglmK , (4.27)
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where now, we modify the factorization of the joint posterior as

qθ(Z,X
m,Ym) = qθ1(Z|Xo)qθ2(X

m|Z,Xo,R)qθ3(Y
m|Xo,Xm,R).

Then, the estimated dlglm bound is

L̂dlglmK =
n∑
i=1

log

[
1

K

K∑
k=1

pα,ψ(yi|xoi , x̃mik)pπ(xi|z̃ik)p(z̃ik)pϕ1(ri|yoi , ỹmik ,xoi , x̃mik)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , yoi , ri)qθ3(ỹmik |xoi , x̃mik, yoi , ri)

]
. (4.28)

A visualization of the dlglm architecture in Case xy can be found in Figure 17.

Figure 17: Architecture of proposed dlglm method (Case xy). Dark colored nodes represent deterministic values, lightly colored
nodes represent learned distributional parameters, and outlined (in red) nodes represent sampled values. Orange cells correspond
to latent variables Z, Xm, and Ym. Zk, Xm

k , and Ym
k are sampled from their respective variational posteriors for k = 1, . . . ,K.

Below is the dlglm bound (Ldlglm
K ), and the estimated dlglm bound (L̂dlglm

K ), which is optimized via stochastic gradient descent.

In this chapter, we are primarily interested in supervised learning. However, following training, dlglm

and idlglm can also perform imputation as in the unsupervised learning architecture for handling missingness,

as proposed in Section 3.1, although such imputation is not necessary for training, coefficient estimation, or

prediction. Following training, dlglm can perform single imputation of missing values by obtaining point

estimates for E[xmi |xoi , yi, rXi ], defined as the expected value of the missing features given the observed data
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and the mask for the ith observation under MNAR. We note that imputation is not the main focus of this

chapter, as it is primarily an unsupervised task, but it may be of interest in some settings to obtain these

imputed values for downstream analyses. To do this, we first note that

E[xmi |xoi , yi, rXi ] =
∫

xmi pα,β,π,ψ,ϕ(x
m
i |xoi , yi, rXi )dxmi

=

∫∫
xmi pα,β,π,ψ,ϕ(x

m
i , zi|xoi , yi, rXi )dzidxmi

=

∫∫
xmi

pα,β,π,ψ,ϕ(x
m
i ,x

o
i , zi, yi, r

X
i )

pψ,ϕ(x
o
i , yi, r

X
i )

dzidx
m
i .

Then, we can estimate this integral by self-normalized importance sampling. We utilize the proposal density

qθ1(zi|xoi )qθ2(xmi |zi,xoi , yi, rXi ), and define the quantities

wik =
sik

si1 + . . .+ siK
, and sik =

pα,β,π(yi|xoi , x̃mi )pψ(xi|z̃ik)p(z̃ik)pϕ(rXi |xoi , x̃mik, yi)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , rXi , yi)

for k = 1, . . . ,K, with 1 sample drawn from the variational posterior of each latent variable zik and xmik to

compute sik, where wik is defined as standardized “importance weights” (Mattei and Frellsen, 2019). Using

these weights we may estimate E[xmi |xoi , yi, rXi ] ≈
∑K

k=1wikx̃
m
ik. Then, the process can be repeated for

each observation i = 1, . . . , n.

In the MCAR or MAR case, one can similarly estimate E[xmi |xoi , yi] using the fitted idlglm model. By

following a similar derivation using the proposal density qθ1(zi|xoi )qθ2(xmi |zi,xoi , yi), we obtain the same

approximation E[xmi |xoi , yi] ≈
∑K

k=1wikx̃
m
ik, with wik defined as before, but with a slightly different form

for sik:

sik =
pα,β,π(yi|xoi , x̃mi )pψ(xi|z̃ik)p(z̃ik)
qθ1(z̃ik|xoi )qθ2(x̃mik|z̃ik,xoi , yi)

.

4.2 Numerical Examples

In this section, we evaluate the performance of dlglm and idlglm to analyze each method’s performance

in imputation, coefficient estimation, and prediction tasks on simulated datasets under MCAR, MAR, and

MNAR missingness in Section 4.2.1. We also compare our methods to two commonly used approaches

for modeling missing data in the supervised setting, mean imputation and the mice method for multiple

imputation (Van Buuren and Groothuis-Oudshoorn, 2011). To account for potential non-linearity and complex
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relationships between features, in Section 4.2.2, we mask completely-observed datasets obtained from the

UCI Machine Learning Repository with varying mechanisms of missingness on the predictors. Finally, in

Section 4.2.3, we perform prediction on the Bank Marketing dataset, which inherently contains missingness

in the predictors.

Below, we summarize the combinations of hyperparameter values that were searched by dlglm and

idlglm. For each dataset, we searched over combinations of two different values for each hyperparameter that

was tuned. We tuned 4 different hyperparameters for each method: number of nodes per hidden layer (h),

number of nodes per hidden layer in the missingness network (hr) , number of hidden layers (nhl), number

of hidden layers in the sβ,π(xi) network (nhly), number of hidden layers in the missingness network (nhlr),

dimensionality of latent space (dz), and learning rate (lr). For idlglm, nhlr = 0 and hr = 0 were fixed (since

these are omitted in the idlglm architecture). Below are the searched values of the hyperparameters for each

dataset in our analyses:

• Simulated Data (p = {25, 50} features)

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {⌊3 ∗ p/4⌋, ⌊p/2⌋, ⌊p/4⌋, ⌊p/12⌋}

– nhl = {0, 1, 2}

– nhly = 0

– nhlr = {0, 1}

– bs = 1, 000, epochsmax = 2002

• All UCI (including Banknote) datasets (p features)

– h = {128, 64}, hr = {16, 32}

– lr = {0.001, 0.01}

– dz = {⌊3 ∗ p/4⌋, ⌊p/2⌋, ⌊p/4⌋, 8}

– nhl = {0, 1, 2}

– nhly = {0, 1, 2}
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– nhlr = {0, 1}

– bs = 1000, epochsmax = 2002

4.2.1 Simulated Data

4.2.1.1 Simulation Setup

We first utilized completely synthetic data to evaluate the performance of each. Here, X is generated

such that X = normalize(ZW +B) + B0, where normalize(·) takes an input matrix and standardizes

each column to mean 0 and standard deviation 1, and W and B and are matrices of dimensions d × p

and n × p, respectively, Z ∼ Nd(0, I), and Wlj ∼ N(0, 0.5) and Bij ∼ N(0, 1) for i = 1, . . . , n,

p = 1, . . . , p, and l = 1, . . . , d, and B0 = 2 is fixed. We also generated a binary response variable Y such

that Pr(Y = 1|X) = β0 + βX, where β are drawn randomly from {−1
4 ,

1
4}, and β0 is chosen such that

approximately half of the sample are in either class. Values of Y are drawn from Bernoulli(Pr(Y = 1|X)).

We then simulate the missingness mask matrix RX such that 50% of features in X are partially observed,

and 30% of the observations for each of these features are missing. We generate rij from the Bernoulli

distribution with probability equal to p(rijm = 1|xi, yi,ϕ), such that

logit[p(rijm = 1|xi, yi,ϕ)] = ϕ0 + ϕ1yi + ϕ2x
o
i + ϕ3x

m
i ,

where jm = 1, . . . , pXmiss index the missing features, ϕ1 is the coefficient pertaining to the response, ϕ2 =

{ϕ21, . . . , ϕ2,pXobs} are the coefficients pertaining to the observed features, and ϕ3 = {ϕ31, . . . , ϕ3,pXmiss
}

are those pertaining to the missing features, where pXobs and pXmiss are the total number of features that are

observed and missing, respectively, with pXmiss = floor(0.5 ∗ p) and pXobs = p − pXmiss. Here, we fixed

ϕ1 = 0, and drew nonzero values of {ϕ2,ϕ3} from the log-normal distribution with mean µϕ = 5, with log

standard deviation σϕ = 0.2.

To evaluate the impact of the misspecification of the missingness mechanism on model performance, rijm

was simulated under each mechanism as follows: (1) MCAR: {ϕ1,ϕ2,ϕ3} = 0 (2) MAR: Same as MCAR

except ϕ2jo ̸= 0 for one completely-observed feature jo (3) MNAR: Same as MCAR except ϕ3jm ̸= 0 for

one missing feature jm. In this way, for each MAR or MNAR feature, the missingness is dependent on

just one feature. In each case, we used ϕ0 to control for an expected rate of missingness of 30% in each

87



partially-observed feature. We note that for each these simulations, we utilize all features in X as well as the

response Y as input into dlglm’s missingness network, although only one feature is involved under the true

missingness model.

We vary n and d such that n = {10, 000, 100, 000} and d = {2, 8}, and fix p = 50. We simulated 5

datasets per simulation condition, spanning various missingness mechanisms and values for {n, d}. We fix

the values of β at 0.25 for each feature, and adjusted β0 to ensure equal proportions for the binary class

response Y. For each simulation case, we partitioned the data into training, validation, and test sets with ratio

8:1:1. For mice imputation, we averaged across 500 multiply-imputed datasets to obtain a single imputed

dataset. We note that we generated Y by a linear transformation of X in these simulations in order to facilitate

fair comparisons with mice, which cannot account for non-linear relationships between the features and the

response. Because no hyperparameter tuning is required, the validation set is not utilized for mice and mean

imputation.

We measured the performance of each method with respect to three different tasks: imputation of missing

values, coefficient estimation, and prediction. Imputation performance was measured with respect to the truth

on a single imputed dataset by mean, dlglm and idlglm imputation, and on an average of multiply-imputed

datasets by mice. Coefficient estimation for mean and mice were based on downstream fitted GLM(s) on

these imputed dataset(s), where estimates were pooled using Rubin’s rules (Rubin, 2004) for mice. For dlglm

and idlglm, we estimated the coefficients by the weights and bias β of the last layer of the sβ,π(·) trained

neural network. Here, we fixed the number of hidden layers in sβ,π(·) to 0 to allow for direct comparison

with the other methods. A more complex prediction model via a neural network can be learned by simply

incorporating additional hidden layers in sβ,π(·). We note that dlglm and idlglm can estimate β without

having to perform multiple imputation and downstream modelling like mice, where fitting complex methods

such as neural networks each of the multiply-imputed datasets separately may be computationally prohibitive.

After obtaining the coefficient estimates and trained models, we performed prediction on the test set in

two ways: 1) using the incomplete (predI) test set, where the true values of Xm are not known at prediction

time, and 2) using the complete (predC) test set, where the true simulated values of Xm are known at

prediction time. These two ways reflect the two realistic cases in which (1) missingness is present during

training time but complete data is available at prediction time, and (2) missingness is present during both

training and prediction time. For predI, mice and mean imputation require an additional imputation step on

the test set before predicting Y; for dlglm and idlglm, we simply input the incomplete test set into the trained
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model without needing to separately impute the test set, and we predict using the trained model. That is, mice

and mean imputation cannot generalize the trained model to impute the test set, dlglm and idlglm provide

a seamless framework to utilize the already-trained model to impute and predict on a held-out test set. For

predC, we use the underlying true values of Xm to predict on the test dataset.

Imputation error was measured by the average L1 distance between true and imputed masked values in

X. Letting X̂m denote the imputed masked values of the true Xm values of the missing entries, we denote

the average L1 distance is simply |X̂m−Xm|
Nmiss

, where Nmiss is the total number of missing entries in the dataset.

Performance in coefficient estimation was measured by the average percent bias (PB) of the coefficient

estimates compared to the truth, averaged across the p features, i.e. PB = 1
p

∑p
j=1

|βj−β̂j |
|βj | . Finally, predC

and predI prediction error was measured by the average L1 distance between predicted and true values of the

probabilities of class membership Pr(Y = 1|X) in the test set.

4.2.1.2 Simulation Results

Figures 18 and 19 illustrate the simulation results pertaining to imputation accuracy, coefficient esti-

mation, and prediction accuracy for the condition p = 50. We see that across all combinations of {n, d}

and mechanisms of missingness, mean imputation consistently performs poorly in imputation, coefficient

estimation, and prediction, while mice and idlglm perform comparably in these metrics. Also, we note that

under MNAR missingness, dlglm generally yields the lowest imputation and prediction error, as well as

percent bias across all simulation cases. Under MAR missingness, dlglm performs comparably to idlglm

and mice. This shows the ability of dlglm to learn an accurate model of the missingness, even under severe

overparametrization of the missingness model (model need not be specified for ignorable missingness).

However, due to the complexity of the model, we see that dlglm does generally perform poorly compared to

idlglm and mice under MCAR missingness, when n = 10, 000, although it still performs comparably to other

methods when the sample size is very large (n = 100, 000). As one may expect, prediction performance

using the incomplete data (predI) was poorer than prediction performance using the complete data (predC)

for all methods.

Figures 20 and 21 show the results of the imputation, coefficient estimation, and prediction performance

on simulated data with p = 25 fixed. Overall, we found that dlglm performed best under MNAR missingness,

and comparably to idlglm and mice under MCAR and MAR missingness.
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Figure 18: Simulation results with n = 10, 000 and p = 50, varying d = 2 (top 4) and d = 8 (bottom 4). In each quadrant, we
measure imputation accuracy by the average L1 distance between imputed vs true values in X (top-left), coefficient estimation
accuracy by the average percent bias (PB) of the estimates β̂ compared to the truth (top-right), and prediction accuracy by the
average L1 distance between the predicted and true probabilities of class 1 membership of Y using the true unmasked test set (predC,
bottom-left) and the incomplete test set (predI, bottom-right).
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Figure 19: Simulation results with n = 100, 000 and p = 50, varying d = 2 (top 4) and d = 8 (bottom 4). In each quadrant, we
measure imputation accuracy by the average L1 distance between imputed vs true values in X (top-left), coefficient estimation
accuracy by the average percent bias (PB) of the estimates β̂ compared to the truth (top-right), and prediction accuracy by the
average L1 distance between the predicted and true probabilities of class 1 membership of Y using the true unmasked test set (predC,
bottom-left) and the incomplete test set (predI, bottom-right).
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Figure 20: Simulation results with n = 10, 000 and p = 25, varying d = 2 (top 4) and d = 8 (bottom 4). In each quadrant, we
measure imputation accuracy by the average L1 distance between imputed vs true values in X (top-left), coefficient estimation
accuracy by the average percent bias (PB) of the estimates β̂ compared to the truth (top-right), and prediction accuracy by the
average L1 distance between the predicted and true probabilities of class 1 membership of Y using the true unmasked test set (predC,
bottom-left) and the incomplete test set (predI, bottom-right).
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Figure 21: Simulation results with n = 100, 000 and p = 25, varying d = 2 (top 4) and d = 8 (bottom 4). In each quadrant, we
measure imputation accuracy by the average L1 distance between imputed vs true values in X (top-left), coefficient estimation
accuracy by the average percent bias (PB) of the estimates β̂ compared to the truth (top-right), and prediction accuracy by the
average L1 distance between the predicted and true probabilities of class 1 membership of Y using the true unmasked test set (predC,
bottom-left) and the incomplete test set (predI, bottom-right).
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4.2.2 Real Data with Simulated Missingness

Next, we analyzed 3 completely-observed, large datasets from the UCI Machine Learning Repository

(Dua and Graff, 2017) that contained a specific response variable of interest, in order to preserve non-linearity

and interactions between observed features. The DRYBEAN dataset contains 16 features describing 13,611

images of dry beans taken with a high-resolution camera, and the response variable of interest was the type of

dry bean each image represents, with 7 different possible types of beans. The LETTER dataset contains 16

attributes of 20,000 black-and-white pixel images, each displaying one English letter (A to Z). Finally, the

SHUTTLE dataset contains 9 numerical attributes pertaining to 58,000 shuttle stat logs (observations), which

are classified into 7 different categories. Due to a low sample size in 4 of the 7 categories, we pre-filtered

the observations pertaining to these categories out of the dataset, and the resulting dataset contained 57,756

observations of 3 categories. In each of these datasets, the response variable was multi-category.

We then simulated the missingness mask RX with MCAR, MAR, and MNAR patterns of missingness

in the manner described in Section 4.2.1.1. We split the samples in each dataset by a similar 8:1:1 ratio of

training/validation/test samples. In the test set samples, we then imputed the missing values and predicted the

response variables with each method in a manner similar to Section 4.2.1.1. For dlglm and idlglm, We account

for potential nonlinear relationships between the covariates and response by allowing the number of hidden

layers in sβ,π(·) to be nonzero in hyperparameter tuning. Then, we compared imputation and prediction

accuracy on each dataset, under each mechanism of missingness. Since the underlying true probabilities of

class membership were unavailable, we measured prediction accuracy by the Cohen’s kappa metric on the

complete (kappaC) and incomplete (kappaI) test set. This metric measures how accurately a binary class

variable was predicted, with a value of -1 indicating worst possible performance, and a value of 1 indicating

perfect concordance with the truth.

Results from the imputation and prediction analyses on these datasets can be found in Figure 22. We

found that, as in the simulations, mean imputation performed most poorly in both imputation and downstream

prediction, while dlglm tended to perform best in the MNAR cases, and performed comparably to mice and

idlglm under the MCAR and MAR cases. This further validates our claims under a more realistic setting,

where the true data generation mechanism may be unknown. We also see that under both MCAR and MAR

missingness, mice performed worse than idlglm in prediction on the LETTER and SHUTTLE datasets. This

is particularly interesting since mice is a widely-used algorithm that has been shown to perform well under
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Figure 23: Correlation heatmap matrix of features in the DRYBEAN dataset. Many features in this dataset were highly correlated.

ignorable missingness (Van Buuren and Groothuis-Oudshoorn, 2011). However, the mice model has been

known to break down under nonlinear relationships between the features (Van Buuren, 2018), as may be the

case in many real-world datasets like these. Using neural networks to model the data generation process

allows idlglm to better model potential nonlinear relationships between features, allowing for more accurate

prediction.

Interestingly, all of the algorithms performed similarly in prediction on the DRYBEAN dataset. However,

we found that this dataset contained extremely high levels of correlation between the variables, as shown in

Figure 23. Highly-correlated features may cause some missing features to be redundant in the prediction

model, thus reducing the importance of an accurate method to properly account for the missingness. Intuitively,

when features containing missingness are highly correlated to other fully-observed features, such missingness

may not truly reflect the MNAR scenario (Hapfelmeier et al., 2012). This is because there exist fully-observed

features that are highly correlated with the missing features, and ignorably-missing data methods like idlglm
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may gather information about the missing entries from these correlated, fully-observed features without

having to explicitly model the mechanism of missingness. Still, idlglm and dlglm imputed missing entries

much more accurately than mean and mice under MAR and MNAR. Interestingly, we also see that idlglm

performed similarly to dlglm under MNAR in this dataset.

We additionally performed similar analyses on 5 other smaller UCI datasets (BANKNOTE, CAREVAL-

UATION, SPAM, RED, WHITE), and these results can be found in Figures 24 and 25. In general, we

see that dlglm still performs best in imputation and prediction under MNAR missingness, although idlglm

performs slightly better in the BANKNOTE dataset. In lower sample size settings, dlglm may not perform

optimally, due to the more complex architecture and the additional task of learning a missingness model.

We also note that for these missingness models in dlglm, as in the main text, we included all of the features

in X as well as the response variable Y as covariates, although only one feature in X is involved in the

simulation of missingness in each incomplete feature. Selecting important features from an overparameterized

missingness model may be very difficult, and thus we recommend dlglm to be used with a sample size of at

least n = 10000.

4.2.3 Bank Marketing Dataset

Finally, we performed prediction on the Bank Marketing dataset from the UCI Machine Learning

Repository. This dataset contained 41,188 observations of 20 different attributes that were obtained based on

direct phone calls from a Portuguese banking institution as part of a promotion campaign for a term deposit

subscription (Moro et al., 2014). The response variable of interest was a fully-observed binary measure of

whether the client subscribed a term deposit. Of the 20 attributes, we removed 1 attribute as directed from

the manual due to perfect correlation with the response variable, and removed 3 other attributes that were

deemed irrelevant to the prediction task: month of contact, day of contact, and communication type (cell

phone or telephone).

Missingness was present in 8 of the 16 attributes: type of job, marital status, level of education, whether

the client had a credit in default, whether the client had a housing loan, whether the client had a personal

loan, number of days since the client was contacted in a previous campaign, and outcome of the previous

campaign. The remaining 8 attributes were fully-observed: age of client, number of contacts during this

campaign, number of contacts before this campaign, employment variation rate, consumer price index,

consumer confidence index, euribor 3 month rate, and employee number. The global rate of missingness
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Figure 25: Imputation (top row) and prediction results from predC (middle row) and predI (bottom row) from comparative methods
run on 2 small datasets from the UCI Machine Learning Repository: RED and WHITE (columns, left and right). Imputation error
was measured by the average L1 distance between true and imputed entries, with lower values indicating better performance, and
prediction performance was measured by the Cohen’s kappa metric for both predC (kappaC) and predI (kappaI), with higher values
indicating better performance.
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was about 13.3%. The response variable of interest was collected by additional follow-up calls to confirm

whether the client subscribed to the product.

This type of dataset reflects the most realistic situation in practice, where missingness exists in a dataset

and one has no prior knowledge of either the relationships between the features and the response, or the

underlying mechanism of the missingness. We divided the dataset into the 8:1:1 training, validation, and test

set ratio, and performed prediction as before. Because neither the data nor the missingness was simulated, we

compared just the predI prediction performance across the methods.

AUC PPV kappa F1
dlglm 0.88 0.481 0.445 0.516
idlglm 0.779 0.446 0.411 0.488
mean 0.769 0.448 0.385 0.46
mice 0.771 0.455 0.396 0.471

Table 6: Results from prediction analyses on the Bank Marketing dataset from the UCI Machine Learning Repository. We measured
concordance between the true and predicted binary response by 4 metrics: Area Under ROC Curve (AUC), Positive Predictivity
(PPV), Cohen’s kappa (kappa), and F1 score.

Table 6 shows the results from these prediction analyses. We measured prediction performance of the

binary response variable by 4 metrics: Area Under the ROC Curve (AUC), Positive Predictivity (PPV),

Cohen’s kappa (kappa), and the F1 metric. For each metric, a larger value represents greater concordance

between the true and predicted response. We see that dlglm yielded a significantly greater performance in

prediction via all metrics, which suggests that the missingness present in this dataset may be MNAR, as dlglm

is the only method that accounts for MNAR missingness. This is in line with previous studies on missingness

in survey data, which researchers have oftentimes considered MNAR (de Leeuw, 2001)

Also, we note that predictions via idlglm yielded slightly greater AUC, F1, and Cohen’s kappa than

mice imputation, but slightly lower PPV. This is reflective of the properties seen in the simulations, where

idlglm performed comparably to mice in each simulated mechanism of missingness. Since these are both

methods catered to handle ignorably-missing data, they would likely yield biased models under MNAR

missingness, as may be the case in this dataset. Additionally, we see that mice and mean imputation yielded

similar performance via all metrics. This may be due to the fact that these methods are impute-then-regress

methods, unlike dlglm and idlglm, and thus downstream prediction performance may be less affected by the

method of imputation employed (Le Morvan et al., 2021).
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4.3 Discussion

In this chapter, we introduced a novel deep learning method called Deeply-learned Generalized Linear

Model with Missing Data (dlglm), which is able to perform coefficient estimation and prediction in the

presence of missing not at random (MNAR) data. dlglm utilizes a deep learning neural network architecture

to model the generation of the data matrix X, as well as the relationships between the response variable Y

and X and between the missingness mask R and X. In this way, we are able to (1) generalize the traditional

GLM to account for complex nonlinear interactions between the features, and (2) account for ignorable and

non-ignorable forms of missingness in the data. We also showed through simulations and real data analyses

that dlglm performs better in coefficient estimation and prediction in the presence of MNAR missingness

than other impute-then-regress methods, like mean and mice imputation. Furthermore, we found that dlglm

was generally robust to the mechanism of missingness, performing comparably well to mice and idlglm under

MCAR and MAR settings. Still, it is recommended to utilize idlglm when the missingness is ignorable, as

the missingness model that is learned in dlglm is not necessary in the ignorable missingness setting.

A supervised learning algorithms such as dlglm and idlglm can be particularly useful in analyzing real-life

data in the presence of missingness. In reality, the mechanism underlying missing values cannot be known or

tested, however a flexible algorithm like dlglm that can be relatively robust to severe overparameterization of

the missingness model can be pivotal to unbiased results. Furthermore, whereas impute-then-regress methods

may typically require fully-observed observations at test time for prediction, dlglm and idlglm can predict the

response of interest using partially-observed observations. This provides a convenient workflow, where a user

need not separately re-impute the prediction set at test time.

In this chapter, we focused specifically on the case of univariate response Y. dlglm and idlglm can be

generalized to the multivariate Y case by (1) including Y in the existing IWAE structure and (2) expanding

the neural network sβ,π(xi) to account for all q responses in Y, and utilizing samples of Z as additional

input into this network such that sβ,π(xi) → sβ,π(xi, zi). By doing this, we account for multivariate

Y, outputting additional parameters pertaining to the newly-specified distribution of pβ,π(yi|xi, zi) and

modelling correlation of Y by the learned latent structure. We leave this as an extension of our method.
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Siatkowski, I. (2015). The impact of normalization methods on RNA-seq data analysis. BioMed
Research International, 2015:1–10.

118


	LIST OF TABLES
	LIST OF FIGURES
	LIST OF ABBREVIATIONS
	CHAPTER 1: LITERATURE REVIEW
	Clustering of RNA-Seq Gene Expression Samples
	Existing Clustering Methods
	Deep Learning
	Unsupervised Deep Learning Architectures
	Supervised Deep Learning Architectures

	Missing Data in Deep Learning
	Existing Missing Data Methods

	CHAPTER 2: FSCSEQ: SIMULTANEOUS FEATURE SELECTION AND CLUSTERING OF BULK RNA-SEQ DATA
	Introduction
	Methods
	Model likelihood
	Computation

	Numerical Examples
	Simulations
	Application to TCGA Breast Cancer RNA-seq dataset

	Discussion

	CHAPTER 3: UNSUPERVISED DEEP LEARNING WITH MISSING DATA
	Methods
	Variational Autoencoder
	Objective Function
	Estimation Procedure and Use Cases

	Importance-Weighted Autoencoder
	IWAE Architecture
	Missing Data
	Ignorable Missingness
	VAEs and IWAEs with Ignorable Missingness
	Non-ignorable Missingness

	NIMIWAE: IWAE with Nonignorable Missingness
	NIMIWAE Training Algorithm
	Initialization, Early Stop, and Hyperparameter Tuning
	Multiple Imputation


	Numerical Results
	Simulated Data
	Simulation Setup
	Simulation Results
	UCI Machine Learning Datasets

	Physionet 2012 Challenge Dataset

	Discussion

	CHAPTER 4: SUPERVISED DEEP LEARNING WITH MISSING DATA
	Methods
	Generalized Linear Models (GLMs)
	Deeply Learned GLMs
	Missingness in GLMs
	Deeply-learned GLM with Missingness (dlglm)
	Modeling p(X) with known distribution
	Modelling p(X) with VAEs and IWAEs
	dlglm: Modeling X in the presence of missingness


	Numerical Examples
	Simulated Data
	Simulation Setup
	Simulation Results

	Real Data with Simulated Missingness
	Bank Marketing Dataset

	Discussion

	BIBLIOGRAPHY

