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ABSTRACT 

Courtney M. Vaughn: Exploring the role of DNA damage, nucleotide excision repair, and 

circadian rhythm on cellular response to platinum-based drugs 

(Under the direction of Aziz Sancar) 

 

Platinum-based drugs are a mainstay of solid tumor treatment and act by 

inducing bulky DNA adducts which should ultimately result in cell death. Unfortunately, 

these drugs have serious side effects and rates of resistance are high; for example 

about half of colorectal tumors are platinum-resistant. Understanding the molecular 

mechanisms of resistance could help maximize efficacy by providing targets to counter 

drug resistance. The overall purpose of this project is to comprehensively characterize 

the role of DNA intrastrand adduct formation, nucleotide excision repair, circadian 

rhythm, and the interplay of these processes in tumor and normal tissue response to 

platinum-based chemotherapy. To achieve this, we used novel methods to measure 

repair rates, amounts, and genome-wide patterns at single-nucleotide resolution of 

multiple tumor models. In a panel of 10 colorectal cancer cell lines, we demonstrate that 

nucleotide excision repair is not an essential component of platinum resistance as all 

cell lines have similar nucleotide excision repair efficiencies despite the varying 

responses. Damage formation, however, may partially dictate oxaliplatin response as 

lower damage levels correlate with oxaliplatin resistance. While all oxaliplatin-resistant 

cell lines in this study showed low levels of platinum induced adducts, oxaliplatin 

sensitive cell lines showed more variation. We next sought to address factors that may 

lead to this variable damage formation and response in sensitive cell lines. Notably, we 
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identify a large DNA amplification, containing many cancer related transcripts, specific 

to the sensitive cell lines with low initial damage. Additionally, damage repair in normal 

and xenograft tissues appear to oscillate throughout a 24 hour period indicating that 

treatment timing impacts the platinum-DNA adduct formation. The studies described in 

this dissertation improve our understanding of the role of DNA damage formation and 

nucleotide excision repair in response to platinum-based chemotherapy and provide a 

foundation for understanding how circadian rhythms may impact these factors.  
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CHAPTER 1: INTRODUCTION1 

The work in this thesis explores the molecular response to platinum-based drugs, 

specifically focusing on nucleotide excision repair, circadian rhythm, and the interplay of 

these two processes. This introduction will present each of these topics individually first 

and will then explore the work that has been done linking them together.  

1.1 Platinum based drugs: mechanisms and resistance 

Platinum-based drugs are a mainstay of solid tumor treatment and are used to 

treat a wide array of cancers including lung, liver, colorectal, testicular, ovarian, head 

and neck, and cervical cancers (5-7). Cisplatin, the first generation platinum-based 

chemotherapy, was first approved by the FDA in 1978 and continues to be an effective 

therapy option.  Unfortunately, platinum based drugs are very toxic and patients 

receiving these treatments can experience numerous side effects including severe 

emesis, nephrotoxicity, ototoxicity, and neurotoxicity (8). While numerous cisplatin 

analogues have been tested for anticancer properties, oxaliplatin and carboplatin are 

the only other platinum-based drugs approved for clinical use by the FDA. 

Platinum-based drugs work by creating Pt-d(GpG) adducts with the platinum 

atom covalently bonding to the N7 nitrogen in adjacent guanines. Once this damage is 

                                                           
1 Section 1.2 “Nucleotide Excision Repair”, 1.3 “Nucleotide excision repair, cancer, and platinum 
response” and 1.4.2 “Circadian rhythm control of NER” are reproduced from a chapter written by 
Courtney Vaughn and Aziz Sancar in an upcoming book . 4. Vaughn, C., and Sancar, A. (2020) 
Mechanisms and Maps of Nucleotide Excision Repair. in DNA Damage, Repair, and Disease (LLoyd, R. 
S., and Dizdaroglu, M. eds.), Royal Society of Chemistry, London. pp , 4. Ibid. 
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recognized, the cell can either repair the damage through nucleotide excision repair, 

ignore the damage through translesion synthesis, or initiate stress signals to induce cell 

death (5-7). In addition to these intrastrand adducts, platinum-based drugs induce very 

low levels of interstrand crosslinks and have been shown to induce reactive oxygen 

species which can in turn damage the DNA. 

Despite their common use and effectiveness of platinum complexes, many 

patients have tumors that are intrinsically resistant to platinum-based drugs and still 

more will develop resistance. In order for platinum based drugs to induce cell death, the 

drug must enter the cell, undergo biotransformation, and damage the DNA. The cell 

must then respond with the correct stress pathways (5). Altering any one of these steps 

may change how a cell responds to the treatment. A better understanding of the 

mechanisms of resistance to platinum-based drugs may help us develop better 

treatment plans for patients. The following sections cover our understanding of the 

molecular mechanisms of platinum resistance. 

1.1.1 Drug Influx/Efflux 

Transport of cisplatin, and other platinum-based drugs across the plasma 

membrane can vary between cells and this variation can lead to differences in platinum-

DNA adduct levels. Cells with decreased influx and/or increased efflux of cisplatin will 

have decreased drug accumulation in the cell leading to lower levels of DNA damage 

and in turn, less cell death. It is thought that the primary method by which cisplatin 

enters the cell is passive diffusion. This is supported by the fact that cisplatin uptake 

directly correlates with cisplatin concentration. Additionally this uptake is not inhibited by 

platinum analogues which would compete for active transporters (9). It is further 
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supported by a more recent study that used a stopped-flow kinetic method with lipid 

vesicles which showed that cisplatin can passively diffuse through cell membranes but 

that this is regulated by the chloride concentration of the extracellular fluid. Chloride 

concentration influences cisplatin transport as cisplatin is trapped in the cytoplasm due 

to dissociation of its chloride ligands. The authors further claim that, given the 

prominence of passive diffusion of cisplatin, alterations in membrane transport protein 

for the drug will not be a significant mechanism of resistance (10). A comparison of a 

cisplatin sensitive non-small cell lung cancer and its derivative cisplatin resistant cell line 

found that there was no difference in cisplatin uptake (11). In contrast, a number of 

transporters have been shown to influence influx and efflux of platinum-based drugs. 

For example, the copper influx transporter CTR1 is implicated in cisplatin resistance and 

studies have shown that deletion of the CTR1 gene leads to reduced levels of cisplatin 

within a cell for the same dose and leads to an increase in cisplatin resistance (12). The 

human organic cation transporters OCT1 and OCT2 may be involved in oxaliplatin 

resistance as cells transfected with these genes display increased intracellular 

oxaliplatin and increased cell death. This was further supported by showing that an OCT 

inhibitor could attenuate this effect in the OCT transfected cells (13). Once within the 

cell, platinum-based drugs must enter the nucleus. Knockdown of nucleoporin p62 

(NUP62) has been shown to decrease drug sensitivity to cisplatin in ovarian cancer cell 

lines. This effect can be mitigated by ectopic expression of NUP62 (14). 
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1.1.2 Cellular Pharmacodynamics 

Biotransformation and sequestration 

Once within the cell, platinum-based drugs must be hydrolyzed in order achieve 

their reactive form. This process depends on the release of chloride ions and thus 

occurs preferentially within cells as opposed to in the blood given the lower intracellular 

concentration of chloride compared with extracellular chloride concentration (5,15). 

Once hydrolyzed, cisplatin is an electrophile; while cisplatin will primarily target nitrogen 

groups in DNA, it can react with other nucleophiles in the cell. Sulfurs can compete with 

the nitrogen atoms in DNA for interactions with the platinum-based drugs (16). 

Additionally, availability of purine nucleotides may influence cellular response to 

cisplatin. Mutations that lead to constitutive activity in both the salvage and de novo 

purine nucleotide biosynthesis increase resistance to cisplatin (17). Melnikov el al 

proposed that cisplatin can form adducts between ribosomes and messenger RNA, thus 

inhibiting mRNA translocation and protein synthesis (18). Thus platinum sensitivity can 

vary between cells based on the levels of alternative interacting partners for the drug.  

Adduct formation 

We have shown that platinum-induced damage occurs uniformly across the 

genome in human lymphocyte cells (19). When examined more closely, it appears that 

DNA confirmation and protein binding can play a role in platinum-induced adduct 

formation. Platinum-based drugs preferentially form guanine-guanine adducts and 

cisplatin preferentially damages runs of consecutive guanines (20). In addition to 

sequence effects, there are claims that DNA conformation may play a role in platinum-

induced DNA damage formation (20,21). Higher mutation rates are found both in 
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actively bound transcription factor binding sites and in the DNA minor groove facing the 

histone (22,23). However, this increase in mutation rate may be more due to a decrease 

in repair capacity at these sites since repair machinery would be blocked from the DNA 

(1,22-24). DNA-protein interactions may also play a role in platinum-induced damage 

formation. Binding of SP1 family proteins to DNA may enhance adduct formation by 

bending the DNA to enable increased binding of cisplatin (20).  

While DNA is the primary target for platinum-based drugs, factors that influence 

the biotransformation and activation of the drug along with alternative binding partners 

may impact how cells respond to the therapy. Additionally, the accessibility of DNA 

based on chromatin changes may change the platinum-DNA interaction and which 

damage sites remain in the genome. 

 

1.1.3 Cellular Response to Cisplatin 

1.1.3.1 Signaling pathways 

Interactions between cisplatin and the MAPK pathway may play a role in the 

sensitivity of a cell to cisplatin. Cisplatin has been shown to dissociate cRaf from MEK1 

thus inhibiting the pathway and promoting cell death. However, cisplatin resistant cells 

in turn show higher levels of MAST1 which can replace cRaf to reactivate the MAPK 

pathway and allow for continued cancer cell proliferation. Treating cells and xenografts 

Figure 1.1 (9): Chemical structures of cisplatin, carboplatin, and oxaliplatin (9). 



 

6 
 

with a combination of cisplatin and a MAST1 inhibitor can re-sensitize these model 

tumors to cisplatin (25). Low concentrations of cisplatin have been shown to augment 

activation of ERK1/2 in an ovarian cancer cell line. Furthermore, inhibiting ERK1/2 with 

protein inhibitor increases the sensitivity of the cells to low dose cisplatin (26). This 

pattern has also been shown in breast cancer cell lines, where resistance to cisplatin 

was shown to correlate with increased ERK phosphorylation. Inhibiting this 

phosphorylation increased the sensitivity of cells to cisplatin. This relationship appeared 

to be modulated by FEN1 flap endonuclease (27). Inhibiting the MAPK pathway has 

also been shown to increase sensitivity to cisplatin in an osteosarcoma cell line (28) and 

HeLa cells (29). In short, activation of the MAPK/ERK pathway appears to correlate with 

increased resistance to cisplatin (25,27,28,30). Many additional signaling pathways 

have been implicated in cancer response, include the JNK pathway, NFκB signaling, 

PD-L1 signaling, ATM, and cell cycle and checkpoints (30-38).  

1.1.3.2 Translesion Synthesis 

When replication machinery encounters DNA damage, permissive polymerases 

can bypass the lesion through translesion synthesis. This enables the cell to continue 

replicating despite the damage, avoiding the need for the cell to send stress signals to 

induce cell death. Studies have shown that Pol ζ and Pol η can bypass cisplatin-induced 

di-guanine adducts (39). Further analysis of these polymerases show that the most 

efficient bypass of these lesions occurs with Pol η inserting a dCTP opposite the 3’ 

guanine of the damage and a four subunit Pol ζ extending the primers (39). A 

comparison between a cisplatin sensitive non-small cell lung cancer cell line and its 

derivative cisplatin resistant cell line showed that, while cisplatin uptake and damage 
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removal were the same between groups, the resistant cell line had increased 

expression of Pol η, a translesion synthesis polymerase, following cisplatin treatment as 

compared to the sensitive cell line. The resistant cell line could be re-sensitized to 

cisplatin by knocking down Pol η (11). Pol η has also been shown to bypass platinum-

induced damage and genetic mutations in Pol η can cause increased sensitivity to 

cisplatin, carboplatin, and oxaliplatin (40). Similarly, cisplatin resistant melanoma cell 

lines had increased expression of the translesion synthesis polymerase, Pol ζ, following 

cisplatin treatment. Knocking down Pol ζ in these cells significantly increased sensitivity 

to cisplatin (41). RAD6, and E2 ubiquitin-conjugating enzyme, is required for translesion 

synthesis. Knocking down or pharmacologically inhibiting RAD6B restores sensitivity to 

both cisplatin and oxaliplatin resistant cells. This interaction is mediated by a decrease 

in translesion synthesis foci in the RAD6B depleted cells (42). Overall, the ability to 

ignore platinum-induced DNA damage appears to be an important factor in resistance to 

platinum-based drugs. 

 

Cells can also respond to platinum-DNA adducts by repairing the damage. 

Platinum induced intrastrand DNA adducts are solely repaired by nucleotide excision 

repair. The next section will go into more details of the mechanism of nucleotide 

excision repair. 

 

1.2 Nucleotide Excision Repair 

Nucleotide excision repair (excision repair) is the process by which helix-

distorting DNA lesions and bulky adducts, such as those induced by UV (ultraviolet 
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light), cisplatin, cigarette smoke, and aflatoxin, are removed from the genome.(43) The 

UV-induced DNA  cyclobutane dimers (CPDs) and 6-4 pyrimidine-pyrimidone 

photophroduct (6-4PP), and cisplatin-induced DNA lesions are most commonly formed 

between adjacent nucleotides on the same strand. Mechanisms for resolving these 

damages were first suggested by studies that showed bacterial factors could partially 

resolve the negative effects of UV irradiation if exposed to visible light (44,45). These 

studies led to the discovery of the direct repair enzyme, photolyase, in E. coli. 

Photolyases are enzymes that when activated by blue light cleave UV-induced DNA 

damage into two adjacent, normal thymine bases.(46-48) Following UV irradiation, E. 

coli cells exposed to blue light eliminated thymine-thymine dimers, while E. coli cells 

kept in the dark maintained the same level of these adducts. Surprisingly, when glucose 

was added to the suspension buffer, both E. coli cells exposed to blue light and cells 

kept in the dark exhibited thymine-thymine dimer removal with increased levels of 

dimers present in small DNA fragments and decreased levels found in bulk 

chromosomal DNA (49-53). Additionally, small gap synthesis was observed in both E. 

coli and mammalian cells following UV irradiation (52,54). These studies illuminated 

another repair mechanism that involved the excision of these dimers from genomic 

DNA, later described as nucleotide excision repair.  

The general process of nucleotide excision repair follows 5 steps: (1) bulky 

adduct damage is first recognized; (2) dual incisions are made on the 5′ and 3′ end of 

the damage creating a small oligodeoxynucleotides containing the damage; (3) the 

excised oligodeoxynucleotide is released from the DNA; (4) the remaining gap in the 

DNA is filled in by repair synthesis; and (5) the newly synthesized DNA is ligated. (43,55-
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59) Of note, while this general process is conserved through evolution, proteins specific 

to  excision repair are not conserved from prokaryotes to eukaryotes.(43) This chapter 

will cover the specific mechanisms of these steps in mammalian cells, methods for 

mapping where this repair occurs, the consequences of inadequate repair, and the role 

of excision repair in disease. 

1.2.1 Mammalian Nucleotide Excision repair 

1.2.1.1 Global Repair 

Human excision repair requires sixteen proteins incorporated into six repair 

factors to accomplish this as shown in Figure 1.2(1,43,60).  Excision repair in humans is 

initiated by XPC, RPA, and XPA recognizing damage and recruiting the TFIIH repair 

complex. XPC acts as a molecular matchmaker, using energy from hydrolyzing ATP to 

bring the factors together into a complex. The TFIIH repair complex includes the 

helicases XPB and XPD. XPB and XPD help with damage recognition through kinetic 

proofreading using energy from ATP hydrolysis and unwind DNA to create a repair 

bubble of about 25 base pairs surrounding the DNA lesion (61-64). XPC then 

dissociates from the repair complex. This is followed by the recruitment of XPF and 

XPG which make the 5′ and 3′ incisions respectively. In humans, the 5′ incision is made 

nineteen to twenty-two bases away from the damage, while the 3′ incision is made five 

to six bases away from the damage creating an excised oligodeoxynucleotides length of 

twenty-four to thirty (57,61,63,65,66).  
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The excised oligodeoxynucleotide is then released in complex with TFIIH; this 

complex is stable for about ten minutes in vivo (67). Once TFIIH dissociates from the 

excised oligodeoxynucleotide, the oligodeoxynucleotide is then degraded by nucleases 

(67-73). Following the release of the damaged DNA, DNA polymerases fill in the gap in 

the DNA with repair synthesis. The specific DNA polymerase used for repair synthesis 

in human cells depends on the cell cycle stage. In proliferating cells, DNA pol δ/ε fill in 

the gap, while in non-proliferating cells, other polymerases such as DNA pol κ/λ 

Figure 1.2(1): The molecular mechanism of mammalian NER. DNA is damaged and the 

damage is recognized either by stalled RNA polymerase and CSB (transcription coupled 

repair, outer circle) or with the help of an accessory protein (global repair, inner pathway). The 

damaged DNA is excised in an approximately 26 base pair long oligodeoxynucleotide. The 

excised oligodeoxynucleotide is released in complex with repair proteins. The gap is filled in 

with repair synthesis and ligated (1). 
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complete this task (61,63,74). The size of the repair patch is the same size as the gap 

left following release of the excised oligodeoxynucleotide. This indicates that nick 

translation is does not occur during this process.(75) Rarely, Exo I extends the excision 

gap by over twenty additional nucleotides. The single stranded DNA at this gap is 

covered and protected by RPA and will serve as a signal for ATR checkpoint 

kinase.(76) After ligation of the repaired patch by either DNA ligase I or the XRCC1- 

ligase3 complex, the process of excision repair is complete.(61,63,77)  

1.2.1.2 Transcription-Coupled Repair 

NER can also be transcription coupled in humans in a process depicted by the 

outer circle of Figure 1.2 (1). RNA polymerase II forms a stable RNA pol II-RNA-DNA 

complex similar to the complex formed in E. coli. While in E. coli Mfd is the essential 

factor to recruit repair factors to the stalled RNA polymerase, in humans transcription 

coupling of repair is coordinated by the CSB translocases, aided by CSA protein. 

(19,78,79) When CSB recognizes a stalled RNA polymerase II, it prevents backtracking 

of the polymerase. It also promotes forward translocation on non-damaged templates 

such as pause-inducing repetitive A-tract sequences. Likewise, the binding CSB to RNA 

polymerase II promotes transcriptional bypass of less bulky DNA lesions. The binding of 

CSB to RNA polymerase II alters the protein interaction landscape of the polymerase. 

This facilitates the recruitment of excision repair factors and promote subsequent repair 

of the damaged DNA (80).  Of note, when TCR occurs in mammalian cells, XPC is not 

involved in the repair process.(19,78,79) 
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1.2.2 Excision Repair Sequencing 

XR-seq uses our ability to capture all the small pieces of the excised 

oligodeoxynucleotides released during excision repair through immunoprecipitations 

with highly specific antibodies to identify the precise location and relative amount of 

excision repair throughout the genome. This process can be used to determine what 

factors influence repair, how repair changes over time, and if repair patterns correlate 

with response to a damaging agent.(19,24,81) 

1.2.2.1 XR-seq method 

The ability to isolate the excised 

oligodeoxynucleotides by 

immunoprecipitation (IP) of the TFIIH 

complex created the foundation for 

mapping repair events throughout the 

genome at single nucleotide 

resolution. The detailed protocol has 

been published (82), and the general 

procedure is depicted in Figure 

1.3.The first step of the XR-seq 

protocol is to treat cells with a 

damaging agent (such as UV or 

cisplatin) and, following a designated 

incubation time, cells are lysed by homogenization. The lysis procedure and IP 

antibodies vary depending on the organism being studied. For mammalian cells or 

Figure 1.3 (1): XR-seq is conducted by exposing 

cells to a damaging agent, lysing cells, 

conducting an IP for repair proteins to extract the 

excised oligodeoxynucleotides, and purifying 

and amplifying the oligodeoxynucleotides. 
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tissue, it is important that the lysis buffer does not contain sodium dodecyl sulfide or any 

other protein-denaturing factors, as the first IP uses antibodies against repair proteins to 

purify the excised oligodeoxynucleotides. The excised oligodeoxynucleotides are then 

eluted and adapters ligated to the oligodeoxynucleotides. Following this step, the 

excised oligodeoxynucleotides are purified further through a damage IP to ensure that 

only DNA fragments containing damage are prepared for sequencing. The damage is 

then reversed to allow for PCR amplification of the excised oligodeoxynucleotides. 

These samples are then sequenced with NGS. These reads can then be aligned to the 

genome to show exactly where repair occurs. The  excision repair maps show that there 

are regions of high repair and low repair and can lead to better understanding of what 

genetic, genomic, and epigenetic features influence repair. The maps also can show 

repair at specific loci, enabling more thorough studies of how driving mutations 

occur.(82) 

1.3 Nucleotide excision repair, cancer, and platinum response 

1.3.1 Xeroderma Pigmentosum 

Human excision repair proteins are named for the human disease xeroderma 

pigmentosum (XP). XP is a hereditary disease that makes patients highly sensitive to 

UV light with an approximately 5,000-fold increase in sunlight-induced skin cancer 

compared to people without this disease. In 1968, James Cleaver discovered that these 

patients were defective in NER.(83) Seven of the key excision repair factors, XPA 

through XPG, were identified by studying the mutations present in XP patients. The 

increased risk for skin cancer in these patients is attributed to the inefficient excision 

repair capacity.(83-85) 
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1.3.2 Excision repair and tumor response to cisplatin 

1.3.2.1 Repair gene variants and alterations in gene expression 

Polymorphisms in genes coding for excision repair proteins are reported to be 

predictive of tumor response to platinum treatment in esophageal cancer cells (86), non-

small cell lung cancer (87-90), and in multiple other cancers (91). A number of other 

variants in genes encoding excision repair factors have been identified as indicators of 

cancer prognosis and/or treatment response; however, the genes that significantly 

correlate with outcomes vary between screens, even in similar patient populations. For 

example, in a screen of 25 single nucleotide polymorphisms (SNPs) in eight excision 

repair genes, variants in ERCC1 (Excision Repair Cross-Complementation Group 1) 

and XPC or their regulatory regions correlated with survival in non-small cell lung 

cancer patients (88). In a separate screen of 173 SNPs in 27 excision repair genes, 

Song et. al. claim that polymorphisms in XPA and ERCC6 (CSB) were associated with 

progression free survival in non-small cell lung cancer patients, while polymorphisms in 

ERCC6 correlated with overall survival (89). In a third screen of 17 SNPs in eight 

excision repair genes, only a SNP in XRCC1 correlated with survival, while ERCC1 and 

ERCC3 (XPB) correlated with platinum response.(90) Interestingly, despite their 

inclusion in all screens, variants in ERCC1 and XPC were only shown to correlate with 

survival in one study.  

Increased expression and activity of excision repair proteins is reported to 

correlate with platinum resistance in many cancers including ovarian (92,93), testicular 

(94), lung (95-97), melanoma (98), nasopharyngeal (99-101), pancreatic (102), and 

colorectal cancer (91,103). However, similar to the studies on genetic variants, the 
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correlations can be inconsistent between studies of similar patient populations.  High 

ERCC1 mRNA expression in non-small cell lung cancer tumor cells has been shown to 

correlate with poor disease-free survival in patients, independent of treatment with a 

platinum agent (104). Likewise, non-small cell lung cancer patients with low ERCC1 

expression levels benefitted more from cisplatin treatment than patients with high 

ERCC1 expression levels (105). In patients with gastric cancer who were treated with 

surgery alone, low ERCC1 mRNA correlated with longer overall survival. However, 

ERCC1 mRNA levels could not serve as a prognostic factor for patients with breast 

cancer.(104) In a cohort of head and neck squamous cell carcinoma patients, it was 

found that there was no significant correlation between expression levels of ERCC1, 

XPA, or XPF and overall survival. However, when the cohort was broken down based 

on the site of the tumor, it was found that ERCC1 expression correlated with survival in 

patients with oral cavity tumors, while XPA expression correlated with survival in 

patients with oropharyngeal tumors(101). In a comparison of platinum-sensitive and 

platinum-resistant gastric cancer cell lines, it was found that the platinum-sensitive cell 

line had lower levels of XPC leading to impaired repair and higher induction of cell 

death.(106) The mRNA levels of twelve DNA repair and multi-drug resistance genes 

were tested for correlation with cisplatin resistance and it was found that abundance of 

ERCC2 (XPD), XPA, and XRCC1 correlated with cisplatin resistance.(107) In effort to 

better account for the complexity of the repair pathways, Kang et al(108) determined a 

molecular score for DNA damage repair pathways based on expression levels of 23 

platinum-repair related genes. Higher scores on this molecular panel correlated with 

improved survival and response rate. 
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1.3.2.2 Repair capacity 

A number of studies have explored the platinum sensitizing effect of knocking 

down expression levels of genes encoding excision repair factors. Knocking down CSB 

in either a prostate or colorectal cancer cell line, increased tumor cell sensitivity to 

cisplatin, independent of p53 or mismatch repair status.(109) Furthermore a 

CRISPR/Cas9 screen identified transcription-coupled excision repair as a protective 

mechanism against cisplatin-induced cell death.(110) Likewise, knocking down both 

ERCC1 and XPF lead to decreased repair of cisplatin-induced DNA damage and 

increased cisplatin-induced cell death in non-small cell lung cancer cell line.(111) Small 

molecule inhibitors of ERCC1-XPF also decreased DNA repair and increased 

cytotoxicity following treatment with cisplatin in lung cancer cell lines.(112) 

Despite the studies linking excision repair efficiency to response to platinum-

based drugs, there are a number of confounding factors in this connection. Most 

excision repair proteins serve multiple functions and do not act alone. A study on 

neuroblastoma cells showed that resistance to platinum-based drugs is likely related to 

mechanisms preventing platinum from binding to DNA and mechanisms that inhibit the 

downstream cell death signaling. The study also showed that resistance is not directly 

dependent on enhanced DNA repair capacity.(113) Furthermore a comparison between 

a cisplatin-sensitive non-small cell lung cancer and its cisplatin-resistant derivative cell 

line showed that there was no difference in platinum-induced DNA damage removal 

between the two cell lines.(11) A recent review on the topic pointed out more 

inconsistencies in our current understanding of the role of repair as a mechanism of 
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resistance. It called for new studies to examine repair with a more definite method than 

those used in previous experiments.(114)  

Overall, while deficiencies in excision repair can increase susceptibility to cancer, 

the role of excision repair in a tumor cell’s response to cisplatin and its derivatives is still 

unclear.  

1.4 Circadian rhythm 

1.4.1 Mechanism of circadian rhythm 

The molecular circadian rhythm is a transcription-translation feedback loop 

comprised of two transcriptional activators, Clock and BMal1 and their inhibitors, 

Cryptochrome (Cry) 1 and 2 and Period (Per) 1 and 2. Clock and Bmal1 activate the 

transcription of Cry1, Cry2, Per1, and Per2 by forming a heterodimer and binding the E-

box element in Cry and Per promoters. Once transcribed, the Cry and Per transcripts 

are translated into proteins which heterodimerize and ultimately enter the nucleus. Once 

in the nucleus, the Cry-Per complexes inhibit Clock and Bmal1 from activating 

transcription. Inhibiting transcriptional activation by Clock and Bmal1 in turn decreases 

the expression levels of Cry and Per which ultimately attenuates the inhibition of the 

Clock-Bmal1 activator complex allowing the cycle to start again (Figure 1.4).  This entire 

process takes approximately 24 hours (115-122). The circadian rhythm regulates cell 

processes as the expression of approximately 10% of genes in a given cell are 

regulated by Clock-Bmal1 transcriptional activation (123). Thus as the activity of Clock 

and Bmal1 oscillates throughout the 24 hour cycle, so too does the expression of any 

gene under their control. 
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 In mammals, the molecular clock in each cell is synchronized, creating tissue- 

and organism- wide rhythms. These rhythms are synchronized by signals released from 

the suprachiasmatic nucleus (SCN) in the hypothalamus. The SCN serves as the 

master clock, synthesizing information from environmental input, such as presence or 

absence of light through connections with retinal ganglion cells, and releasing signals to 

regulate the molecular clock in peripheral tissues (115,124). While many cellular and 

physiologic processes are regulated by the circadian rhythm, we will focus on the 

connection between circadian rhythm and nucleotide excision repair. 

1.4.2 Circadian rhythm control of NER 

XPA, a rate limiting protein in nucleotide excision repair (125), is under circadian 

control in mice. This means that the expression of the XPA gene is controlled by the 

Figure 1.4: The molecular circadian clock. The Clock and BMal1 heterodimer binds E-box 
domains in the promoter regions of clock controlled genes, including Cry and Per, and activates 
their transcription. Once translated into proteins, Cry and Per form an inhibitory complex, enter 
the nucleus, and inhibit Clock and Bmal1. This in turn decreases transcription of Cry and Per, 
reducing the inhibition of Clock and Bmal1 and allowing the process to start again. 
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core circadian clock transcription translation feedback loop, oscillating with a 24 hour 

period (125-127). The studies that defined this pattern show that XPA gene expression 

peaks at 5pm and troughs at 5am (see top left panel of Figure X.7). Total excision repair 

oscillates in the same manner (126). Furthermore, TCR of a circadian controlled gene 

fluctuates following the oscillatory expression pattern of the gene (128). 

Given that excision repair is the sole repair mechanism for UV damage in mouse 

skin cells and that UV exposure can induce invasive skin tumors, it follows suit that 

exposure to UV at different circadian times would lead to different effects on 

tumorigenesis. If this connection is true, UV exposure at times of lower levels of 

excision repair would lead to increased numbers of tumors compared to mice treated at 

times of higher levels of NER. To test if the cyclical pattern of excision repair had a 

physiological impact, mice were exposed to UV irradiation at either 5am (minimum 

repair) or 5pm (maximum repair). Decreased excision repair efficiency does appear to 

increase risk of tumor development in response to UV. As shown by Gadammedhi et al 

in the top right and bottom panels of Figure 1.5, mice exposed to UV at the minimum 

excision repair time-point had a 4-5 fold increase in invasive skin carcinoma 

development compared to mice treated in the maximum excision repair time-point. It is 

still unclear if excision repair is under circadian control in humans. Thus, future studies 

are needed to determine if response to bulky-adduct formation varies depending on the 

time of day in humans (2).  
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1.5 Study rationale  

Despite numerous studies exploring the role of nucleotide excision repair in 

directing platinum response, it remains unclear if improved repair efficiency is an 

essential factor in conferring resistance. Additionally, while we understand how some 

physiologic cues may alter nucleotide excision repair efficiency, it is still unclear how 

these regulators impact the response of tissues to platinum- based drugs. We aim to 

better understand the role of repair in platinum response both by characterizing repair in 

cell lines with varying responses to platinum-based drugs and by profiling how 

alterations in repair efficiency within the same tissue, controlled by circadian rhythm, 

direct changes in response to platinum-based drugs. To this end, we used the key 

methods of studying nucleotide excision repair (chapter 2) and compared damage 

Figure 1.5 (2): XPA is under circadian control (top left) and is antiphase with cryptochrome, a 

core circadian factor. Mice exposed to UV in the morning develop more and larger tumors 

than mice exposed to UV in the evening (top right and bottom) (2). 



 

21 
 

formation and repair in platinum sensitive and platinum resistant colorectal cancer cell 

lines (chapter 3). We then use this repair data to further explore factors that lead to 

differing responses to similar damage levels in chapter 4. In chapter 5, we use patient 

derived xenografts and to understand how environmental cues impact repair and 

platinum response. This model also enables us to test if the findings from our cell line 

work are recapitulated in an organism. Overall, this project aims to improve our 

understanding of the molecular response to platinum-based drugs and to begin to apply 

these mechanisms to creating more effective treatment plans for patients. 

1.6 Thesis Contributions 

The work described in this thesis involved essential collaborations. For chapter 2 

the original excision assay protocol was provided by Dr. Yanyan Yang in our lab. In 

chapter 3, the initial oxaliplatin repair kinetics experiments were conducted by Dr. 

Christopher Selby and set the foundation for that project.  Chapters 3 and 4 utilized the 

High Throughput Sequencing Facility at UNC to conduct NextGeneration sequencing on 

our XR-seq libraries. Additionally, original XR-seq analysis pipelines from Drs Sheera 

Adar, Ogun Adebali, and Yanyan Yang as well as skills learned from the Practical RNA 

Sequencing course taught by Drs Mauro Calabrese, Hemant Kelkar, and Joel Parker 

proved essential in the analysis of XR-seq data. The PDXs and cell lines used in 

chapter 5 were created and provided by the Hsu lab (Wayne Glover and Gabrielle 

Rupprecht). The PDX and mouse tissue collection were conducted jointly by Dr. Yanyan 

Yang and myself. Blood samples from the chronotoxicity studies in chapter 5 were 

processed by the Animal Histopathology and Laboratory Medicine core facility to obtain 

blood urea nitrogen and serum creatinine levels.  
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CHAPTER 2: OPTIMIZATION OF THE EXCISION ASSAY 

2.1 Introduction 

The initial studies of the mechanism of nucleotide excision repair involved “in 

vitro” experiments using labeled, damaged substrate and either cell free extract or 

purified proteins. To better understand nucleotide excision repair within a cell, the “in 

vivo” excision assay (here on referred to as the excision assay) was first described in 

2013 (67). This method was expanded on and converted to a non-radioactive method in 

2014 (129). The excision assay has been used to better understand nucleotide excision 

repair in cells and to characterize differences in repair over time, between different cell 

or tissue types, and between varying damaging agents (129-134). 

The excision assay enables us to visualize the amount of repair occurring in a 

cell. Briefly, this is done by extracting, labeling, and imaging the excised oligomer 

released during nucleotide excision repair. More specifically, the excision assay starts 

by treating cells with a damaging agent and allowing cells a set amount of time to repair. 

Following the repair incubation, cells are lysed and spun down. The soluble fragment is 

then used for an immunoprecipitation with an antibody against a nucleotide excision 

repair protein complexed with the excised oligomer or against the DNA damage itself. 
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After eluting the IP, the excised oligomer is purified and labeled with radioactivity. The 

sample is purified again and then run on a sequencing gel for imaging. 

While this method has proven useful, its use as a qualitative or semi-quantitative 

assay rather than a quantitative assay limits the breadth of its use. Within this protocol, 

the critical points for variation are (1) the damaged cell line input, (2) the cell lysis, (3) 

the immunoprecipitation, and (4) radiolabeling and quantification of the samples (Figure 

2.1). We aimed to better characterize the efficiency of these steps and to identify ways 

to make the excision assay more quantitative.  

2.2 Methods 

2.2.1 Excision Assay Protocol (67,68) 

Cell treatment:  

1. Treat cells with desired damaging agent (ie UV or platinum) and return to the 

incubator for repair incubation.  

Figure 2.1: General schema of the excision assay protocol with stars and arrows indicating 
critical points of variation (listed in the introduction). In brief, cells are plated and allowed to 
grow to 100% confluence. Plates of cells are then treated with a damaging agent, and lysed 
via homogenization. The soluble fragment of the lysed cells is then used for an 
immunoprecipitation with antibodies against the repair factors. The excised oligomers are then 
eluted, purified, and labeled with radioactivity. Labeled samples are then run on a sequencing 
gel, exposed to a phosphor-imager, screen, imaged, and quantified. 
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a. If treating with UV, wash cell plates with room temperature PBS and remove 

all PBS immediately prior to treatment to remove any UV absorption by the 

media. Add fresh media to the plates immediately following treatment. 

b. If treating with a platinum, dissolve the drug in DMSO to be a 20mM solution 

and then dilute into the media in the cell plates accordingly for the desired 

dose. Platinum damage does not produce a strong signal on excision assay, 

so start by scaling up the number of plates you use. It is also recommended 

to include a UV treated plate as a positive control- treat with 20J/m^2 and 

leave the cells for 30 minutes before following the rest of the protocol. 

2. After the designated repair incubation, place the plates on ice, wash with cold PBS, 

add about 5mL of cold PBS to each plate, and use a cell scraper to collect cells 

from the plate into a falcon tube (15mL or 50mL depending on the number of plates 

used). 

Low Molecular Weight DNA Isolation 

3. Transfer the cells into a 15 ml tube (use 50 ml tube for large scale) and pellet them 

by centrifugation at 2,500 rpm for 4 min (5 min for 50 ml tube). 

4. Discard the supernatant and re-suspend the cells in 0.5mL ice cold Buffer A/per 

plate 

5. Incubate them in ice for 10 min. 

6. Transfer the re-suspended cells to an ice-cold dounce homogenizer/tissue grinder 

and lyse them on ice with 80 strokes using a tight plunger (carefully remove small 

pieces connective tissue). 



 

25 
 

7. Transfer the lysed cells into 1.7 ml (or 2 ml) tube and pellet the chromatin fraction 

by centrifugation for 30 min at 14,000 rpm in the 4 oC cold room. 

8. Take out the supernatant and put it into a new 15 ml tube (or 1.7mL if it will fit). 

Immunoprecipitation with anti-TFIIH antibody 

9. Add 8 μL anti-XPG and 10μL RNaseA (Sigma R4642) per plate into the supernatant 

10. Add 12.5 µL/per plate of IgG of blocked protein A/G PLUS-agarose (Santa Cruz 

sc2003) in Buffer A (50%) and incubate overnight. (The beads should be washed 

and blocked by 0.2 mg/ml BSA and re-suspended in Buffer A as 50% slush before 

using it.) 

For blocking the beads: 

A. Spin down the original beads (1:3) at 2, 000 rpm for 2 min. 

B. Wash the beads 2 times using Buffer A. 

C. Re-suspend beads in 500 µL or 1 ml Buffer A. 

D. Add 2% volume of 10 mg/ml BSA and incubate at 4 oC for 2-3 hrs. 

E. Wash the beads 2 times using Buffer A. 

F. Re-suspend beads in the same volume of Buffer A. 

G. Store the BSA blocked beads at 4 oC.  

11. Put the samples onto the rotator and rotate overnight at 4oC  

12. Spin down the beads at 2, 800 rpm for 1 min and discard the supernatant. 

13. Wash the beads 2 times with 1 ml of Buffer A and 2 times with 1 ml of Buffer B at 4 

oC. (Rotate at 4°C for 5 min each wash) 

14. Remove all the supernatant at the last wash. 

15. Prepare 400uL Buffer C with 2fmol spike-in 50mer DNA per sample 
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16. Add 200 µL Buffer C to each sample and incubate at 65 oC for 10 min to elute the 

DNA. ( Vortex the sample every 1-2 min) 

17. Spin down the beads at 3, 500 rpm for 1 min, transfer the supernatant into a new 

EP tube, add 2µL proteinase K to eluted DNA and incubate at 55 oC for 10 min. 

18. At the same time repeat steps 21 and 22:  Add 200 µL Buffer C to each sample, 

incubate at 55 oC for another 10 min and spin down. 

19. Transfer the 200 µL eluted DNA into the tube containing 200 µL eluted DNA and 2 

µL Proteinase K. 

20. Incubate at 65 oC for another 10 min. 

DNA isolation 

21. Add 1 volume of phenol-chloroform and vortex briefly. 

22. Centrifuge at 14,000 rpm for 5-7 min and transfer the upper layer into a new EP 

tube. 

23. Repeat steps 21 and 22. 

24. Add 0.11 volume of 3M NaAc (pH5.2) and mix well before adding 2.5 volume of 

cold 100% ethanol and 1 µL Glycogen. 

25. Invert several times to mix it and put the tubes at -20 oC overnight. 

26. Centrifuge at 14,000 rpm for 30 min in the cold room to pellet the DNA. 

27. Remove the residue liquid carefully and air dry the pellet. (Avoid over drying; the 

pellet should not become clear) 

Radio-labelling 

28. Label purified DNA by TdT enzyme and 32P-cordycepin: 

a. Dissolve the sample in 5 uL molecular grade water with 1mg/mL BSA 
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b. For each sample add 1 uCi 32P-cordycepin, 1 uL TdT, 5 uL TdT buffer, 5uL 

CoCl2, and 34 uL molecular grade water with 1mg/mL BSA (pre-making this 

mix for all samples and store on ice to ensure equal amounts of reagent 

between all samples. Add TdT and 32P-cordycepin just before addition of 

labeling mix to samples) 

c. Incubate purified DNA and labeling at 37 oC for 90 min. 

29. Add 1 volume of phenol-chloroform and vortex for a few seconds 

30. Centrifuge at 14,000 rpm for 4 min and transfer the upper layer into a new EP tube. 

31. Repeat steps 29 and 30 

32. Add 2.5 volume of 100% ethanol, 0.11 volume of 3M NaAc. 

33. Invert several times to mix it and put the tubes at -20 oC overnight. 

34. Centrifuge at 14,000 rpm for 30 min in the cold room to pellet the DNA. 

35. Remove the residue liquid carefully and air-dry the pellet. (avoid over drying) 

36. Dissolve the pellet with 6 µL loading buffer.  

37. Heat it at 90 oC for 1 min. 

38. Immediately place samples on ice after denaturation. 

39. Once samples have cooled, centrifuge all samples briefly and place back on ice. 

40. Load the samples and radio-labeled marker on a large 10% gel with urea (after pre-

run for >30min). 

41. Run the gel at 25-35W (2000V, 35mA) until the blue dye is 5-8 cm from the bottom 

then raise to 60W until the blue dye is 1-3 cm from the bottom. Stop running and 

transfer the gel to filter paper, wrap it. 

42.  Dry the gel for ~90 minutes and expose it to phosphoimager overnight. 
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43. Scan and image the gel on the Typhoon detection system. Signal can be measured 

using ImageJ software. 

Solutions 

A. Buffer A (25 mM Hepes pH 7.9, 100 mM KCl, 12 mM MgCl2, 0.5 mM EDTA, 2 

mM DTT, 12.5% glycerol, 0.5% NP-40) put in 4 degree. 

B. Buffer B (25 mM Hepes pH 7.9, 100 mM KCl, 12 mM MgCl2, 0.5 mM EDTA, 2 

mM DTT, 12.5% glycerol, 1% NP-40) put in 4 degree. 

C. Buffer C (10 mM Tris-Cl pH 7.5, 1 mM EDTA, and 1% SDS) 

D. 10x Hybridization Buffer (100mM Tris-HCl pH7.5, 1M NaCl, 1mM EDTA) 

E. Elution Buffer (10mM Tris-HCl pH8.5) 

F. PEX buffer (1X PBS, 2mM EDTA, 0.01% Triton X-100) 

G. PEXB buffer (1X PBS, 2mM EDTA, 0.01% Triton X-100 and 0.025% BSA 

[10mg/ml BSA equal 1% BSA]), add BSA when use PEXB buffer. 

Buffers for IP assay 

Reaction Buffer  

Reagent Amount Final concentration 

Tris-Cl pH 8.0 1M 1ml 20mM 

EDTA 0.5M 200ul 2mM 

Triton X-100 500ul 1% 

NaCl 5M 1.5ml 150mM 

Sodium Deoxycholate 

10% 

2.5ml 0.5% 

SDDW To 50ml  
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Total 50ml  

Filter. Store at Room temp.  

Elution buffer 

Reagent Amount Final concentration 

SDS 10% 2ml 1% 

NaHCO3 1M 1ml 50mM 

SDDW To 20ml  

Total 20ml  

Filter. Store at Room temp. 

2.2.2 Measuring the efficiency of the excision assay 

To measure the efficiency of individual steps within the protocol, cells were 

treated with 25 J/m2 of UV and underwent a repair incubation of 30 minutes. Samples 

were processed together up until the designated step and then split in half for the 

remainder of the protocol. DNA, RNA, and protein concentrations were measured either 

by DeNovix Inc Spectrophotometer or by ThermoFisher Scientific Fluorometric 

Quantification. 

2.2.3 Cell free extract repair of damaged plasmid 

To create a purified, damaged plasmid, a control, undamaged, double stranded 

DNA plasmid was treated with 100 J/m2 UV. The damaged plasmid then underwent two 

sequential immunoprecipitations using antibodies against and 6-4 pyrimidine-pyrimidine 

dimer (6-4PP) to purify the sample such that on damaged plasmids remained. We 

chose to IP for 6-4 PP as it is a more easily recognized damage than CPD and was thus 

more likely to be repaired by cell free extract. The damaged plasmid was incubated with 
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cell free extract (plus reaction buffer, ATP, BSA, and water) for 1.5 hours at 30°C to 

allow for nucleotide excision repair to occur. An XPG IP was then conducted using this 

solution and the remainder of the excision assay protocol was conducted. 

2.3 Results 

2.3.1 Determining the efficiency of excision assay steps 

Testing Experimental Variation of the Excision Assay 

In order to identify the amount of variability in excision assay results due to 

inefficiencies in the protocol itself, we treated a plate of cell with 25 J/m2. After collecting 

cells and thoroughly re-suspending them in Buffer A, we split the sample into two equal 

halves and processed the samples together for the remainder of the protocol. We 

calculated the percent difference between two technical repeats for five biological 

repeats. This analysis indicates that there is 30% difference between technical 

replicates with a range from 6% to 60% (Figure 2.2).  

 

Figure 2.2: Technical variability in the 
excision assay. One plate of cells per 
sample was treated, collected, re-
suspended in Buffer A, and split into two 
equal halves. These samples were then 
processed at the same time for the 
remainder of the protocol to characterize 
technical variability. (A) An example 
excision assay of technical repeats. Lane 
1 contains a ladder to indicate where the 
excised oligomer should be and lane 2 
contains an un-treated, negative control 
sample. Lane 3 and 4 contain the two 
technical repeats. (B) Percent difference 
(differences between replicates/average 
of replicate) between technical replicates 
for the five samples show that the 
average difference is 30% (range from 
approximately 6% - 60%) 
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This indicates that, not only is there technical variation, this variation is not 

constant. Thus we aimed to determine the efficiency of the critical steps of the excision 

assay. 

Lysing efficiency 

To determine the efficiency of the Buffer A homogenization lysis step, we 

collected cells and counted the amount of cells per cell line. From each plate, we then 

created two equal samples of either 500,000 cells or 2,500,000 cells. Cells were then 

lysed following the specification in the protocol above (steps 4-6). DNA, RNA, and 

protein concentration were measured to determine the reproducibility of lysis between 

each sample. Reproducibility between two equal samples of cell lines from the same 

plates was measured as percent difference. Averaged between DNA concentration, 

RNA concentration, and protein concentration, there appears to be approximately 12% 

variability in lysis efficiency between samples.  
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Figure 2.3 displays the percent differences between two equal samples for DNA, 

RNA, and protein concentration broken down by cell line. Interestingly, the 

reproducibility appears to vary based on cell line as well. We also tested the 

reproducibility of the number of cells per 100% confluent plate since the input for the 

excision assay is often quantified by number of plates of cells. Cell lines that grow to 

confluence as a monolayer had lower levels of variability (<5%) than the cell lines that 

grow in clusters (>13%). Taken together, this indicates that some of the variability 

between experiments may be due to variations in lysis efficiency and input however the 

amount of variation this step accounts for differs between cell lines.  

Immunoprecipitation efficiency 

To test the efficiency of the TFIIH IP, we ran two a second successive IP using 

the same antibody on the supernatant from the first IP. This enabled us to test if the first 

IP retained all excised oligomer or if excised oligomer remained in the IP supernatant 

due to an inefficient IP. We found that the TFIIH IP was relatively efficient with an 

Figure 2.3: Measurements of the reproducibility of lysis efficiency.  One plate of cells per 
sample were collected and cell number was counted. Cells were diluted to two samples of 
either 500,000 cells or 25,000,000 cells in Buffer A. Samples were then lysed by 
homogenization. To test reproducibility of lysis efficiency we measured the percent difference 
between two technical repeats for the concentration of (A) RNA, (B) DNA, or (C) protein. (D) 
Since input to the excision assay is often counted in plates, we tested the reproducibility of cell 
number per plate. The percent difference between plates varies between cell lines. Cell lines 
that grow in a diffuse monolayer (DLD1, RKO) have higher reproducibility than cell lines that 
grow more in clusters (Ls1034, Colo205). (E) Summary of panels A-D. 
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average of ~16% of total signal from both IPs obtained from the second IP (Figure 2.4A, 

2.4B).  

To test if the IP antibody was saturated, we processed one sample until the IP at 

which point we split the sample in equal halves. We tested the fraction of signal from an 

IP conducted with half the normal amount of antibody (1x=8μL, 0.5x=4μL). If the 

antibody was saturated, we would expect the signal from 4μL of antibody to be half that 

of the signal obtained using 8μL of antibody. Two repeats of this experiment showed 

that the average fraction of 4μL antibody compared to 8μL antibody is 0.84 (repeats are 

Figure 2.4: Characterization of the TFIIH immunoprecipitation efficiency. (A) A representative 
excision assay demonstrates the excised oligo signal seen from the initial TFIIH IP and from 
the subsequent IP on the supernatant from the first IP. Signal from the second IP is weaker 
than the signal from the first IP indicating a high efficiency of the initial IP. (B) The percent of 

total signal was calculated for each pair of IPs (1
st
 and 2

nd
) by dividing the fmols oligomer from 

the second IP by the total fmols from both the first and second IP. Two replicates were 

conducted for each of the UV doses. The percent total signal is lowest for 10 J/m
2
 UV which 

indicates that the IP may be more efficient at lower damage levels. (C) Representative excision 

assay following treatment with 20J/m
2
 UV and a 30 minute repair incubation demonstrating the 

signal seen from using either 4 μL of antibody or 8 μL antibody on technical repeats with equal 
samples. The fraction of signal from the two repeats was 0.74 and 0.94 indicating that the 
antibody, at this dose, is not saturated. 
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0.94 and 0.74) indicating that at 8μL of antibody, the antibody is not saturated (Figure 

2.4C). Of note, this test was only conducted at 20J/m2 thus the saturation results may 

not be generalizable to higher doses of UV. 

Overall, while the immunoprecipitation is not saturated and does appear to be 

relatively inefficient, the incomplete extraction of all excised oligomers may account for 

some experimental variation. 

Labeling, gel running and quantification efficiency 

To test the efficiency from labeling samples to the quantification, one sample 

(from multiple plates) was processed up until the labeling step and subsequently split 

into 8 subsamples for labeling with 32P-cordycepin. Rather than splitting the samples 

into 8 equal groups, we diluted the sample into 15μL and split the sample into two 

repeats of 1x, 2x, 4x, and 8x concentration of the sample (1x= 0.5 μL DNA, 2x=1 μL 

DNA, 4x= 2 μL DNA, and 8x= 4 μL DNA). We conducted the subsequent steps of the 

excision assay protocol to obtain the percent difference between the technical repeats. 

Figure 2.5 shows that the percent difference in signal from the technical repeats is 

relatively low, averaging at approximately 7%. This is the lowest percent difference 

found from any step we tested. As an additional measure of the efficiency of these 

steps, we tested if the signal obtained from the samples matched the appropriate ratio 

of signal relative to the amount of sample loaded. We would expect that if no signal was 

lost through these steps, the signal from each sample, normalized to 1x, plotted over 

the concentration of sample would yield a slope of 1 (Figure 2.5) . Indeed we find that 

the slope of the best fit line (constrained to a y-intercept of 0) is 0.8195 indicating 

relatively high efficiency in the final steps of the excision assay protocol. Furthermore, 



 

35 
 

when fit to a line constrained to a y-intercept of 0 and a slope of 1, our data yields an R2 

value of 0.8265 indicating once again high efficiency of these steps. Overall, labeling 

samples, running samples on a sequencing gel, imaging, and quantifying the repair 

signal appears to be highly reproducible between technical replicates. 

 

2.3.2 Cell free extract repair of damaged plasmid  

The excision assay was modified and expanded to enable us to sequence the 

excised oligomers and identify, at single nucleotide resolution, the precise genomic 

location and relative amounts of nucleotide excision repair. The excision repair 

sequencing (XR-seq) method uses the same damage, lyse, IP, elution steps as the 

excision assay however it then moves into a library preparation protocol rather than 

labeling and imaging. This novel sequencing method has greatly improved our 

Figure 2.5: Characterization of the efficiency of the final steps of the excision assay (labeling 
– sequencing gel – imaging – quantification).  The reproducibility of results from the labeling 
step through quantification of signal was measured by processing cells together from UV 
treatment until labeling step. At the labeling step, the excised oligomer was dissolved into 15μL 
of molecular grade water with 0.1mg/mL BSA. This was then split into 2 technical replicates of 
1x, 2x, 4x, and 8x (0.5 μL, 1 μL, 2 μL, and 4 μL respectively). (A) The percent difference was 
calculated for the four technical replicates. The average percent difference across all samples 
is 6.95%. (B & C) The fmols of each sample were normalized to the fmols from the 1x sample 
for each set of technical replicates. These values were plotted across the concentration level 
(1, 2, 4, and 8). If the final steps of the excision assay were perfectly efficient, we would expect 
the slope of the line of best fit to be 1. (B) The line of best fit, constrained to a y-intercept of 0, 
has a slope of 0.8195. (C) A line constrained to a slope of 1 and a y-intercept of 0 fits the data 

relatively well with an r
2
 value of 0.8265. (B & C) The goodness of fit of these two lines indicates 

that the final steps are relatively within the linear range. 
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understanding of nucleotide excision repair, however it is still limited as repair reads are 

relative to total reads and thus the assay is not quantitative. This limitation is also found 

in other sequencing methods such as ChIP-seq and RNA-sequencing. Thus identifying 

a possible spike-in control to use as a normalization factor is essential to convert XR-

seq to a quantitative assay. 

As mentioned before, adding a spike-in control as 

early as possible into the protocol allows us to better 

control for variations between samples through the early 

steps. Ideally, a spike in control could be added to the cell 

lysis and processed with the sample starting with the 

immunoprecipitation step. We therefore needed to identify 

a reaction where we could control the amount of DNA 

present as the spike in but where the spike in DNA would 

still be in complex with repair proteins to enable proper IP. 

To achieve this, we decided to test repair of a damaged 

plasmid with cell free extract. After incubating the damaged 

plasmid with cell free extract to enable repair, the excised 

oligomers were isolated, labeled and imaged following the 

standard excision assay protocol. As seen in Figure 2.6 we 

were able obtain a strong excision signal from our 

damaged plasmid and cell free extract experiment. Given 

that plasmids have a known sequence, this reaction can 

therefore be used as an early spike-in for future XR-seq 

Figure 2.6: Representative 
excision assay following 
incubation of cell free 
extract with damaged DNA 
plasmid shows repair 
signal. 
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experiments whereby equal amounts of the plasmid – cell free extract reaction solution 

can be added to each sample during the TFIIH IP step and reads specific to the 

damaged plasmid can be extracted from the sequencing data and used to normalize 

reads that map to the sample genome.  

2.4 Discussion 

Overall, we tested the efficiency and reproducibility of the excision assay. We 

further broke this down to explore the reproducibility of individual steps of the excision 

assay. Based on these experiments, there appears to be substantial variability (30%) in 

the technical aspects of this protocol. Specifically, we found that cell lysis accounts for a 

considerable amount of variation in the samples. We did not specifically test the 

reproducibility of certain steps, such as phenol chloroform isolations or ethanol 

precipitations, which may also account for some of the technical dissimilarities. We also 

didn’t test the differences between batches of reagents such as terminal transferase or 

antibodies which may account for some of the differences between experiments.  The 

results remain highly variable between two biological repeats of the same cell line under 

the same damaging conditions. Thus further work needs to be done to ensure the 

experiment can be used effectively as a quantitative assay. One possible avenue for 

improvement is to identify a mechanism for normalizing the amount of sample added to 

each IP following cell lysis. This could be done by normalizing for DNA, RNA, or protein 

concentration of the solution after cell lysis. Preliminary efforts have been made to test if 

this sort of normalization could bring about more reproducible results between biological 

repeats. However splitting samples based on DNA, RNA, or protein concentration failed 

to yield results in a linear range. 
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This study demonstrated that there is high variability in the excision assay 

protocol and thus the XR-seq protocol as both methods share the same initial steps. To 

this end, it is important to have a spike in control for normalizing results and ensuring 

more quantitative results. Given the variability, it is also important that this control can 

be added in as early as possible to account for variations between samples at each 

step. To this end, we incubated cell free extract with a damaged plasmid and 

demonstrated that we could extract the excised oligomer using the excision assay 

protocol. This is important as we can now add a spike in control at the start of the IP for 

XR-seq. Once the sequencing data is back, the plasma-specific oligomers can be used 

as a normalization factor for the sample reads to determine the actual quantity of repair 

in each region. 

In conclusion, we have characterized technical variability in the excision assay 

protocol. While additional work is needed to decrease the variability, we have modified 

the protocol to include the addition of the control 50mer during the elution to account for 

some of this variation by normalizing our data to the control. We also defined a protocol 

to enable an early spike in control for XR-seq.  

  



 

39 
 

 

 

 

CHAPTER 3: GENOME-WIDE SINGLE-NUCLEOTIDE RESOLUTION OF 
OXALIPLATIN–DNA ADDUCT REPAIR IN DRUG-SENSITIVE AND -RESISTANT 

COLORECTAL CANCER CELL LINES2 

3.1 Introduction 

Platinum-based drugs are a mainstay of solid tumor treatment and are used to 

treat a wide array of tumors. Unfortunately, platinum therapy is very toxic and patients 

can experience numerous detrimental side effects including severe emesis, 

nephrotoxicity, ototoxicity, and neurotoxicity (8). Oxaliplatin is a first-line treatment for 

colorectal cancer, one of the most common forms of cancer and one of the most 

common causes of cancer related deaths worldwide (136). Despite its common use, 

approximately half of patients have tumors that are intrinsically resistant to oxaliplatin, 

and many initially sensitive cancers develop resistance. Patients with resistant tumors of 

either form endure this toxic treatment with limited or no clinical benefit (137). Thus 

defining mechanisms that lead to drug resistance is important for providing patients with 

more effective treatment options. 

Platinum-based drugs work by creating intrastrand dinucleotide adducts in DNA 

with the platinum atom covalently bound to the N7 nitrogen in adjacent guanines (5,7). 

This damage is solely repaired by nucleotide excision repair (61,63,68). Mammalian 

nucleotide excision repair initiates when the XPC, RPA, and XPA factors recognize the 

                                                           
2 This paper was previously published in the Journal of Biological Chemistry 135. Vaughn, C. M., Selby, 

C. P., Yang, Y., Hsu, D. S., and Sancar, A. (2020) Genome-wide single-nucleotide resolution of 
oxaliplatin-DNA adduct repair in drug-sensitive and -resistant colorectal cancer cell lines. The Journal of 
biological chemistry  
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damage and recruit the TFIIH complex. Next, XPC dissociates, XPF and XPG bind to 

the pre-incision complex, and then the damaged strand is cleaved on the 3′ and 5′ side 

of the damage. The excised damage-containing DNA is then released as a single 

stranded oligomer approximately 24-30 nucleotides long complexed with TFIIH and 

XPG. DNA polymerase fills in the resulting single-stranded gap, and ligation of the nick 

completes repair. Excision repair of damage in the template strand of genes can also be 

transcription-coupled (79). In this pathway, RNA polymerase II stalls at damage sites 

and recruits the transcription coupling factors, CSA and CSB, which appear to assist in 

recruitment of the excision repair factors. Repair then proceeds following the same 

mechanism as in the global repair pathway. Transcription-coupled repair ensures rapid 

removal of transcription-blocking damage, especially damage such as platinum adducts, 

which are relatively slowly repaired by global repair (43). 

Given that nucleotide excision repair is the sole repair mechanism for bulky 

intrastrand adducts, it has been widely speculated that increased repair efficiency would 

lead to platinum resistance. Many studies have explored how variation of repair at the 

sequence, expression, or functional level may correlate with response to platinum-

based drugs (91,92,95-99,102). However many of the results are not reproducible and 

are often confounded by the multiple roles of individual proteins. Thus the link between 

alterations in nucleotide excision repair and response to platinum based drugs remains 

unclear (113,114). In this study, we use novel methods to provide a comprehensive 

profile of repair efficiency for a panel of colorectal cancer cell lines that vary in 

oxaliplatin sensitivity by an order of magnitude. We find no link between sensitivity and 

repair, rather, resistant cells display diminished oxaliplatin-DNA adduct formation. 
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3.2 Methods 

3.2.1 Cell culture 

Dld1, Rko, Ls1034, Ls180, and Colo205 cell lines were purchased from 

American Type Culture Collection (ATCC). Sw480, Hct116, Ht29, Colo320hsr, and 

Ls174t cell lines were obtained from the Tissue Culture Facility at the University of 

North Carolina. All cell lines used are ATCC cell lines and were grown under the 

conditions specified on their website. Cells were split at a 1:10 ratio when they reached 

80% confluence and were never split more than 30 passages. Frozen stocks for each 

cell line were made on the second and third passages. Cell culture and drug treatments 

were conducted at 37° C in 5% CO2. 

3.2.2 Oxaliplatin survival 

All survival studies were conducted in 96-well Corning Costar plates using the 

Promega MTT assay. Cells were plated at 5,000 cells per well 24 hours prior to 

treatment with oxaliplatin. Oxaliplatin from TSZChem was first dissolved as a 6.4M 

stock in DMSO (made fresh before each biological replicate), and then diluted to a 

640μM solution using the culture media appropriate for each cell line. Serial dilutions in 

the respective culture media were performed to obtain solutions with 160 μM, 40 μM, 

10μM, and 2.5μM oxaliplatin.  Solutions were then added to the wells at a 1:10 ratio 

such that cells were ultimately treated with 64 μM, 16 μM, 4 μM, 1 μM, 0.25 μM, or 0 μM. 

For every cell line, three technical repeats of each dose were conducted for each of the 

three biological replicates. Four days after the addition of oxaliplatin to the media, MTT 

dye was added to the media. Three hours after the addition of dye, the media was 
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replaced with solubilizer solution. Dye intensity was read using a Spectra Max M3 plate 

reader and SoftMax® Pro 6 microplate reader control and data analysis software. The 

three technical repeats for each dose were averaged and normalized to the signal from 

the untreated control. Graph Pad Prism 8 software was used to plot dose response and 

to determine IC50. 

3.2.3 UV survival 

Survival following irradiation with principally 254nm UV light was conducted 

following the same protocol as oxaliplatin survival with the following exceptions. Cells 

were plated at 50,000 cells/well 24 hours prior to treatment. Immediately before UV 

irradiation, media was removed and wells were washed with PBS to eliminate any effect 

of culture media on UV treatment. Fresh media was added to each well following 

treatment. One 96 well plate was used for each UV dose (0, 5, 10, 20, 40, 80 J/m2). 

Irradiations took 80 seconds or less at the dose rate used. Survival was measured one 

day after UV treatment rather than four days. 

3.2.4 Mitomycin C and Hydrogen Peroxide Survival 

These survival assays were conducted following the same protocol as the 

oxaliplatin survival studies with the following exceptions: Mitomycin C was first diluted to 

a 5M stock in DMSO. This 5M stock was then diluted for each biological replicate using 

the appropriate culture media to make a 40μM solution and was then serially diluted to 

make solutions with 20μM, 10μM, 5μM, and 2.5μM concentrations. Hydrogen peroxide 

came as a 30% solution and was diluted to 640μM concentration in the appropriate 

culture media. Serial dilutions in media were then made to create solutions with 160 μM, 
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40 μM, 10μM, and 2.5μM. Both Mitomycin C and hydrogen peroxide solutions were 

added to wells at a 1:10 ratio yielding final concentrations of 16 μM, 4 μM, 1 μM, and 

0.25 μM. 

3.2.5 Oxaliplatin slot blot (138,139) 

Cells were plated in 100mm round dishes. Cells were treated with 200μM 

oxaliplatin for two hours once they reached ~100% confluence to eliminate damage 

level reduction due to cell divisions. After the two hour treatment period, culture media 

was changed and cells were then either washed with ice cold PBS and collected, or 

incubated for an additional 4, 10, 22, or 34 hours to allow for repair before collection. 

DNA was extracted using the QIAamp DNA mini kit. DNA was then treated with RNase 

A for one hour and purified using a QIAGEN PCR purification kit. DNA was quantified 

and diluted such that 150 ng of each DNA sample was loaded into each well of a slot 

blot apparatus for repair kinetics experiments, and 250 ng DNA was loaded into each 

well for initial damage experiments. DNA was then transferred to a membrane, and 

blots were blocked in PBS with 0.1% Tween (PBS-T) and 5% milk at 4°C overnight. The 

next day the blots were washed in PBS-T three times, and incubated in Abcam anti-

platinum damage primary antibody (AbCam, 1:10000 in PBS-T) at 4°C overnight. Blots 

were washed and incubated in GE-Healthcare anti-Rat IgG conjugated to horse radish 

peroxidase for two hours. BioRad ClarityTM Western ECL Substrates were used to 

detect signal and signal was quantified using Image Quant. DNA loading was detected 

with either an antibody against single stranded DNA or with SyberGold. For the repair 

kinetic study, two technical replicates were done for each of two biological replicates for 

each cell line. For the initial damage experiments, two technical replicates of three 
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biological repeats were conducted for each cell line. Graph Pad Prism 8 software was 

used to plot damage amount and to calculate repair values. 

3.2.6 UV slot blot 

UV slot blot was conducted following the same protocol as oxaliplatin slot blot 

with the following exceptions. Immediately before UV irradiation, media was removed 

and cells were washed with PBS. Cells were treated with 25 J/m2 and fresh media was 

added following treatment. Three biological replicates were conducted for each cell line 

tested.  

3.2.7 Excision assay (67,68) 

Cells were plated in one 150 mm round dish per dose and allowed to grow to 

~100% confluence. Immediately before UV irradiation, media was removed and cells 

were washed with PBS. Cells were then irradiated with 0, 5, 10, 25, 50, or 100 J/m2. 

Fresh media was added following irradiation, and plates were returned to the incubator 

for a three hour repair incubation. Cells were harvested in cold PBS, suspended in a 

lysis buffer without SDS, and lysed using a homogenizer. Excised oligomers were 

isolated from the soluble fraction of homogenates by XPG antibody (Santa Cruz 

Biotechnology) immunoprecipitation. During the elution of the XPG IP, “spike” control 

DNA (2 fmol) was added to each sample. The control spike DNA was an undamaged 

50-mer oligomer used to monitor subsequent DNA recovery and labeling efficiency. At 

this point samples containing control and excised DNA were extracted with phenol-

chloroform, precipitated with ethanol, labeled with 32P-cordecepin, and run on a 

sequencing gel. The gels were exposed to a phosphoimager screen and imaged with 
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the Typhoon detection system. Signal was measured using ImageJ software. Graph 

Pad Prism 8 software was used to plot excised oligo amount and to calculate repair 

values. At least four biological replicates were conducted for each cell line tested. 

3.2.8 XR-Seq (19,82) 

Cells were plated in 150 mm round dishes and allowed to grow to ~100% 

confluence. The number of plates needed varied by cell line. They were then exposed 

to 200μM oxaliplatin for two hours and then they were washed with cold PBS and 

collected. Cells were suspended in a lysis buffer without SDS and lysed using a 

homogenizer. Excised oligomers were isolated from the soluble fraction of 

homogenates by XPG antibody (Santa Cruz Biotechnology) immunoprecipitation. The 

oligomers were then eluted, purified, annealed, and ligated to adaptors. A second IP for 

platinum damage was then performed to further purify the excised oligomers. The 

platinum damage was then reversed with sodium cyanide. PCR amplification (15 cycles 

or fewer) and gel purification were then conducted and samples were sequenced using 

NextGen sequencing. XR-seq was conducted for two biological replicates for all cell 

lines except Colo320hsr and Ls174t for a total of 18 libraries. Sequences were aligned 

to the hg38_UCSC genome and read counts per gene were determined. Each sample 

had at least 6.8 million unique mapped reads. Repair patterns were visualized using the 

Integrated Genome Viewer from the Broad Institute. Average repair patterns for a unit 

gene was determined and plotted as described (139,140). Repair read counts from the 

transcribed strands of genes were analyzed with the DESeq2 package in R to 

determine genes with significant differential repair. GSEA software from the Broad 
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Institute and STRING (SIB, CPR, and EMBL) were used to determine enriched 

processes for differentially repaired genes. 

3.3 Results 

3.1.1 Identification of oxaliplatin sensitive and oxaliplatin resistant cell lines. 

To study whether nucleotide excision repair efficiency is a determinant of 

oxaliplatin sensitivity, we used a panel of 10 colorectal cancer cell lines. We first tested 

their sensitivity to killing by oxaliplatin using the MTT cell viability assay. We treated 

each cell line with oxaliplatin concentrations varying from 0μM to 64μM and tested 

survival four days later. Dose response curves clearly identified three resistant cell lines 

and seven sensitive cell lines (Figure 3.1A). IC50 values for each cell line are shown in 

Figure 3.1B. Cell line characteristics, including key driver mutations and source 

information are summarized in Appendix 1 (141,142). 

 

Figure 3.1: Defining a panel of oxaliplatin-sensitive and oxaliplatin-resistant colorectal cancer 
cell lines. Ten colorectal cancer cell lines were tested using an MTT assay. Oxaliplatin was 
added to media at concentrations ranging from 0.25μM to 64μM. Four days following addition 
of oxaliplatin, survival was measured and normalized to an untreated control. (A) Oxaliplatin 
dose response curves identified seven oxaliplatin-sensitive cell lines (green) and three 
oxaliplatin-resistant cell lines (red). (B) The IC50 for each cell line was calculated using 
PRISM. 
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3.3.2 Oxaliplatin repair kinetics are similar between oxaliplatin-sensitive and -

resistant cell lines  

To evaluate repair efficiency in the sensitive and resistant cell lines, we first 

examined rates of oxaliplatin removal from the genome using slot blot assays. Each cell 

line was incubated with 200 uM oxaliplatin for two hours, an early damage formation 

time point, while still allowing for measurable damage levels (143). Then, fresh media 

was added and cells were incubated for an additional 0 to 34 hours. The results in 

Figure 3.2A show loss of oxaliplatin from the genome with time in a representative 

sensitive (Colo205) and resistant (Dld1) cell line. Damage levels were quantified by first 

normalizing the signal intensity of each damage band to its respective total amount of 

DNA (detected by SyberGold staining), and then calculating the fraction of damage 

remaining at each time point compared to 2 hours. Average values for all sensitive and 

all resistant cell lines are plotted in Figure 3.2B. The time for 50% of the peak initial 

damage to be repaired (Repair50) is listed for each cell line in Appendix 2. Sensitive 

and resistant lines show very similar repair rates, indicating that faster DNA damage 

repair is not a necessary component of oxaliplatin resistance.  
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Figure 3.2: Oxaliplatin repair and damage formation. (A)   Repair kinetics in oxaliplatin-
sensitive and -resistant cell lines. Representative slot blot shows loss of damage from the 
genome with time following 2 hours of treatment of a sensitive cell line (Colo205) and a 
resistant cell line (Dld1) with 200μM oxaliplatin. Probing with anti-platinum-DNA adduct 
antibody (left) reveals the genomic DNA damage levels, and subsequent SyberGold staining 
of the same blot (right) shows the total amount of DNA blotted onto the membrane through 
each slot. (B)  Average values for repair in the three sensitive and two resistant cell lines 
assayed are plotted and show no significant difference in repair rate. Two technical replicates 
of two biological replicates were done for each cell line. (C)  Representative slot blot showing 
damage level following 2 hours exposure of the oxaliplatin-resistant (red) and -sensitive 
(green) cell lines to oxaliplatin. Probing with anti-ssDNA reveals the total amount of DNA on 
the membrane. (D)  A plot of average initial damage levels for three resistant cell lines (red) 
and seven sensitive cell lines (green) shows a significant difference (p=0.008, Welch’s t-test) 
between the two groups, indicating that a lower initial damage level correlates with resistance. 
(E)  A trend line fitting the IC50 values (x-axis) and normalized initial damage levels (y-axis) is 
plotted. A significant (Pearson’s correlation, p=0.046), inverse correlation again indicates that 
lower initial damage levels correlate with resistance. 
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3.3.3 Initial damage differs significantly between sensitive and resistant cell lines 

Inspection of the oxaliplatin repair slot blots such as in Figure 2A suggested 

uneven levels of initial damage among the cell lines. Oxaliplatin treatment is known to 

be influenced by factors such as drug influx, efflux, and neutralization (144-146). We 

therefore systematically compared the amount of initial damage incurred following 

treatment of each cell line with 200 uM oxaliplatin for 2 hours. The results in Figure 3.2C 

and Table S2 reveal substantial variations in initial damage levels. The average initial 

damage level was lower in resistant cells, as shown in Figure 3.2D, furthermore, a 

significant, inverse correlation was found between oxaliplatin IC50 and initial damage 

level using a Pearson’s correlation test (Figure 3.2E). This association, while not 

perfect, indicates that initial damage levels contribute to cellular sensitivity. Damage 

levels were consistently low in the resistant lines. However, variability was seen among 

the sensitive lines. Several possible scenarios could explain the sensitive lines with 

relatively low initial damage, notably, it is possible that these two lines (Colo320hsr and 

Ls1034) have repair deficiencies not detected by the slot blot assay or other alterations 

in DNA metabolism.  

3.3.4 Oxaliplatin-sensitive and -resistant cell lines have similar repair responses 

to UV irradiation. 

We next evaluated the role of repair on oxaliplatin sensitivity employing means to 

avoid the confounding factors of drug treatment mentioned above. Unlike platinum-

based drugs, UV irradiation rapidly and uniformly induces the intrastrand DNA diadducts 

cyclobutane pyrimidine dimers (CPDs) and 6-4 pyrimidine-pyrimidone photoproducts (6-

4 PPs) that, like platinum-induced bulky adducts, are solely repaired by nucleotide 
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excision repair. CPDs, the predominant photoproduct, are similar to platinum adducts in 

that they are relatively poorly recognized and slowly repaired by the global excision 

repair pathway, while 6-4 PPs are more rapidly repaired (61). We measured the repair 

of UV photoproducts in our cell lines to provide a more well-controlled assessment of 

repair efficiency. 

We first measured survival in response to UV treatment. The results in Figure 

3.3A and UV IC50 values in Table S2 show that while there is some variation in UV 

survival among cell lines, overall UV sensitivity is similar among cell lines, in contrast to 

the order of magnitude differences in sensitivity to oxaliplatin (Figure 3.1A). Thus 

oxaliplatin resistance is not associated with a more resilient response to intrastrand 

adducts either by increased repair or decreased apoptotic signaling in response to 

similar initial damage levels. 

We then characterized UV repair using slot blot assays to measure removal of 

CPD adducts from the genome. Results obtained with representative oxaliplatin -

sensitive (Ls1034) and -resistant (Rko) cell lines are shown in Figure 3.3B, and average 

values for the three sensitive and two resistant lines tested are shown in Figure 3.3C 

(individual cell line UV Repair50 values are listed in Table S2). CPDs were removed 

from the genome at the same rate in sensitive and resistant cell lines.  

We next used excision assays to measure the amount of excised oligomer 

present in cells three hours following varying doses of UV irradiation. The excision 

assay uses an XPG immunoprecipitation to capture the excised, damage-containing 

oligomers. The oligomers are isolated, purified, labeled, and resolved on a gel. The 

intensity of the oligomer bands can be quantified by normalizing to a known 
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concentration of spiked in control DNA (50mer, Figure 3.3D). The amount of excision 

product present at any given time reflects both the rate of oligomer release and 

concurrent degradation. Excision in representative sensitive (Hct116) and resistant 

(Sw480) cell lines are shown in Figure 3D, and the UV dose required to obtain 50% 

maximum repair for each cell line is listed in Table S2. Average values for the three 

oxaliplatin -resistant cell lines and four -sensitive cell lines tested show no difference in 

UV photoproduct excision as a function of dose (Figure 3.3E). These experiments 

further support the finding that improved nucleotide excision repair is not a necessary 

component of oxaliplatin resistance. 
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3.3.5 Oxaliplatin-sensitive and oxaliplatin-resistant cell lines have similar 

genome-wide repair patterns. 

While overall repair rates, measured by slot blot and excision assays do not differ 

between oxaliplatin sensitive and oxaliplatin resistant cell lines, we hypothesized that 

resistant cell lines may, to their benefit, prioritize repair of certain genomic regions 

differently from sensitive cell lines. To test this hypothesis we used XR-seq after treating 

the cells with 200μM oxaliplatin for two hours (19,82). In XR-seq, the damage-

containing oligomers excised during repair are isolated and purified by sequential 

immunoprecipitations, first using repair protein antibodies, and then using platinum 

damage antibodies. The damage is then reversed and the oligomers are amplified by 

PCR, and sequenced. The oligomer sequences are then aligned to the genome. The 

result is a nucleotide level map of repair throughout the genome. The screenshot in 

Figure 3.4A shows XR-seq results for a representative 250,000 Kbp section of the 

Figure 3.3: Repair of UV damage in oxaliplatin-sensitive and -resistant cell lines. UV creates 
intrastrand adducts that, like platinum intrastrand adducts, are solely removed by nucleotide 
excision repair. UV damage, however, is not influenced by drug influx, efflux, or neutralizing 
mechanisms which influence response to platinum drugs. (A) UV survival dose response 
curves for all cell lines fail to recapitulate the sensitive and resistant grouping seen with 
oxaliplatin survival curves. This indicates that the sensitive/resistant status of each cell line is 
not based on repair of intrastrand diadducts. (B) Representative slot blots (n=3 blots per cell 
line) measuring UV-induced CPD damage levels over time are shown for a representative 
oxaliplatin-sensitive cell line (Ls1034) and a representative oxaliplatin resistant cell line (RKO). 
Blots were probed first with anti-CPD antibody to measure damage (left), stripped, then probed 
with anti-ssDNA antibody (right) to measure the amount of DNA on the membrane. (C) 
Average damage levels, normalized to initial damage, of two oxaliplatin-resistant cell lines 
(red) and three oxaliplatin-sensitive cell lines (green) are plotted as a function of repair time. 
No difference in UV repair rate is seen between the oxaliplatin-sensitive and oxaliplatin-
resistant cell lines. (D) A representative excision assay shows similar amounts of excision 
product following varying doses of UV in both a representative oxaliplatin-sensitive cell line 
(Hct116) and a representative resistant cell line (Sw480). (E) The average amount of excision 
product, measured as femto-mol of excised oligo, in oxaliplatin-sensitive cell lines (green, n=4 
repeats) and oxaliplatin-resistant cell lines (red, n=3 repeats) are plotted as a function of UV 
dose. No significant difference in amount of repair is seen between sensitive and resistant cell 
lines. 
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genome.  This section contains the Dhfr and Msh3 genes, which are transcribed in 

opposite directions. Repair in each strand (plus and minus) of a representative resistant 

(Dld1, red) and sensitive (Ls180, green) cell line is shown. Excised oligo reads per 

kilobase per million total reads (RPKM, y-axis) are represented as peaks across the 

gene and indicate the number of excision products found at a given location. Clearly 

evident in the screenshot is preferential, transcription-coupled repair of the transcribed 

strand (TS) of the Dhfr and Msh3 genes in both cell lines. We quantified the RPKM for 

both strands of each gene, then averaged the repair values for all sensitive and all 

resistant cell lines, and found no difference in strand-specific repair levels at any 

significance threshold (Figure 3.4B).  

To compare transcription coupled repair in all genes and cell lines, we first 

constructed a “unit gene” for all ten cell lines (n=2 for all cell lines except n=1 for Ls174t 

and Colo320hsr). The unit gene illustrates the average repair of each gene in a cell line. 

To do this, for each cell line, results for all non-overlapping genes over 1kbp were 

divided into 100 bins, and the repair level for each bin was averaged from the first bin at 

the transcription start site (TSS) to the last bin at the transcription end site (TES). 

Average repair 2 Kbp upstream and downstream was also determined for each unit 

gene. Next, repair across the sensitive and resistant cell lines were averaged. The 

average unit gene repair profiles in Figure 3.4C are similar to profiles seen in other 

human cell types, and in cells of other species, which show elevated TS repair which 

peaks near the TSS, and largely depressed non-transcribed strand (NTS) repair which 

peaks immediately upstream of the TSS and results from antisense transcription at the 

promoter (19,139,140,147,148). Figure 3.4C shows that overall, there is no difference in 



 

55 
 

amount or pattern of gene-specific repair between oxaliplatin-sensitive and oxaliplatin-

resistant cell lines. This indicates that the levels of transcription coupled repair are 

similar in both groups. These analyses extend our observation that repair efficiency is 

not an essential component of oxaliplatin resistance.  
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3.3.6 Differences in gene expression in oxaliplatin-sensitive and oxaliplatin-

resistant cell lines indicate a role for membrane transport in oxaliplatin-

resistance. 

While overall, average transcription-coupled repair of all genes showed no 

difference in sensitive versus resistant cell lines (Figure 3.4), we extended our analysis 

to detect possible differences in transcription coupled repair within individual genes. To 

do this, we used the RPKM values for the TS of each gene, which reflects each gene’s 

transcription-coupled repair level and thus gene expression level. Focusing first on 

individual repair genes, as shown in Figure 3.5A, we found comparable levels of 

expression in sensitive and resistant cell lines, with the exception of XPF which, despite 

claims that XPF upregulation correlates with platinum resistance (149), displayed higher 

expression in sensitive cell lines than in resistant lines. We next tested the copper efflux 

(ATP7A, ATP7B) and influx channels (SLC31A1, SLC31A2) that have been strongly 

implicated in platinum resistance (150-152). No difference in expression of these 

transporter genes was detected with the possible exception of SLC31A1. Repair of the 

TS of SLC31A1 was lower in resistant lines at a p value of 0.015 (Welch’s t-test, Figure 

Figure 3.4: Oxaliplatin-sensitive and -resistant cell lines show similar genome wide repair 
patterns. Repair maps were created for all cell lines using XR-seq after two hours of treatment 
with 200μM oxaliplatin (2 biological replicates for all cell lines except Ls174t and Colo320hsr). 
(A) Representative genes, DHFR and MSH3, show similar repair levels and patterns in 
sensitive (green, Ls180) and resistant (red, DLD1) cell lines. Both genes have strong 
transcription coupled repair as indicated by the stronger repair signal seen in the transcribed 
strand (TS) compared to the non-transcribed strand (NTS). The minus strand is the TS in Msh3 
and the plus strand is the TS in Dhfr. (B) Average RPKM for the TS and NTS of DHFR and 
MSH3 from all XR-seq experiments show similar repair levels between all sensitive (green) 
and all resistant (red) cell lines. (C) Average RPKM of all resistant cell lines (red) and all 
sensitive cell lines (green) for all genes over 1kbp with ≥5kbp between genes are plotted for 
the TS and NTS, scaled to a ‘unit gene’. Each gene is split into 100 bins to create the X- axis, 
and the average bin values for all genes are plotted as RPKM. TSS-transcription start site, 
TES-transcription end site. No significant difference is seen in repair pattern or in level of 
transcription coupled repair. 
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3.5B), although the association between SLC31A1 and DNA damage in the ten cell 

lines was not significant (Pearson’s correlation test, Figure 3.5C). 
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The above comparisons of TS repair, done on a gene-by-gene basis, were 

extended to compare expression of all genes in sensitive versus resistant cell lines 

using the DESeq2 analysis package (153). Among the approximately 30,000 genes 

analyzed, we identified 1122 differentially repaired genes with an adjusted p-value less 

than 0.05 (Figure 3.6A). 417 of these genes had higher repair levels in resistant cell 

lines compared to sensitive cell lines and 705 of the genes had higher repair levels in 

sensitive cell lines compared to resistant cell lines (Figure 3.6B).  One or more of these 

genes, listed in Appendix 3, could be involved in processes such as oxaliplatin 

transport, stability, or processing. 

Figure 3.5:  Transcription-coupled repair in select repair genes and transporter genes. Average 

RPKM for transcribed and non-transcribed strands for all sensitive and all resistant cell lines 

for (A) genes encoding repair proteins and (B) genes encoding copper transporters implicated 

in platinum influx (SLC31A1, SLC31A2) and efflux (ATP7A, ATP7B). In most genes, active 

transcription is evident from higher repair in the TS versus the NTS, except in some cases 

where high error in the NTS may obscure the signal (XPD, ATP7B). With the exceptions of 

XPF (Welch’s t-test, p=0.0005) and SLC31A1 (Welch’s t-test, p=.015), there are no significant 

differences between sensitive and resistant cell lines. Results for ERCC1 are confounded by 

overlapping genes (not shown). (C) Comparison of initial oxaliplatin damage (x-axis) and TS 

repair in SLC31A1 (y-axis) shows an apparently weak but not significant correlation (Pearson’s 

correlation, p= 0.284). 
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Figure 3.6:  Genes differentially expressed in sensitive versus resistant cells. Oxaliplatin-
resistant cells show enrichment for membrane components and transport in resistant cells, 
and sensitive cells exhibit enrichment for metabolic processes. (A) MAplot of genes shows that 
a small fraction of genes are significantly differentially repaired (expressed) between sensitive 
and resistant cell lines. For each gene (plotted as a dot), the difference between sensitive and 
resistant cell lines (log fold change) is plotted over the average counts across all samples 
(mean of normalized counts). Genes exhibiting significantly different repair (expression) are 
plotted in purple (padj<0.05) (B) Heatmap of the genes repaired differentially in sensitive 
(green band) versus resistant (red band) cell lines. Yellow lines indicate higher expression 
while blue lines indicate lower expression. 417 genes were found to have significantly higher 
repair in resistant cell lines while 705 genes were found to have significantly higher repair in 
sensitive cell lines. R1 and R2 denote repeats for each cell line. (C). Gene set enrichment 
analysis of the differentially repaired genes showed enrichment of membrane transport 
pathways in resistant cell lines (FDR q-value <25%). The top 10 most significantly enriched 
pathways are shown, additional pathways are in Table S1. No significantly enriched pathways 
(FDR q-value <25%) were identified from the genes upregulated in sensitive cell lines (Table 
S2). Size= number of genes from our input in the pathway, NES = Normalized enrichment 
score, the quantification of the overrepresentation of a gene set in the top or bottom of a ranked 
list of genes normalized for all dataset permutations; FDR= False discovery rate, the probability 
a NES score is a false positive finding(3) 
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It is possible that resistance is determined by the outcome of several of the 1122 

differentially expressed genes acting in a related manner, for example having related 

functions, cellular locations, or regulation. We tested this supposition by applying gene 

set enrichment analysis (GSEA) of the 1122 genes. In agreement with other studies 

(144,154), our analysis found that oxaliplatin-resistant cells were enriched in gene sets 

including membrane transporters and channels, and their regulators, at a false 

discovery rate q-value of under 25% indicative of a low chance that these findings are 

false positives (Appendix 4)(3). Transport processes and plasma membrane 

components were also identified as significantly upregulated in resistant cells using the 

publically available STRING database pathway analysis software (155). Among 

oxaliplatin-sensitive cell lines, enrichment of the cell cycle and metabolism gene sets 

was the strongest; however, none of these were below a 25% false discovery rate 

(Appendix 5). 

We were particularly interested in understanding why the Ls1034 and 

Colo320hsr cell lines were sensitive even though they displayed relatively low initial 

damage. To this end, we first compared gene expression (as transcribed strand repair 

level) in these two lines with expression in the other sensitive lines (that exhibited high 

levels of oxaliplatin damage) by analyzing with DESeq2.  4117 differentially expressed 

genes were identified. Comparison of gene expression in Ls1034 and Colo320hsr with 

the resistant cells lines revealed 3603 differentially expressed genes. It is possible that 

one or more genes in these two sets contribute to relatively high toxicity of low levels of 

oxaliplatin-DNA damage. Inspection of these two data sets, focusing on the most 

differentially expressed genes yielded some provocative candidates. For example, 
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compared to resistant cell lines, low-damage sensitive lines have 5.5x higher 

expression of Colon Cancer Associated Transcript 2 (CCAT2). CCAT2 is expressed at 

higher levels in colorectal tumor tissue compared to adjacent healthy tissue, and 

promotes cancer cell proliferation by downregulating expression of the micro RNA-145 

tumor suppressor. It is linked to clinical outcome, (156-159) and a functional SNP in 

CCAT2 has been shown to correlate with improved response to oxaliplatin (160). Thus 

CCAT2 may be an important factor in activating cell death in response to low initial 

oxaliplatin damage levels. We found other cancer associated non-coding RNAs among 

the top upregulated genes in low damage sensitive cell lines compared to resistant cell 

lines (CCAT2 and CASC8) and compared to high-damage sensitive lines (CASC11, 

CASC8, and PCAT1), supporting a possible role for regulatory RNAs in oxaliplatin 

response (Figure 3.7) as previously described (161). GSEA and STRING analysis of the 

two differentially expressed gene data sets did not yield any sets of genes associated 

with resistance.  
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Figure 3.7: Average repair (y-axis) in TS and NTS of non-coding RNAs that are upregulated in 

low damage sensitive cell lines compared to (A) resistant cell lines, (B) high damage sensitive 

cell lines, or (C) both resistant and high damage sensitive cell lines.  
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3.3.7 Oxaliplatin-sensitive and –resistant cell lines have similar responses to 

mitomycin C and hydrogen peroxide. 

In addition to forming intrastrand diadducts, platinum-based drugs induce very 

low levels of interstrand crosslinks, and it has been proposed that these crosslinks 

contribute to sensitivity (162). To examine the sensitivity of our cell lines to this type of 

DNA damage, we treated them with mitomycin C, an interstrand crosslinker, and 

measured cell viability four days later (Figure 3.8A, Table S2). No significant correlation 

was found between oxaliplatin IC50 and mitomycin C IC50, suggesting that enhanced 

repair of interstrand crosslinks is not a common pathway in oxaliplatin resistance. 

Results also show that the two oxaliplatin-sensitive lines (Colo320hsr and Ls1034) that 

exhibited relatively low levels of oxaliplatin damage are not hypersensitive to mitomycin 

C, therefore, their sensitivity is unlikely due to deficient crosslink repair. 

Platinating drugs may also induce reactive oxygen species that damage DNA 

(163). To test if oxaliplatin response correlates with response to this damage type, we 

treated our cell lines with hydrogen peroxide and measured viability four days later 

(Figure 3.8B, Table S2). While two of the three oxaliplatin-resistant cell lines were more 

resistant to reactive oxygen damage, the third was quite sensitive and thus there was 

no significant correlation between oxaliplatin IC50 and hydrogen peroxide IC50, 

suggesting that enhanced repair of reactive oxygen-mediated oxaliplatin damage is not 

a common pathway for resistance. Again, the Colo320hsr and Ls1034 lines were not 

hypersensitive to hydrogen peroxide and therefore their apparent high sensitivity to 

oxaliplatin is probably not due to inadequate repair of oxidative damage produced by 

oxaliplatin.  
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3.4 Discussion 

Enhanced excision repair capacity has been proposed as a contributing factor in 

cellular resistance to platinating anticancer drugs; however the current data to support 

this notion are inconsistent and fail to address confounding factors (91,92,95-

99,102,113,114). To our knowledge, ours is the most comprehensive study to address 

this issue, compounding multiple novel methods to create the most complete 

characterization of nucleotide excision repair in cancer cell lines. Notably, this is the first 

time excision repair maps have been generated to study drug response. This is also 

one of the first studies to measure the repair response to UV in the context of platinum 

resistance allowing us to control for confounding factors such as drug transport and 

additional damage types. We analyzed the excision repair capacity of seven oxaliplatin-

sensitive and three oxaliplatin-resistant colorectal cancer cell lines. IC50 values for 

these lines varied by an order of magnitude, yet the measures of repair that we 

Figure 3.8: Oxaliplatin sensitivity does not correlate with response to interstrand crosslinks or 
reactive oxygen species. (A) To test if cell line sensitivity is associated with repair of the low 
level of interstrand crosslinks produced by oxaliplatin, cells were exposed to the interstrand 
cross-linker Mitomycin C. Mitomycin C dose response curves fail to recapitulate the sensitive 
and resistant groups seen with oxaliplatin dose response curves (Figure 1A). (B) Oxaliplatin 
also induces reactive oxygen species. To test if oxaliplatin response may be due to reactive 
oxygen damage, cells were treated with hydrogen peroxide. Dose response curves fail to 
recapitulate the sensitive and resistant groups shown in the oxaliplatin dose response curves. 
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employed revealed no consistent association between resistance and repair. Repair 

measurements included slot blot assays to detect removal of both oxaliplatin and UV 

photoproducts from the genomes of each line. UV photoproduct repair was also 

measured among cell lines by excision assay, which detects the relative repair rate at 

the time sampled, as opposed to the slot blot assay, which detects cumulative repair at 

each time sampled. Oxaliplatin is known to produce interstrand crosslinks at a low level, 

and also may damage cells by producing reactive oxygen species (162,163). We tested 

response to UV, the interstrand crosslinking agent mitomycin C, and hydrogen peroxide 

and found that oxaliplatin response does not significantly correlate with response to any 

individual damage type. Finally, we assayed repair by XR-seq to detect how the 

different cell lines prioritize repair across the genome. Overall, repair patterns were the 

same in all cell lines. Interestingly, transcription-coupled repair in a small set of genes 

varied consistently between sensitive and resistant lines. However, these differences 

reflect differences in transcription, not repair per se. Our consistent finding that repair 

differences cannot account for differences in oxaliplatin response in our cell lines is 

further supported by our XR-seq analysis which showed no increased expression of 

repair genes in resistant cell lines.  

Platinating anticancer drugs kill cells by binding to DNA. In light of our results 

showing that differences in DNA repair do not account for the cellular resistance we 

observed, it makes sense that this resistance is related to lower net influx of drug, as 

has been found in other studies and now is strongly supported by this study (143,164-

166). Low initial platinum levels in resistant cells are thought to arise from reduced influx 

and/or increased efflux of drug, and several membrane proteins have been implicated in 
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transmembrane transport of platinum drugs (150-152). Analysis of gene expression 

based upon our XR-seq data support a role for one of these proteins, CTR1 (encoded 

by SLC31A1), which transports copper into the cell and was downregulated in our 

resistant cells. Interestingly, our data did not support a role for the other three candidate 

transport proteins, rather, our data identified a novel set of membrane proteins as 

candidates for future study. Identifying whether any of these factors contribute to 

oxaliplatin resistance could improve treatment options for patients. For example, co-

treatment of oxaliplatin with an inhibitor to an upregulated oxaliplatin efflux pump could 

in theory render resistant cells sensitive again.  

While the initial level of DNA damage is a major determinant of oxaliplatin 

sensitivity, however, other factors may also contribute. Notably, sensitive lines 

demonstrated a relatively wide range of initial damage and two of these lines 

demonstrated relatively low levels of initial damage. Analysis of our XR-seq data 

identified several factors including cancer-associated non-coding RNAs that may 

contribute to the high sensitivity of these two cell lines to relatively low levels of damage. 

Our data showed a wide range in response of cell lines to mitomycin C and 

peroxide, and it is possible that enhanced repair of interstrand crosslinks and oxygen-

mediated damage have a modest role in resistance to oxaliplatin in some cell lines. If 

enhanced repair of DNA crosslinks or oxygen-mediated damage by oxaliplatin were to 

substantially increase resistance, then we would have observed resistant cells that 

demonstrate high levels of oxaliplatin damage. This was not observed. None of our cell 

lines showed both high resistance and high damage. Conversely, the two sensitive cell 

lines that exhibited relatively low levels of oxaliplatin were not hypersensitive to 
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mitomycin C or hydrogen peroxide suggesting no substantial role of crosslink or 

oxidative damage repair in the sensitivity of these cells. 

Overall, we characterized a panel of colorectal cancer cell lines to provide the 

most holistic view of the role of nucleotide excision repair in oxaliplatin resistance 

possible with current methods. All of our results support the conclusion that repair is not 

a necessary determinant of oxaliplatin resistance. We also show that damage levels 

play a major role in determining oxaliplatin treatment outcome in our cell lines; however, 

damage levels do not completely predict sensitivity. Additional studies are needed to 

determine the factors that both lead to and mitigate initial damage formation and their 

roles in oxaliplatin response. Our repair sequencing datasets provide a starting point to 

identify these factors. 
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CHAPTER 4: AMPLIFIED REGION OF CHROMOSOME 8Q24.21 FOUND IN 

OXALIPLATIN SENSITIVE CELL LINES WITH LOW INITIAL DAMAGE LEVELS 

4.1 Introduction 

Colorectal cancer is a leading cause of cancer incidence and cancer-related 

deaths worldwide (136). Oxaliplatin, a third generation platinum-based chemotherapy, is 

a first line treatment for colorectal cancer and works by inducing guanine-guanine 

dinucleotide DNA adducts (5,7,8). Unfortunately, approximately half of all patients 

receiving this treatment will have tumors that are either intrinsically resistant or that 

develop resistance over the course of treatment (137). There are many proposed 

mechanisms of resistance to oxaliplatin; notable mechanisms include decreased drug 

influx, increased drug efflux, impaired drug activation, repair of oxaliplatin-induced DNA 

damage, and variations in pathway activation in response to this damage (92,144-146). 

Determining ways to re-sensitize resistant tumors could provide more treatment options 

and, theoretically, better patient outcomes. 

We previously characterized response to oxaliplatin in ten colorectal cancer cell 

lines and identified three resistant cell lines and seven sensitive cell lines (134). Given 

that oxaliplatin induced guanine-guanine dinucleotide adducts are solely repaired by 

nucleotide excision repair (61,63), we tested nucleotide excision repair efficiency in 

these cell lines. For nucleotide excision repair to occur, bulky DNA adducts are 

recognized, then repair factors are recruited, next single stranded incisions are made on 

both the 5′ and 3′ end of the damage, the single stranded DNA fragment containing the 
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damage (excised oligomer) is then released in complex with repair factors, and the 

remaining gap in the DNA is re-synthesized and ligated (61,63,68).  This process can 

occur in a transcription-coupled manner, where stalled RNA polymerase recruits repair 

factors, or in a global repair manner where damage is recognized independent of 

transcription (79). To characterize nucleotide excision repair in the colorectal cancer cell 

lines, we measured repair rate via slot blot (138,139), repair amount via excision assay 

(67,68), a method that involves capturing, labeling, and imaging the excised oligomer, 

and by excision repair sequencing (XR-seq) (19,81,82), a method by which the excised 

oligomer is captured, purified, sequenced, and aligned back to the genome to provide 

single nucleotide resolution of repair throughout the genome. We determined that there 

was no measurable difference in repair efficiency, by rate, amount, or pattern, between 

sensitive and resistant cell lines (134).  

Damage recognition is the rate limiting step of nucleotide excision repair as most 

adducts only lead to minor changes in DNA structure (43,167-169). Thus repair of 

platinum damage occurs primarily through transcription coupled repair as the damage is 

not as well recognized without stalled RNA polymerase. Because of this, our previous 

analysis focused mainly on transcribed regions of the genome. However this approach 

leaves a significant portion of the genome unstudied. Furthermore, these unstudied 

regions contain regulatory elements that influence the transcriptional profile of each cell 

line thus unrepaired damage could lead to dramatic changes in the cell (170). To 

address this gap in our analysis, we created a novel analysis pipeline to identify 

differential repair in intergenic regions between cell lines. 
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While we saw no difference in nucleotide excision repair efficiency between the 

cell lines, we did see a significant difference in initial damage. Oxaliplatin resistant 

colorectal cancer cell lines exhibited significantly lower levels of oxaliplatin induced DNA 

damage two hours following addition of oxaliplatin to the media when compared to 

oxaliplatin sensitive cell lines. Interestingly, oxaliplatin sensitive cell lines exhibited more 

variable initial damage levels. Most notably, two of the sensitive cell lines exhibited 

similar initial damage levels to the oxaliplatin resistant cell lines indicating that low initial 

damage levels are not sufficient to confer resistance (134). In this report, we aimed to 

determine possible factors that contribute to cell death in oxaliplatin sensitive cell lines 

with lower initial damage levels using our novel pipeline.  

4.2 Methods 

4.2.1 Oxaliplatin slot blot (138,139): 

Cells were plated in 100mm round dishes. Cells were treated with 200μM 

oxaliplatin once they reached ~100% confluence to eliminate damage level reduction 

due to cell divisions. Cells were collected at 2, 6, 12, 24, or 36 hours post addition of 

oxaliplatin to each plate. After collection, cells were washed with ice cold PBS and 

collected. DNA was extracted using the QIAamp DNA mini kit. DNA was then treated 

with RNase A for one hour and purified using a QIAGEN PCR purification kit. DNA was 

quantified and diluted such that 150 ng of each DNA sample was loaded into each well 

of a slot blot apparatus. DNA was then transferred to a membrane, and blots were 

blocked in PBS with 0.1% Tween (PBS-T) and 5% milk at 4°C overnight. The next day 

the blots were washed in PBS-T three times, and incubated in Abcam anti-platinum 

damage primary antibody (AbCam, 1:10000 in PBS-T) at 4°C overnight. Blots were 
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washed and incubated in GE-Healthcare anti-Rat IgG conjugated to horse radish 

peroxidase for two hours. BioRad ClarityTM Western ECL Substrates were used to 

detect signal and signal was quantified using Image Quant. Graph Pad Prism 8 software 

was used to plot damage amount and to calculate repair values. 

4.2.2 Binned genome analysis 

To test repair in intergenic regions, we used our previously published XR-seq 

datasets (134). To compare repair in intergenic regions, the hg38 genome was binned 

into 10kbp windows using the makewindows function in bedtools. This was stored as a 

.bed file and transcribed regions (also stored as a .bed file) were removed from these 

windows using the subtract function in bedtools. Next, counts per window for each 

sample were determined using the multicov function in bedtools with the bam files for 

each XR-seq datasets as the input files.  

bedtools makewindows -g hg38.chrom.sizes -w 10000 > hg38.10K.windows.bed 

bedtools subtract -a hg38.10K.windows.bed -b 

plusStrandTranscribedRegion.bed > BinsNoPlusTS.bed 

bedtools subtract -a BinsNoPlusTS.bed -b minusStrandTranscribedRegion.bed > 

BinsNoTS.bed 

bedtools multicov -bams <input1.bam, input2.bam …> -bed BinsNoTS.bed > 

BinCounts.txt 

This analysis produces a matrix with columns for the chromosome, the bin start 

site, and the bin end site followed by columns with the number of repair reads in that 
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window for each sample. This data was then used as input for the DESeq2 package in 

R which determines which bins have significantly different repair levels between two 

groups defined by the user. 

4.2.3 Quantitative polymerase chain reaction (qPCR) 

Primers were designed on the Primer3 website (http://bioinfo.ut.ee/primer3-

0.4.0/) and confirmed with serial cloner software for two control DNA segments on either 

side of our region of interest and three DNA segments within the region of interest. DNA 

was extracted for three biological replicates for each cell line using the QIAamp DNA 

mini kit. DNA was then treated for one hour with RNase A and purified using a QIAGEN 

PCR purification kit. 875 picograms of DNA were used for each RT-qPCR reaction. 

Reactions were conducted on a QuantStudioTM 6 Flex Real-Time PCR System using 

iTaq™ Universal SYBR® Green Supermix from Bio-Rad.  The 2-ΔΔCT values were 

calculated for each biological replicate of each cell line. To start the two technical 

replicates for each condition were averaged together. Next the CT values for the three 

sections within the region of interest were averaged together and the CT values for the 

two control regions were averaged together for each biological replicate of each cell 

line. The difference between the amplified region and the control segments were then 

determined and this value was compared to the difference found for Hct116 (set as the 

control cell line as it had the median CT value for the amplified region in the non-low 

damage sensitive cell lines). Finally 2 was raised to the negative of this value. Graph 

Pad Prism 8 software was used to visualize the data. 

 

http://bioinfo.ut.ee/primer3-0.4.0/
http://bioinfo.ut.ee/primer3-0.4.0/
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4.2.4 Polymerase chain reaction  

To confirm the results from the qPCR, PCR and gel electrophoresis were run to 

visualize the difference in DNA amount of the region of interest. Template DNA was the 

same as in the qPCR reactions. The PCR reaction was conducted using the Thermo 

Scientific Maxima Hot Start Green PCR reagent and protocol. Following PCR 

amplification, samples were run on an agarose gel containing ethidium bromide. The gel 

was imaged using a BioRad ChemiDoc XRS+ Imaging System and band intensity was 

quantified using Image Quant software. Graph Pad Prism 8 software was used to 

visualize the data. 

4.3 Results 

4.3.1 Determination of three cell line groups based on oxaliplatin response and 

initial damage levels. 

We previously determined and reported the oxaliplatin IC50s of ten colorectal 

cancer cell lines. Briefly Dld1, Sw480, and Rko are resistant to oxaliplatin while Ls1034, 

Colo205, Hct116, Colo320hsr, Ht29, Ls174t, and Ls180 are sensitive to oxaliplatin (cell 

lines listed from highest IC50 to lowest IC50). We also reported the initial oxaliplatin 

damage levels of these cell lines. Using this data, we created three groups of cell lines: 

oxaliplatin resistant (low damage), low damage oxaliplatin sensitive, and high damage 

oxaliplatin sensitive. Figure 4.1A shows the average initial damage levels for each cell 

line in the three groups. Initial damage levels are significantly higher in the high damage 

sensitive cell lines compared to either low damage sensitive or resistant cell lines. 

However, initial damage levels are not significantly different between low damage 
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sensitive and resistant cell lines. This indicates that while low initial damage levels- 

likely due to decreased drug influx, increased drug efflux, and/or impaired drug 

activation- play an important role in determining cellular response to oxaliplatin, they 

cannot account for the entire response. 

To test if damage levels remained low over time or if damage formation takes 

longer in the low damage sensitive cell lines, we conducted slot blot at time points 

between 2 and 36 hours after the addition of oxaliplatin to the cell lines. Figure 4.1B 

demonstrates that the damage signal remains low in the low damage sensitive cell lines 

compared to sensitive cell lines over the course of 36 hours. We calculated the time of 

Figure 4.1: Damage formation in resistant, low initial damage sensitive, and high initial damage 
sensitive cell lines. (A) Two hour oxaliplatin damage levels (data from ##). Slot blot assays were 
conducted on all cell lines (n≥3) following 2 hours exposure to oxaliplatin to determine initial 
damage levels. Cell lines were split into three groups: oxaliplatin resistant (red), low initial 
damage oxaliplatin sensitive (blue), and high initial damage oxaliplatin sensitive (green) cell 
lines.  A plot of average initial damage levels for these three groups demonstrates a significant 
difference between resistant and high damage sensitive (p=0.0041, Welch’s t-test) and 
between low damage sensitive and high damage sensitive (p=0.0066, Welch’s t-test), but not 
between resistant and low damage sensitive (p=0.1701, Welch’s t-test). (B) Slot blot of 
oxaliplatin damage formation over time in a representative resistant and high damage sensitive 
cell lines and the two low damage sensitive cell lines demonstrates that, over 36 hours, the low 
damage sensitive cell lines continue to have lower damage than the high damage cell lines. (C) 
Quantification of the damage formation slot blot shows that the peak time for damage is earliest 
(11.33 hours post addition of oxaliplatin to the media) for resistant cell lines and latest (24 hours) 
for high damage sensitive cell lines (p=0.0604 between the two).  The low damage  sensitive 
cell lines peak damage occurs at 18 hours which falls between the resistant and high damage 
sensitive cell lines (p>0.05 compared to either group). This indicates that resistant cell lines 
may deactivate oxaliplatin more rapidly than the high damage sensitive cell lines. 
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peak damage as a measure of the ability of each cell line to deactivate and/or eliminate 

the drug over time (Figure 4.1C). As expected, resistant cell lines have the earliest peak 

damage time and high damage sensitive cell lines have the latest peak damage. Low 

damage sensitive cell lines peak damage occurs between resistant cell lines and high 

damage sensitive cell lines. However none of these differences are statistically 

significant and thus cannot explain differences in cell response to oxaliplatin. We next 

aimed to determine factors that lead to cell death in the sensitive cell lines with low 

damage levels. 

4.3.2 Creation and validation of a bioinformatics pipeline to identify differentially 

repaired intergenic bins. 

In order to better examine oxaliplatin repair in intergenic regions and, more 

specifically, to compare repair in these regions between cell lines, we needed to create 

a new data analysis pipeline. We previously published excision repair sequencing (XR-

seq) data on all ten cell lines used in this study (n=2 for all cell lines except n=1 for 

Ls174t and Colo320hsr) (134). These data allow us to visualize the location and relative 

amount of repair throughout the genome at single nucleotide resolution. However, our 

previous work with this data largely focused on repair in transcribed regions using repair 

of the non-transcribed strand (NTS) to measure global repair. For this new analysis, we 

aimed to study repair solely in non-transcribed regions. Briefly, we created 10kbp 

windows and removed transcribed regions from these windows. We then counted the 

number of repair reads in each window for each dataset. Next, we used this counts data 

as input for the DESeq2 package in R which determines significantly differentially 

repaired bins between two user-defined groups.  
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We first tested the percent of differentially repaired bins that would be identified 

from random groupings of our datasets to determine the results we could see due to 

random differences between cell lines. To do this we grouped our 10 cell lines in five 

different random groupings (Figure 4.2A, 4.2B). In our random groupings, we kept 

replicates of the same cell line together to ensure that we were seeing random results 

due to cell line differences. We found that on average, 0.539% of bins were identified as 

significantly differentially repaired between random groupings of our cell lines with a 

range from 0.001% to 1.721%.  
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As a positive control to see how many significantly differentially repaired bins we 

could identify using this method, we compared a wildtype normal human fibroblast cell 

line (NHF1) with normal nucleotide excision repair function with XPC mutant cell lines 

which lack global repair and thus can only conduct transcription coupled repair (Figure 

4.2A, 4.2C). The data for these cell lines came from XR-seq studies on the repair of 

cyclobutane pyrimidine dimers. Since we removed the known transcribed regions, we 

Figure 4.2: Control comparisons of differential repair in intergenic bins. (A) Table of the 
differentially repaired bins for each control comparison. “Group 1” and “Group 2” indicate the 
comparison groupings, the number in parentheses indicates the number of XR-seq datasets in 
each group. “Significant bins” are the number of differentially repaired bins identified by our 
analysis. “Total bins” is the number of bins used in the differential repair analysis. The number 
of total bins varies between comparison groups since bins with no or extremely low total counts 
across all samples are filtered out. “Percent bins” indicates the percent of total bins that are 
significantly differentially repaired. (B) MA plot of repair in intergenic bins compared between 
two random groupings of cell lines shows low levels of significantly differentially repaired bins. 
For each bin (plotted as a dot), the difference between the two groups of cell lines (log fold 
change) is plotted over the average counts across all samples (mean of normalized counts). 
Bins exhibiting significantly different repair (expression) are plotted in purple (padj<0.05). (C & 
D) Same as B but for the positive control comparisons between (C) NHF1 vs XPC mutant cell 
lines or (D) XPC mutants and CSB mutants. A larger portion of bins exhibit significantly different 
repair in these positive control groups. 
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expected to see a high percentage of significantly repaired bins given that only wildtype 

NHF1 cell lines can repair these regions. We found that approximately 40% of bins 

tested are significantly differentially repaired between wildtype and XPC cell lines. This 

percentage was also achieved by comparing XPC mutant cell lines with CSB mutant 

cell lines, which lack transcription coupled repair, indicating that 40% of bins is likely the 

maximum amount of difference our method can detect (Figure 4.2A, 4.2D). While this is 

less than we initially expected, this maximum level is not surprising given the low overall 

read depth of XR-seq combined with the low levels of repair in heterochromatic regions. 

These two factor combined could mean that our XR-seq data may not detect enough 

reads from these regions to ascertain a difference between cell lines.  

Surprisingly, we found that a number of intergenic bins were upregulated in the 

XPC mutant cell lines which should only exhibit transcription coupled repair. Since XR-

seq is not completely quantitative and calculates repair relative to other regions, a 

sample with repair in fewer locations throughout the genome will exhibit stronger 

relative reads than a sample in which repair occurs more frequently throughout the 

genome. Repair in XPC mutants may provide a dataset to study low levels of 

transcription in intergenic regions (171,172). This possibility is supported by the finding 

that regions with significantly enriched repair in XPC mutant cell lines show preferential 

repair of one strand over another (Figure 4.3). Interestingly, repair in these regions 

appears to be equal between strands in wildtype and CSB mutant cell lines.  
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4.3.3 Determination of differentially repaired intergenic bins in colorectal cancer 

cell lines with different oxaliplatin sensitivities and initial damage level. 

We next compared reads per bin between our oxaliplatin sensitive and oxaliplatin 

resistant cell lines and found that 2.939% of bins were significantly differentially repaired 

(63% of these bins were upregulated in the sensitive cell lines and 37% were 

upregulated in the resistant cell lines). While this is a low percentage, it is over 5 fold 

higher than the average of our random trials indicating that there is probably some 

significance to this finding. When we repeated this study by grouping the cell lines into 

those that exhibit low initial damage in response to oxaliplatin treatment and those that 

exhibit higher levels of damage in response to the same dose of oxaliplatin, the percent 

Figure 4.3: XPC mutant cell lines sensitively identify transcription. An example of this is shown 
in this 30 Kb window of Chromosome 4 (6,615,256 – 6,646,369). XPC mutant cell lines (blue) 
show strong preferential repair for the plus strand in a non-transcribed region (outlined by the 
black box) of the hg38 human genome, mimicking the transcription coupled repair patterns 
seen at known genes, such as MRFAP1. Interestingly, wildtype NHF1 cell line (green), which 
exhibit transcription coupled repair, do not show strong strand preference in this region. CSB 
mutant cell lines (yellow), which lack transcription coupled repair, do not show preferential 
repair of one strand over the other in this region. 
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of significantly differentially repaired bins increases to 7.033%, indicating that the 

difference between sensitive and resistant cell lines may be due to the initial damage 

level (Figure 4.4). 

Since we are interested in determining what causes the low damage sensitive 

cell lines to induce cell death in response to lower levels of damage, we tested the 

percent of significantly differentially repaired bins between these cell lines and the 

resistant cell lines and between these cell lines and the high damage sensitive cell lines. 

We found a 5.510% and a 9.530% difference respectively (Figure 4.4A).  

While comparing the percentage of significantly differentially repaired bins can 

give us some insight into the repair properties of these cell lines, we can better 

understand the cell biology that may drive the differences in drug response by 

connecting these differentially repaired bins with genomic features.  
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Figure 4.4: Differentially repaired, intergenic bins between oxaliplatin –sensitive and –resistant 
cell lines and between high damage and low damage cell lines. (A) Table of the differentially 
repaired bins for each test comparison. Group 1 and Group 2 indicate the comparison 
groupings, the number in parentheses indicates the number of XR-seq datasets in each group. 
The significant bins are the number of differentially repaired bins identified by our analysis, the 
total bins is the number of bins used in the differential repair analysis. The number of total bins 
varies between comparison groups since bins with no or extremely low total counts across all 
samples are filtered out. Percent bins indicates the percent of total bins that are significantly 
differentially repaired. (B) MA plot of repair in intergenic bins compared between sensitive and 
resistant cell lines. For bin (plotted as a dot), the difference between sensitive and resistant 
cell lines (log fold change) is plotted over the average counts across all samples (mean of 
normalized counts). Bins exhibiting significantly different repair (expression) are plotted in 
purple (padj<0.05). (C) Heatmap of the differentially repaired bins between sensitive (green 
band) and resistant (red band) cell lines. Yellow lines indicate higher repair while blue lines 
indicate lower repair. (D & E) Same as B and C except compared between the low initial 
oxaliplatin damage (light gray) and high initial oxaliplatin damage (dark gray) cell lines. 
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4.3.4 Identification of a large region of chromosome 8q24.21 with amplified repair 

in low damage sensitive cell lines 

Using our novel analysis pipeline, we identified an approximately 1.6 mega-base 

pair long region in chromosome 8 that has significantly higher repair in low damage 

sensitive cell lines compared to resistant or high damage sensitive cell lines. Figure 

4.5A shows repair reads in this region. By calculating the RPKM of the amplified region 

and control regions of the same length flanking the amplified region (Fig 4.5B, 4.5C, 

4.5D), we can quantify the difference in repair. While the flanking control regions show 

no significant difference in repair levels between the three groups, there is significantly 

higher repair of the region of interest in low damage sensitive cell lines compared to 

resistant cell lines (p=0.0004) and compared to high damage sensitive cell lines 

(p<0.0001). Indeed, on average there is 18.43 times higher repair in the low damage 

sensitive cell lines compared to all other cell lines. Importantly, no significant difference 

in repair level is seen between resistant cell lines and high damage sensitive cell lines.  
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Figure 4.5: Amplified oxaliplatin repair in a 1.6 mega-base pair region of chromosome 8 q24.21 
in oxaliplatin sensitive colorectal cancer cell lines with low levels of oxaliplatin damage. XR-
seq was conducted on ten colorectal cancer cell lines (2 low damage oxaliplatin sensitive=blue, 
5 high damage oxaliplatin sensitive= green, 3 oxaliplatin resistant= red) two hours following 
treatment with oxaliplatin. (A) Repair reads plotted over a 2.782 mega base pair region, 
highlighted by a red box over a diagram of chromosome 8. While oxaliplatin resistant and high 
damage sensitive cell lines show similar repair levels across the entire region, low damage 
sensitive cell lines show highly amplified repair over a 1.6 mega base pair region. (B-D) Reads 
per kilobase million for the resistant cell lines (red), low damage sensitive (blue), and high 
damage sensitive (green) over 1,592,775 base pairs (B) immediately adjacent on the 
centromeric side of the amplified region, (C) over the amplified region, (D) immediately 
adjacent on the telomeric side of the amplified region shows no significant difference in repair 
on either side of the amplified region but a significant increase in repair in the amplified region 
in the low damage sensitive cell lines compared to resistant cell lines (p=0.0004) and 
compared to high damage sensitive cell lines (p<0.0001). 
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4.3.5 Determination of DNA amplification in the chromosome 8q24.21 amplified 

repair region 

To determine if this amplification in repair is due to amplification of the DNA in 

this region or due to some alternative mechanism (ie enhanced repair due to altered 

chromatin architecture), we conducted quantitative PCR (qPCR) on the region of 

interest and adjacent control regions. We designed primers for three DNA segments 

within the amplified region and two control segments flanking the amplified region. 

 

  

Figure 4.6: DNA levels in the region of interest are significantly higher in low damage sensitive 
cell lines compared to resistant and high damage sensitive cell lines. qPCR was conducted on 
three DNA segments within the amplified region and two control segments flanking the 
amplified region. The CT value was determined for two technical replicates of each of three 
biological replicates for each cell line. The control CT values and the amplified region CT 
values were averaged for each biological replicate and the difference between the amplified 
region and the control region was determined. The high damage sensitive cell line, Hct116, 
was used as the control cell line as it had the median CT value for the amplified region 
(excluding the low damage sensitive). (A) qPCR shows significantly higher DNA levels , 
approximately 100 fold higher, were found in the low damage sensitive cell lines (blue) 
compared to the resistant cell lines (red; p=0.0006) and the high damage sensitive cell lines 
(green; p<0.0001). (B) qPCR shows consistent DNA amplification in the low damage sensitive 
cell lines (blue; Ls1034 and Colo320hsr) between both cell lines and biological replicates 
compared to resistant cell lines (red; Sw480, Rko, and Dld1) and high damage cell lines (green; 
Ls174t, Ls180, Ht29, Colo205, and Hct116). 
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As seen in Figure 4.6, there is a significantly higher amount of DNA from this 

region in the low damage sensitive cell lines compared to either the resistant (p=0.0006) 

or high damage sensitive cell lines (p<0.0001). PCR and gel electrophoresis on a 

representative DNA segment from the control region and from the region of interest on 

the low damage sensitive cell lines and Hct116 as a control cell line confirm these 

results (Figure 4.7).  No significant difference was seen in DNA amount between the 

resistant cell lines and high damage sensitive cell lines.  This indicates that the 

amplified repair seen in our initial analysis is likely due to an increase in DNA amount.  

 

Figure 4.7: Validation of the DNA amplification found in the low damage sensitive cell lines. 
PCR and gel electrophoresis was conducted on a control region and on a region within the 
amplified section of the low damage sensitive for the two low damage sensitive cell lines (blue; 
Ls1034 and Colo320hsr) and one control cell line (green; Hct116). (A) Equal DNA levels are 
seen across all three cell lines. (B) Quantification of the PCR signal using Image Quant and 
Prism software shows similar DNA amounts. (C) DNA amplification is seen in the region of 
interest in the two low damage sensitive cell lines while the signal is much lower in the control 
cell line. (D) Quantification of the region of interest bands confirms DNA amplification in the 
low damage sensitive cell lines. 
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4.3.6 Characterization of transcription in the amplified region 

We next aimed to determine if the amplified region may be involved in response 

to oxaliplatin. The relationship between DNA amplification and expression levels of 

genes in the amplified region is not necessarily direct (173,174). Therefore we next 

identified the genes encoded in the amplified region and tested to see if they exhibited 

higher levels of transcription in low damage sensitive cell lines compared to resistant 

cell lines and high damage sensitive cell lines. There are 17 coding and non-coding 

genes in the amplified region. Table 4.1 list these genes, their functions, and any 

connection with oxaliplatin resistance that has previously been described (160,175-

180). Many of the genes in this region have been associated with carcinogenesis and 

tumor progression, most notably the oncogene MYC is found in this region.  
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 We measured transcription levels, relative to the amount of DNA, of 16 of the 17 

genes in the region (we eliminated MIR1206 as it has extremely low RPKM values, 

often 0, for both strands across all cell lines). For this analysis, we calculated the ratio of 

Genes Full Name Function Cancer associations Association with Oxaliplatin resistance

PCAT1

Prostate Cancer-

Associated 

Transcript 1

Long non-coding RNA promotes cell 

proliferation; negatively regulates 

BRCA2 and positively regulates Myc; 

may act as a microRNA sponge

Significantly upregulated in prostate 

and colorectal cancer; expression 

correlates with distant metastasis N/A

PRNCR1

Prostate Cancer 

Associated Non-

Coding RNA 1

Long non-coding RNA; binds androgen 

receptor; suggested enhancer activity 

(CARLO2) for MYC Prostate cancer, colorectal cancer (?) N/A

CASC21

Cancer 

Susceptibility 

Candidate 21

Long non-coding RNA; enhancer activity 

(CARLO2) Colorectal cancer (?) N/A

CCAT2

Colon Cancer 

Associated 

Transcript 2

Long non-coding RNA; promotes cell 

proliferation; suppresses apotosis; 

negatively regulates biogenesis of 

MIR145 Upregulated in colorectal cancer SNP associated with response; 

POU5F1B

POU Class 5 

Homeobox 1B

Encodes a functional protein; weak 

transcriptional activator; may play a role 

in carcinogenesis; may play a role in 

eye development Prostate cancer (maybe others) N/A

MYC

MYC Proto-

oncogene, BHLH 

Transcription 

Factor

Encodes nuclear phosphoprotein; 

involved in cell cycle progression and 

cellular transformation and inhibits 

apoptosis; binds E box and regulates 

transcription many (including colorectal cancer)

myc overexpression correlates with cisplatin 

resistance and myc expression increases 

following cisplatin treatment; overexpression 

of c-myc in pancreatic cancer cells 

sensitized cells to cisplatin (through cyclin 

D); c-myc overexpression in colorectal 

cancer cell lines increases resistance to 

oxaliplatin

MIR1204 MicroRNA 1204 micro RNA

ovarian squamous cell carcinoma, 

plasma cell neoplasm N/A

MIR1205 MicroRNA 1205 micro RNA N/A N/A

MIR1206 MicroRNA 1206 micro RNA Plasma cell neoplasm N/A

PVT1 Pvt1 Oncogene

long non-coding RNA; candidate 

oncogene; regulated by p53; implicated 

in regulating MYC levels (promoting 

tumorigenesis); MYC does not advance 

cancer without overexpression of PVT1 

as well

overexpression associated with breast 

cancer, ovarian cancer, acute myeloid 

leukemia, and hodgkin lymphoma N/A

FAM84B

Family with 

sequence similarity 

84, Member B

Interacts with alpha-1 catenin; maybe 

tumor suppressor upregulated in breast cancer

FAM84B-AS expression increases 

sensitivity to platinum in gastric cancer cells

PCAT2

Prostate Cancer 

Associated 

Transcript 2

Long non-coding RNA; part of CARLO4 

enhancer activity Prostate cancer N/A

CASC19

Cancer 

Susceptibility 

Candidate 19

Long non-coding RNA; part of CARLO6 

enhancer activity colorectal cancer N/A

CCAT1

Colon Cancer 

Associated 

Transcript 1

long non-coding RNA; promotes tumor 

formation; may regulate long range 

chormosomal interations; may be a 

molecular sponge for miRNA; part of 

CARLO5 enhancer activity

upregulated in colorectal cancer (and 

other cancers) N/A

CASC8

Cancer 

Susceptibility 

Candidate 8

Long non-coding RNA; CARLO1 

enhancer activity

Childhood Acute Lymphocytic 

Leukemia; Bladder Cancer N/A

CASC11

Cancer 

Susceptibility 

Candidate 11

Long non-coding RNA; CARLO7 

enhancer activity Colorectal cancer, Astrocytoma

CASC11 expression increases with platinum 

(ox, cis, and carbo) and this increase in turn 

leads to platinum resistance (siRNA 

knockdown of CASC11 re-sensitizes cells)

TMEM75

Transmembrane 

Protein 75 Long non-coding RNA N/A N/A

Table 4.1: Genes in amplified region and their functions and cancer associations 
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the reads from the transcribed strand (TS) of each gene over the total reads, 

transcribed strand plus non-transcribed strand (NTS). This enables us to test if the 

genes are transcribed at similar rates in all cell lines. Given that platinum damage is 

more readily recognized through transcription coupled repair, we expect ratios greater 

than 0.5 for transcribed genes. If similar TS/ (NTS+TS) ratios between all cell lines 

indicates are found, this would imply that there is similar transcriptional activity between 

all cell lines (and may indicate higher expression in cell lines with amplified DNA). The 

average of this ratio across the 16 genes tested showed a 1.36 times higher ratio in low 

damage sensitive cell lines compared to all other cell lines. Figure 4.8 shows that the 

average ratio in low damage sensitive cell lines was significantly higher than both 

resistant and high damage sensitive cell lines, however there was no significant 

difference between resistant and high damage sensitive cell lines in this region. This 

indicates that the genes within the amplified region may be more actively transcribed in 

the low damage sensitive cell lines compared to all other cell lines. To test if this 

increase in transcriptional activity was specific to the amplified region or if there was a 

genome wide increase in transcriptional activity in the low damage sensitive cell lines, 

we calculated the TS/ (NTS+TS) ratio for all genes in a control region of the same size 

directly adjacent to the amplified region. No significant difference was seen in the TS/ 

(NTS+TS) ratio between low damage sensitive cell lines and the resistant cell lines for 

this control. Moreover, the ratio in this region was significantly lower in low damage 

sensitive cell lines compared to high damage sensitive cell lines. To further confirm that 

this increase in transcriptional activity was genome wide, we compared the average 

TS/(NTS+TS) ration for 32 housekeeping genes between the low damage sensitive cell 
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lines and the resistant and high damage sensitive cell lines. While low damage sensitive 

cell lines did have significantly higher repair than the high damage sensitive cell lines 

over the housekeeping genes, the difference was less than that detected in the region 

of interest. Additionally, similar transcriptional activity of the housekeeping genes was 

detected between the low damage sensitive cell lines and the resistant cell lines. This 

indicates that the low damage sensitive cell lines amplified region is more 

transcriptionally active.  

 

The TS/ (TS+NTS) ratio for each gene in the region of interest is shown in Figure 

4.9. Of the 17 genes in the region, CASC19, CASC11, and CASC21 have the most 

Figure 4.8: Transcriptional activity in the amplified region may be higher in low damage 
sensitive cell lines compared to resistant and high damage sensitive cell lines. The ratio of 
repair reads from the transcribed strand of genes compared to the total reads from both the 
transcribed and non-transcribed strand (TS/(TS+NTS)) of the gene region was calculated for 
each gene in the region of interest. (A) The TS/(TS+NTS) for genes in the region of interest is 
significantly higher in the low damage sensitive cell lines (blue) than the resistant cell lines 
(red; p=0.0019) and high damage sensitive cell lines (green; p=0.0006). This indicates that the 
amplified region is more transcriptionally active than the resistant and high damage sensitive 
cell lines. (B) The TS/(TS+NTS) ratio for all of the genes in the 1,592,775 base pairs 
immediately adjacent to the region of interest on the centromeric side shows similar 
transcriptional activity between the low damage sensitive cell lines and the resistant cell lines. 
Furthermore, there is significantly lower transcriptional activity in the low damage sensitive cell 
lines compared with the high damage sensitive cell lines. (C) The TS/(TS+NTS) ratio for 32 
housekeeping genes once again shows similar transcriptional activity between low damage 
sensitive and resistant cell lines. The high damage sensitive cell lines exhibit significantly lower 
transcriptional activity of the housekeeping genes than the low damage sensitive cell lines, 
however this difference is less than the difference found from the region of interest. 
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significant increase in transcriptional activity in low damage sensitive cell lines 

compared to all other cell lines implicating a potential importance for these cancer 

associated transcripts in oxaliplatin sensitivity despite low levels of initial damage. 

CASC19 and CASC21 have not been implicated in altering oxaliplatin response; 

however siRNA knockdown of CASC11 has been shown to re-sensitize resistant cell 

lines to oxaliplatin making it an exciting candidate for follow-up studies (179). 
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4.4 Discussion 

In this study, we describe a new XR-seq analysis pipeline to identify differentially 

repaired, intergenic regions. This pipeline will enable us to better examine how different 

Figure 4.9: Transcriptional activity of the genes within the amplified region. MIR1204, 
MIR1205, and FAM84B show a trend towards higher transcriptional activity in the low damage 
sensitive compared to the other cell lines. All other genes in this region show significantly 
higher transcriptional activity via repair in the low damage sensitive cell lines compared to 
resistant and low damage cell lines. Fold change and p-value (t-test) calculated by comparing 
values for low damage sensitive cell lines to all other cell lines (resistant and high damage 
sensitive) combined. 
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genomic and chromatin features, both normal and pathologic, impact nucleotide 

excision repair. While our previous analysis focused largely on repair in transcribed 

regions of the genome, this pipeline enables us to better compare repair between two 

groups in a truly genome-wide fashion.  

Using this pipeline, we were able to identify a ~1.6 mega base pair region of 

chromosome 8 that exhibited amplified repair in oxaliplatin sensitive cell lines that have 

low initial levels of oxaliplatin-DNA adduct formation. Both oxaliplatin sensitive cell lines 

with high initial oxaliplatin-DNA adduct levels and oxaliplatin resistant cell demonstrate 

normal levels of repair in this region.  Further examination identified DNA amplification 

of this region in the low damage sensitive cell lines. This indicates that the increased 

repair may be due to the DNA amplification.  

Surprisingly, while cancer cells often have many copy number aberrations, DNA 

amplifications, translocations, and other genomic instabilities (173,174,181-184), we did 

not identify any additional regions with this magnitude of differential repair. It is possible 

that there are other DNA amplifications that lack enriched repair, possibly due to the 

chromatin structure, or a tolerance of DNA damage in the unstable region. Further 

studies are needed to characterize additional amplifications and translocations in these 

cell lines so that we can test how repair is influenced by these genomic changes. 

Additionally, while we were able to use this pipeline to identify a region of possible 

interest for promoting oxaliplatin sensitivity in response to low levels of initial oxaliplatin 

damage, more work is needed to connect the significantly differentially repaired bins 

with possible genomic and epigenetic factors that would direct the difference in repair.  
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The amplified region contains a number of coding genes and non-coding RNAs 

that have been implicated in carcinogenesis and cancer progression; many have been 

specifically linked to colorectal cancer. These genes, including MYC, may be promoting 

higher rates of DNA replication and cell division in the face of damage leading to the 

increased sensitivity to oxaliplatin despite lower initial levels of damage (160,175-180). 

Additional studies are needed to test if knocking down the expression of genes in this 

region reduce sensitivity in the low damage sensitive cell lines and if overexpressing 

these genes in resistant cell lines increases sensitivity to oxaliplatin. 

Overall, we used a novel XR-seq analysis pipeline to identify a ~1.6 mega base-

pair amplified region of chromosome 8 specific to colorectal cancer cell lines that are 

sensitive to oxaliplatin despite low oxaliplatin damage compared to oxaliplatin resistant 

colorectal cancer cell lines and oxaliplatin sensitive colorectal cancer cell lines that have 

high oxaliplatin damage levels. In the low damage sensitive cell lines, this region 

displays DNA amplification, increased DNA repair, and higher transcriptional activity, 

none of which are found in the other cell lines. It is possible that genes in this region 

may play an important role in the cell death response to oxaliplatin exposure. Additional 

studies are needed to determine if this region can provide further insight onto 

determinants of oxaliplatin response. 
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CHAPTER 5: INFLUENCE OF CIRCADIAN RHYTHM ON TUMOR AND NORMAL 
TISSUE RESPONSE TO PLATINUM-BASED DRUGS 

5.1 Introduction 

Platinum-based drugs are one of the most commonly used drugs in solid tumor 

management. Platinum-based drugs can have devastating side effects including renal 

dysfunction, neurotoxicity, and ototoxicity (185).Despite the therapeutic strength of 

platinum based chemotherapeutic regimens, almost half of patients have tumors that 

are resistant to cisplatin and endure the toxicities from this treatment for little to no 

benefit (186). A better understanding of both how tumor and normal tissues respond to 

platinum treatment and how additional cues, such as timing of treatment, change this 

response may enable us to increase the therapeutic efficiency of these drugs. 

The circadian clock is a transcription-translation feedback loop that regulates the 

daily rhythmicity of everything from an organism’s biochemistry to its behavior (187). 

Many pathways, including nucleotide excision repair and membrane permeability, are 

under circadian control (126,188). Thus it is likely that tissues with a synchronized 

circadian rhythm would exhibit variable responses to treatment based on the time of 

day. This could be due to oscillations in intracellular amount of drug or in pathways that 

direct drug response. While our previous cell line work indicates that improved repair 

efficiency is not a necessary component of platinum resistance, it is possible that 

alterations in repair efficiency throughout the 24 hour period within a tissue could 

change the cellular response to platinum-based drugs. The Sancar lab has shown that 

excision repair and circadian rhythm are highly intertwined. XPA, a rate limiting protein 
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in nucleotide excision repair, has oscillatory expression in liver and brain which 

corresponds with a circadian pattern of cisplatin adduct removal in these tissues 

(189,190). XPA was shown to be a rate limiting step of nucleotide excision repair in 

normal human fibroblast cells thus circadian control of repair may be through the control 

of XPA (191).  To this end, determining if tumors maintain a circadian rhythm and, if so, 

the extent of circadian control on both nucleotide excision repair and on gene 

expression could help direct better treatment plans by identifying the most effective 

treatment time. 

Despite a number of studies exploring the role of circadian rhythm in cancer, it 

remains unclear if tumors maintain a circadian rhythm (192,193). Furthermore, these 

studies do not address the extent of circadian control, opting to only measure patterns 

of core circadian clock gene expression instead of testing oscillation patterns of all gene 

expression. Patient derived xenografts (PDXs) provide an optimal model system to 

further study this as we can create many identical tumors to collect at different time-

points in the circadian cycle. Given that transcription-coupled repair of a gene is 

influenced by the oscillation of expression of that gene, we can use XR-seq and 

bioinformatics tools to identify all genes that display an oscillatory expression in the 

tumor and we can determine whether this rhythm remains in phase with normal tissue. 

In this study, we aim to address underlying mechanisms that alter cisplatin response 

and to use novel technologies to lay the foundation to identifying ways to optimize 

treatment timing.  
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5.2 Methods 

5.2.1 PDX models 

Twelve identical patient derived xenografts (PDXs; two per time-point, six time-

points) of each unique colorectal cancer PDX models were provided by Professor Hsu 

of Duke Cancer Institute (Duke Medical Center approved IRB protocol Pro 00002435 

and Duke University IACUC approved protocol A185-15-06). To form the PDX, 6-8 

week old JAX NOD.CB17-PrkdsSCID-J mice are injected with ~one million PDX cells 

subcutaneously in the right flank. The size of the xenograft was measured every two 

days and when the tumor reached a critical mass, we proceeded with the experiments. 

Mice with PDXs were intraperitoneally injected with cisplatin (10 mg/Kg) at one of six 

time-points throughout the 24 hour circadian cycle (first collection at zeitgeber time 0, 

lights on, and spaced every four hours). The liver, kidney, and tumor were harvested 

two hours post treatment, dissociated to single cell solutions via homogenization, 

washed in PBS, and processed for slot blot, excision assay, or XR-seq. 

5.2.2 Slot blot 

The mouse liver and kidney, and the PDX were harvested and homogenized to 

single cell solutions. The cells in each of these samples were then lysed via 

homogenization in a lysis buffer (25 mM Hepes pH 7.9, 100 mM KCl, 12 mM MgCl2, 0.5 

mM EDTA, 2 mM DTT, 12.5% glycerol, 0.5% NP-40). DNA was extracted from the 

insoluble component using the QIAamp DNA mini kit following the protocol specific to 

tissue processing. DNA was quantified and diluted such that 200 ng of each DNA 

sample was loaded into each well of a slot blot apparatus. DNA was then transferred to 

a membrane, and blots were blocked in PBS with 0.1% Tween (PBS-T) and 5% milk at 
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4°C overnight. The next day the blots were washed in PBS-T three times, and incubated 

in Abcam anti-platinum damage primary antibody (AbCam, 1:10000 in PBS-T) at 4°C 

overnight. Blots were washed and incubated in GE-Healthcare anti-Rat IgG conjugated 

to horse radish peroxidase for two hours. BioRad ClarityTM Western ECL Substrates 

were used to detect signal and signal was quantified using Image Quant. DNA loading 

was detected with an antibody against single stranded DNA. 

5.2.3 Excision assay 

The mouse liver and kidney, and the PDX were harvested and homogenized to 

single cell solutions. The cells in each of these samples were then lysed via 

homogenization in a lysis buffer (25 mM Hepes pH 7.9, 100 mM KCl, 12 mM MgCl2, 0.5 

mM EDTA, 2 mM DTT, 12.5% glycerol, 0.5% NP-40). Excised oligomers were isolated 

from the soluble fraction of homogenates using a TFIIH immunoprecipitation (IP). PDX 

IP was conducted with an XPG antibody (Santa Cruz Biotechnology) while the liver and 

kidney IPs were conducted with p89 and p62 antibodies (Santa Cruz Biotechnology) 

were used for the kidney and liver IP. Excised oligomers were then extracted with 

phenol-chloroform, precipitated with ethanol, labeled with 32P-cordecepin, and run on a 

sequencing gel. The gels were exposed to a phosphoimager screen and imaged with 

the Typhoon detection system. 

5.2.4 Chronotoxicity studies 

C57BL/6 mice, Cry1+/-; Cry2-/-, and Cry1-/-; Cry2-/- (Cry1Cry2 KO) were injected 

intraperitoneally with 10mg/Kg of cisplatin at either zeitgeber time (ZT) 01 or ZT13 on 

day 0 of the study. Mice were monitored regularly for survival out to four weeks post 

cisplatin treatment. Mouse weight was measured each day from one day prior to 
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treatment (day -1) to two weeks following cisplatin administration (day 14). One day 

before treatment (day -1) and two and four weeks post treatment (day 14 and 28), blood 

was collected from the mice from the submandibular vein. Blood samples were 

processed and Blood Urea Nitrogen (BUN) and Serum Creatinine (creatinine) were 

measured by the Clinical Chemistry Services of the Animal Histopathology and Lab 

Medicine Core at UNC. 

5.3 Results 

5.3.1 PDX damage and repair 

To better characterize if tumors retain circadian rhythm, the extent of gene 

regulation by circadian rhythm in the tumor, and how the tumor responds to host 

synchronizing signals, we chose to test circadian rhythm in patient derived xenografts. 

These xenografts were derived from human colorectal cancer tumor samples, implanted 

in a mouse, and passaged a number of times until the tumor was a homogenous 

population of cells. While the loss of heterogeneity limits the generalizability of our 

findings, it enables us to test genetically identical tumors at multiple time-points. 

Given that many cellular properties, including membrane permeability, are under 

circadian regulation, we hypothesized that damage levels would differ between mice 

treated with 10mg/kg cisplatin at different zeitgeber times. We tested the damage level 

in liver, kidney, a colorectal cancer PDX, and a renal cancer PDX at four hour intervals 

over a twenty-four hour circadian cycle. We included renal cell carcinoma in the 

experiment so that we could compare tumor types. Figure 5.1 displays the damage 

levels at different circadian time-points for the four tissue types. We calculated the 

damage levels for each sample at each time point and normalized them to their single 
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stranded control and then to the average signal across all time-points for each tissue. 

To test for circadian oscillation of damage levels in each tissue we tested the amplitude 

and fit of a sinusoidal curve constrained to a 24 hour wavelength and a normalized 

damage baseline of 1 (equivalent to the average damage level across all time-points for 

each individual tissue). The colorectal cancer PDX demonstrated the best fit (r2 = 

0.9788) to the sinusoidal curve, however it also had the lowest amplitude. The renal 

PDX had the strongest amplitude and a relatively good fit (r2=0.7463). The damage 

levels over circadian time exhibited a moderate fit to the sinusoidal curve in the liver and 

the kidney. Given that we only have one repeat for each PDX in this study, this 

evidence of circadian oscillation of damage formation in PDXs is anecdotal. However it 

does appear that damage levels do depend on treatment timing either through cell 

membrane permeability within the tumor or through a more systemic oscillation that 

impacts delivery of the drug to the tumor. Interestingly, the peak damage formation time, 

ZT08, is also the time of peak global nucleotide excision repair (128).  
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To validate that we can extract measurable excised oligomers from PDXs, we 

ran an excision assay on the colorectal cancer PDX and the mouse kidney. While the 

PDXs require extra processing steps that lead to higher background on the excision 

assay, we still detect measurable excised oligomer (Figure 5.2). To further validate the 

possibility of conducting XR-seq in PDXs, we measured damage formation and repair in 

primary cell lines made from two of the colorectal cancer PDXs (119 and 057). Excision 

assay and slot blot (Figure 2B and C), and XR-seq (data not shown) demonstrate the 

Figure 5.1: Damage levels induced by cisplatin treatment at different circadian times. (A) Mice 
were treated with cisplatin and sacrificed two hours later at four hour intervals to test for 
damage formation levels at different times. DNA from each tissue is collected and used to 
conduct slot blot. The top, anti-platinum panel shows damage levels at each collection time. 
The bottom panel shows the single stranded DNA loading control. The slot blot demonstrates 
that DNA damage levels vary over the circadian period. (B) The top graph shows damage 
levels from the slot blot experiments plotted over time (the 24 hour period is plotted twice to 
illustrate the sinusoidal curve fit). For each tissue type, damage levels are normalized to the 
average of all samples. Two repeats are averaged for the liver and kidney while both PDXs 
have one replicate. The bar on the X-axis indicates lights on (open) and lights off (filled).  The 
bottom table shows the properties and goodness of fit for the sinusoidal curve. All curves were 
created with constraints on the wavelength (must be 24 hours) and the baseline (1). 
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potential for moving forward with XR-seq in PDXs.  We currently do not have XR-seq 

data from enough tumor samples to conduct accurate analysis of circadian rhythm in 

PDXs. 

5.3.2 Impact of treatment timing on toxicity 

While it is still unclear if tumors retain a synchronized circadian rhythm, 

administrating treatments at the most optimal time for healthy tissue may be beneficial 

for decreasing toxicity and increasing the therapeutic index. Furthermore, given that 

Figure 5.2: Validation of DNA damage and repair in xenografts and PDX cells. (A) Excision 
assay shows that PDX tumors exhibit measurable repair. The kidneys and a colorectal cancer 
PDX were collected from a mouse two hours post treatment with 10mg/kg cisplatin. The tissues 
were dissociated to single cell solution and then cells were lysed. Excised oligomers were 
extracted from the soluble portion of the lysed cells, purified, labeled, run on a sequencing gel, 
and imaged. Tumor samples require extra processing steps which increases the background 
seen in the excision assay compared to the kidney sample. (B) Slot blot in primary cell lines 
derived from two colorectal cancer PDXs (057 and 119) shows that damage levels increase 
over the first 24 hours post addition of cisplatin to the cell media. Repair overtakes damage 
formation between 24 and 36 hours post treatment as seen by the drop in damage levels. (C) 
Excised oligomers extracted from the two primary PDX cell lines after 1.5 hours of treatment 
with cisplatin validate the potential of conducting XR-seq with PDXs.  
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oscillatory patterns in disease tissue may vary between individuals, identifying the 

impact of treatment timing in healthy tissue may provide a more practical and 

generalizable method of improving patient care.  

We obtained the top 1000 genes with the strongest oscillation in expression in 

mouse kidney from CircaDB: Circadian Expression Profiles Database 

(http://circadb.hogeneschlab.org/) (194). To test if we could predict differences in 

response to platinum-based drugs based on gene expression, we looked for overlap 

between these cycling genes and the differentially expressed genes between platinum 

sensitive and platinum resistant colorectal cancer cell lines from our previous work with 

colorectal cancer cell lines. 16 genes upregulated in resistant cell lines and 21 genes 

upregulated in sensitive cell lines overlapped with the oscillating genes (Figure 5.3). The 

peak expression time for the majority of both the resistant and sensitive oscillating 

genes occurred around ZT20. Similarly pathway analysis of the cycling genes in mouse 

kidney did not identify pathways that were enriched in either sensitive or resistant cell 

http://circadb.hogeneschlab.org/
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lines. Thus predicting treatment time based on the overlap of these gene sets does not 

appear to be a valid method. 

Previous work has shown significant variations in cyclophosphamide toxicity 

based on the time of administration with mice treated at the dark to light transition 

(ZT02) showing highest rates of toxicity as measured by survival and weight loss while 

mice treated at the light to dark transition (ZT14) exhibit higher rates of survival and less 

weight loss (195). The dose-limiting toxicity of cisplatin is kidney damage. We have 

previously shown that normal kidneys in mice exhibit a strong circadian rhythm (128). 

Thus we hypothesized that mice treated in the morning (ZT01) will have higher levels of 

toxicity markers than mice treated in the evening (ZT13). 

Figure 5.3: A small fraction of genes upregulated in sensitive or resistant cell lines cycle in 
kidneys. The top 1000 genes with the strongest circadian oscillation in mouse kidney were 
obtained from CircaDB: Circadian Expression Profiles Database. We next looked for the genes 
that overlapped between these 1000 oscillating genes and the genes that are upregulated in 
our (A) oxaliplatin–sensitive and (B) oxaliplatin–resistant cell lines. (C) The time of peak 
expression for each sensitive-oscillating gene and resistant-oscillating gene were plotted and 
indicate that overlap of these two gene sets cannot predict the optimal treatment time to reduce 
kidney damage. 
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To explore the influence of treatment timing on overall toxicity, we monitored 

survival and weight changes in mice treated with cisplatin in the morning versus mice 

treated with cisplatin in the evening. Figure 5.4 shows overall survival in the morning 

treated mice (yellow) versus the evening treated mice (blue). Mice were treated with the 

highest dose allowed on our protocol (10mg/kg) however this dose was not sufficient to 

induce measurable differences of mortality between morning and evening treated mice. 

Two morning treated mice died one week after cisplatin administration, however 

necropsy was not conducted, thus we cannot be sure of the cause of death. We 

measured the weight of the mice daily; however, our treatment dose was not sufficient 

to induce measurable changes in mouse weight (Figure 5.4). One evening treated 

mouse (9208) did exhibit significant weight loss, however the mouse began regaining 

weight one week post cisplatin treatment. 

Since kidney damage is the dose-limiting toxicity, we also wanted to determine if 

treatment timing influenced kidney specific toxicity in mice. To test this, we measured 

blood urea nitrogen and serum creatinine one day before and two and four weeks after 

cisplatin administration. In the event of kidney damage, we would expect both of these 

Figure 5.4: Survival and weight changes in mice treated with 10mg/Kg cisplatin at either ZT01 
or ZT13. (A) Survival in mice treated at either ZT01 (n=5, yellow) or ZT13 (n=4, blue). Two 
mice treated at ZT01 died one week post cisplatin treatment. (B & C) The change in mouse 
weight following treatment (B) averaged over all morning or evening treated mice and (C) per 
mouse shows no significant toxicity as measured by weight changes. Weight is shown as 
fraction of the weight one day prior to cisplatin treatment. 
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values to rise; thus we hypothesized that mice treated in the morning would have 

stronger increases in blood urea nitrogen and serum creatinine levels compared to 

evening treated mice. However, as seen in Figure 5.5, we saw no significant changes in 

either blood urea nitrogen or serum creatinine. We believe our treatment dose was not 

adequate to induce measurable kidney damage. Another possibility is that the times we 

chose, ZT01 and ZT13, were not the peak and trough of toxicity but rather both around 

baseline. Our slot blot assay indicated that cisplatin-DNA adduct formation is strongest 

in mouse kidney’s at ZT8, thus it is possibly that treating mice at ZT8 and ZT20 with the 

same dose would elucidate a difference in toxicity.  

Figure 5.5: Kidney toxicity in morning vs evening treated mice. (A & B) Blood urea nitrogen 
levels two and four weeks following 10mg/Kg cisplatin treatment compared to the BUN level 
pre-cisplatin treatment level (A) averaged for all morning treated (yellow) and evening treated 
(blue) mice and (B) per individual mouse show no significant kidney damage. (C & D) Serum 
creatinine levels two and four weeks following 10mg/Kg cisplatin treatment compared to 
creatinine levels (C) averaged for all morning and evening mice and (D) per individual mouse 
show no significant kidney damage. 
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To confirm that any differences seen between morning and evening treated mice 

were due to circadian rhythm and not environmental cues, such as presence or 

absence of light, we tested the effect of administering cisplatin in the morning versus in 

the evening in CRY1/2 knock out mice and CRY1+/- CRY2-/- mice. Similar to wildtype 

mice, we saw no difference in any measure of toxicity between the morning treated and 

evening treated mice (Figure 5.6). 

 5.4 Discussion 

Here we discuss the implications of chronotherapy and chronotoxicity for 

platinum-based drugs. The circadian rhythm controls many systemic and cellular factors 

that may influence the extent of platinum effect on diseased tissue and on normal, 

healthy tissue. To understand the impact of drug administration time on tumor response 

Figure 5.6: Toxicity measures in Cry1+/- Cry2-/- and Cry1-/- Cry2-/- (Cry1/2 KO) treated with 
10mg/Kg cisplatin at either ZT01 (yellow) or ZT13 (blue). (A & B) Weight changes relative to 
weight pre-treatment, (C & D) BUN changes relative to pre-treatment BUN levels, and (E & F) 
serum creatinine changes relative to pre-treatment creatinine levels in (A, C, & E) Cry1+/- Cry2-
/- and (B, D, & F) Cry1/2 KO show no significant toxicity averaged per morning and evening 
mice (left panels) or per mouse (right panels) 
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to platinum, we first must characterize the presence or absences and extent of control 

of circadian rhythm on tumor cells. As a first step in this characterization, we measured 

the oscillation of damage formation in normal liver and kidney and in two types of 

patient derived xenografts (PDXs). The liver and kidney exhibit a moderate fit to a 

circadian oscillation, as measured by a sinusoidal curve, while the xenografts 

demonstrate a stronger fit to the curve. While the colorectal cancer PDX displays the 

strongest fit to the curve, it also had the smallest amplitude.  

More PDXs need to be processed through XR-seq to determine if the xenografts 

retain a synchronized circadian rhythm. Factors that may influence the whether or not a 

PDX exhibits a synchronized, circadian rhythm include the initial presence or absence 

of a circadian rhythm in the tumor from which the PDX is derived, the extent to which 

the tumor responds to host synchronizers and environmental cues, and the speed at 

which the tumor grows. It is still unknown if human tumors maintain a synchronized, 

circadian rhythm and the possibility exists that this differs between tumors and 

individuals (196). If the circadian rhythm in a tumor is absent, we’d expect the PDX to 

lack a circadian rhythm as well. However, if the original tumor possess a circadian 

rhythm, the PDX may either demonstrate a circadian rhythm or lose its rhythm through 

the processing steps of creating the PDX. If tumors do retain a circadian rhythm, it 

remains unknown if (1) the xenograft responds to host synchronizers, such as 

hormones and metabolites, (2) the xenograft maintains a synchronized rhythm 

independent of the host through paracrine signaling, (3) individual cells demonstrate a 

circadian rhythm while the tumor as a whole appears to lack a rhythm due to the 

absence of synchronization, or (4) the tumor cells completely lack the functioning 
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transcriptional-translational feedback loop. Our analysis will address if the PDX as a 

whole exhibits a synchronized circadian rhythm and if this rhythm is in or out of 

synchronization with the host by comparing the PDX to the mouse liver. Additional 

analysis of samples from human tissue, such as experiments done with CYCLOPS 

(197), are needed to determine if the original tumors demonstrate a circadian rhythm. In 

the event that tumor-wide analysis indicates no circadian rhythm, single cell analysis of 

circadian rhythm in individual tumor cells will be required to determine if tumor cells lack 

a rhythm or a synchronization.  The speed at which a tumor grows may also impact our 

ability to detect a synchronized rhythm as fast growing tumors may need to be 

processed before they have adequate time to adapt and respond to host signal. To 

account for this, we are using both fast and slow growing tumors. It is possible that none 

of the PDXs we test will have a circadian rhythm. While this would halt future studies to 

explore the connection between circadian rhythm and tumor response to platinum-

based drugs directly related to mechanisms within the tumor cell, systemic factors that 

are still under circadian control may alter the tumor response to platinum as well.  

Regardless of the presence or absence of a synchronized circadian rhythm in 

tumors, normal tissue demonstrates robust oscillation (128). Thus identifying a 

treatment time that decreases toxicity could hopefully improve treatment plans for 

patients. Additionally, rhythms in healthy tissue may be more generalizable than those 

of disease tissues, thus identifying an optimal treatment time based on reducing toxicity 

may provide a more practical translation of chronotherapy to the clinic. We tested 

toxicity in mice treated in the morning (ZT01) and in the evening (ZT13) by measuring 

survival and changes in weight, BUN, and serum creatinine. Unfortunately, no 
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measurable changes were identified. This is likely due to the fact that our cisplatin dose 

(10mg/Kg) was not high enough to induce toxicity and/or that our time-points were not 

at the peak and trough of toxicity.  To this end, additional studies are need to test more 

time points and higher doses. Moreover, these studies involve a one-time dose of 

cisplatin which is not an accurate representation of treatment plans in human patients. 

Alternative dose schedules have been described for a more accurate model of patient 

treatment schedules (198). These involve multiple treatments with lower cisplatin doses 

over time; future studies should test this treatment schedule with the multiple lower 

doses all administrated at particular time-points in the circadian cycle. 

Overall, we have provided a foundation for studying the role of circadian rhythm 

in directing response to platinum-based drugs in normal and xenograft tissues. While 

some preliminary results suggest the timing of administration may impact damage 

formation, additional studies are needed to identify the factors which drive these 

differences and the physiological implications of these variations. Additionally, it remains 

unknown if tumors retain a circadian rhythm, the extent of any oscillation, and the 

impact this may have on disease progression and drug response. Identifying optimal 

treatment timing provides a potential to improve patient care, however more work is 

needed to understand the molecular mechanisms underlying the role of circadian 

rhythm in disease and drug response. 
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CHAPTER 6: CONCLUSIONS AND FUTURE DIRECTIONS 

The purpose of these studies was to better understand the molecular response of 

cells to platinum-based drugs and to begin to translate these responses to physiologic 

outcomes such that we can use our understanding of the biochemistry of treatment 

response to improve patient outcomes. Platinum based chemotherapy works by 

creating bulky DNA damage which in turn should induce cell death (5-7). Many factors 

have been proposed to impact this response, including improved repair efficiency of the 

platinum-induced damage (144,145). However the evidence supporting the role of 

repair in resistance is incomplete and inconsistent and thus questions still remain about 

the true role of nucleotide excision repair in resistance or sensitivity to the platinum-

based drugs (113,114). We aimed to better understand cellular response to platinum-

based drugs by focusing on characterizing the role of DNA damage formation, 

nucleotide excision repair, and circadian rhythm in regulating cisplatin or oxaliplatin 

response. In order best understand the impact of these factors individually and in 

combination, we studied these processes in both cell lines and patient derived 

xenografts. By using both of these tumor models, we can explore mechanistic 

processes, such as damage formation and repair, in a controlled setting and then apply 

our findings to a tumor model that enables us to see how tumor-host interactions and 

environmental cues alter the principles we defined.  
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In order to best characterize repair, we employed a comprehensive panel of 

assays. While these methods do have technical variation and limitations, as discussed 

in chapter 1 and in the analysis pipeline development section of chapter 4, studying 

repair from multiple angles creates a more complete understanding of repair efficiency. 

We measured repair by amount, rate, and patterns over a panel of ten colorectal cancer 

cell lines, creating the most comprehensive study of repair efficiency in platinum 

resistance to our knowledge. We first defined oxaliplatin response in these ten cell lines 

to identify a group of resistant cell lines and a group of sensitive cell lines. Our studies 

show that repair efficiency does not differ between cell lines that are oxaliplatin-sensitive 

and those that are oxaliplatin-resistant.   

Given that platinum-based drugs are known to induce minor levels of additional 

DNA damages such as interstrand crosslinks and reactive oxygen species in addition to 

their major form of damage, intrastrand adducts, we determined cellular response to 

each individual damage type (162,163). To do this, we measured survival in response to 

three additional damaging agents and correlated response to these agents with 

response to oxaliplatin. Specifically, we used UV irradiation (intrastrand adducts), 

mitomycin C (interstrand crosslinks), and hydrogen peroxide (reactive oxygen damage) 

to simulate the damages formed by platinum. Interestingly, the response to oxaliplatin 

did not correlate with any specific damage type, indicating that factors such as the 

overall level of damage formation impact a cell’s reaction to the drug more than the 

specific damage induced. 

 In agreement with previous studies, we found that DNA damage formation 

appears to play an important role in directing cellular response to platinum-based drugs 
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(143,164-166). Lower initial damage levels correlate with less cell death, however this 

correlation is not perfect. All platinum resistant cell lines in our study demonstrate low 

initial levels of damage. However there is more variability amongst the sensitive cell 

lines indicating that while low damage levels may be a necessary component of 

resistance, it is not sufficient to induce resistance in all cell lines. Indeed a subset of 

sensitive cell lines displayed initial damage levels similar to the levels seen in resistant 

cell lines. It is important to note that our study included seven sensitive cell lines and 

only three resistant cell lines, thus the higher variability seen in the sensitive cell lines 

may be due to the larger sample size. Regardless, the identification of sensitive cell 

lines with low initial damage provides a compelling model for identifying factors that lead 

to cell death in response to low initial damage. Identification of these pathways could 

provide insight into mechanisms and treatment options for re-sensitizing resistant 

tumors. 

In effort to determine how these findings translate from cell culture to an 

organism, we studied damage formation in mice treated with cisplatin. We found that 

damage formation levels in mouse and xenograft tissue vary throughout the day, 

peaking around ZT8, with data moderately fitting a sinusoidal curve with a wavelength 

of 24 hours.  In contrast, our toxicity studies, treating mice in either the morning or 

evening, did not identify significant time-of-day platinum-induced toxicity. We believe 

that this is largely due to the fact that our cisplatin dose may not be adequate to induce 

toxicity. However, based on our cell line work, it would fit that less cell death would 

occur at the time of lowest damage formation, ZT20, while conversely more cell death, 

and higher toxicity, would be seen at mice treated at the time of peak damage 
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formation, ZT08. If this is true, we may not have identified appreciable differences in 

toxicity as the time-points tested in our study ZT01 and ZT13 would be close to the 

baseline and thus exhibit similar responses to the treatment. 

Through studying repair, we generated a number of XR-seq datasets that can 

provide insights into other molecular mechanisms, such as transcription patterns 

measured via transcription coupled repair, that associate with and may direct platinum 

response. We identified over 1000 genes with differential transcription coupled repair 

(indicative of differential transcription) between platinum sensitive and platinum resistant 

cell lines. Interestingly, the gene set with higher transcription coupled repair in platinum 

resistant cell lines demonstrated enrichment for plasma membrane and transport factors 

which may provide more insight into proteins that influence platinum influx and efflux. 

XR-seq data from our PDX study will enable us to test if these factors remain constant 

between our cell line model and xenograft model. We are collecting samples from both 

platinum sensitive and resistant xenografts and thus will be able to test for overlap 

between differentially repaired genes in both models. Genes that show up in both list 

will be stronger candidates for directing or predicting drug response. If we identify any 

oscillating genes found in the colorectal cancer xenografts, and these genes overlap 

with those found by our differential repair analysis, we may be able to predict how 

platinum response of the tumor varies over the 24 hour circadian cycle. We tested this 

by looking for overlap between our sensitive vs resistant genes and genes that oscillate 

in the kidney (194) and found that very few genes overlap. However, this may be due to 

the difference in tissue of origin and results may prove more promising when compared 

between two colorectal cancer models. 
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Beyond using our data to look for differences in transcription, we may also be 

able to use our XR-seq data to identify differences in genomic architecture. By 

comparing repair in intergenic regions, we identified a ~1.6 million base pair region of 

chromosome 8 with amplified repair specifically in these low damage sensitive cell lines 

using our XR-seq data. We further demonstrated that the amplified repair is due to a 

DNA amplification in the cell lines. This region is particularly interesting as it encodes a 

number of cancer related coding and non-coding RNAs that may potentially be involved 

in the extreme sensitivity of these cell lines, possibly by promoting cell division and 

replication in the face of damage or by activating alternative signaling pathways in 

response to the low damage levels. 

Our studies have opened a number of new questions related to nucleotide 

excision repair, platinum response, circadian regulation of treatment response, and the 

overlap of these fields. First, the identification of a large DNA amplification in a subset of 

our colorectal cancer cell lines fueled more questions related to nucleotide excision 

repair efficiency in regions of genomic instability and architectural changes, specifically 

how do genomic architecture changes impact repair efficiency? While this finding was 

initially unanticipated, it was more surprising that we didn’t identify more regions of 

major repair amplification given the prevalence of DNA amplifications and deletions in 

cancer cells (173,174,181-184). Characterization of the genomic architecture of each of 

these cell lines and integration of this data with our XR-seq data may provide a 

foundation for understanding how these genomic alterations impact nucleotide excision 

repair which in turn may help address the magnitude of repair amplification seen in this 

particular case.  
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We identified and characterized a large DNA amplification in cell lines with high 

sensitivity to oxaliplatin despite low levels of oxaliplatin damage. The question remains, 

is this a passenger alteration or do transcripts from this region impact drug response? 

Additional studies are needed to see if knocking down or overexpressing the genes in 

this region impact platinum response and, if so, the mechanism by which they do so. If 

this mechanism is determined, it may provide a potential target for re-sensitizing 

resistant tumors to platinum-based drugs.  

We have shown that damage levels partially direct cellular response to platinum-

based drugs. However the specific mechanisms leading to variations in damage 

formation remains unclear. Previous studies have implicated a role for copper 

transporters and organic cation transporters in platinum resistance by impacting drug 

influx and efflux (150-152). However in our cell line panel, gene expression of these 

transporters did not differ significantly between sensitive and resistant cell lines. Our 

analysis identified a number of plasma membrane components and transporters that 

may be involved in regulating initial damage amount, however validation of these factors 

is required to see if the variation in damage levels that we observed can be attributed to 

drug influx and efflux. 

To determine a potential clinical relevance for our cell line work, we must test if 

our results are reproducible between tumor models. By conducting XR-seq on both 

platinum -sensitive and -resistant PDXs, we can test if the differences found by 

comparing platinum -sensitive and -resistant cell lines translate to an organism model. 

Results that are reproducible between model systems are more likely to be relevant to 

predicting or directing treatment outcomes and plans for patients. 
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We still have to determine if tumors retain synchronized circadian rhythms and 

how these rhythms influence response to platinum-based drugs and other drugs. 

Additionally, we need to address how the tumor responds to host signals and rhythms 

and if these systemic changes alter how tumors respond to platinum-based drugs. For 

instance, the differences seen in initial platinum-DNA adduct formation in mice treated 

with cisplatin at different time-points may be due to oscillations in cell membrane 

permeability (regulated by the circadian rhythm within the cells) or may be due to 

changes in drug delivery (regulated by more systemic rhythms). Understanding rhythms 

in both normal and disease tissue may provide the ability to increase the therapeutic 

window by both increasing the anti-tumor effect on cancer cells and decreasing the toxic 

effect on healthy tissue. 

Lastly, all of our studies looked at treatment with a single damaging agent at a 

time (primarily platinum or UV). In the clinic, platinum-based drugs are given as part of 

combination therapy plans. Thus for our results to be clinically relevant and applicable, 

we must study how addition of other anti-cancer chemotherapeutic agents impacts 

damage formation, nucleotide excision repair, and ultimately, response to platinating 

agents. 

Overall, drug resistance is a multifactorial process and no one phenomenon can 

account for all variation in treatment response. Finding trends that can be applied over 

multiple samples and tumor models can provide a more widespread understanding of 

drug response. Despite the assumption that improved nucleotide excision repair 

efficiency would lead to platinum resistance, we provide comprehensive evidence that it 

is not an essential regulator of platinum response. However, patterns of repair may 
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illuminate other drivers of drug response. We have also shown that damage level 

appears to be a critical component of platinum response, although some cell lines 

remain sensitive to the drug despite low damage levels. These studies build a 

foundation for understanding the molecular response to platinum-based drugs in 

colorectal cancer which will hopefully provide useful insight to ultimately improve patient 

care. 
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APPENDIX 1 

Table S1: Cell line characteristics 
https://www.jbc.org/content/early/2020/04/16/jbc.RA120.013347/suppl/DC1 
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APPENDIX 2 

Table S2: Cell line experimental values. 

https://www.jbc.org/content/early/2020/04/16/jbc.RA120.013347/suppl/DC1 
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APPENDIX 3 

Table S3: Genes repaired differentially in oxaliplatin-sensitive and –resistant cell lines 

(positive fold change indicates higher repair levels in sensitive cell lines compared to 

resistant cell lines, negative fold change indicates higher repair levels in resistant cell 

lines compared to sensitive lines). 

https://www.jbc.org/content/early/2020/04/16/jbc.RA120.013347/suppl/DC1 
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APPENDIX 4 

Table S4: Gene set enrichment analysis (GSEA) results for genes upregulated in 

resistant cell lines compared to sensitive cell lines. 

https://www.jbc.org/content/early/2020/04/16/jbc.RA120.013347/suppl/DC1 
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APPENDIX 5 

Table S5: GSEA results for genes upregulated in sensitive cell lines compared to 

resistant cell lines. 

https://www.jbc.org/content/early/2020/04/16/jbc.RA120.013347/suppl/DC1 
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