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Abstract

With the advances of data analytics, preserving privacy in publishing data about
individuals becomes an important task. The data publishing process includes two
phases: (i) data collection phase, and (ii) data publishing phase. In the data col-
lection phase companies, organizations, and government agencies collect data from
individuals through different means (such as surveys, polls, and questionnaires).
Subsequently, in the data publishing phase, the data publisher or data holder pub-
lishes the collected data and information for analysis and research purposes which
are later used to inform policy decision making. Given the private nature of collected
data about individuals, releasing such data may raise privacy concerns, and there
has been much interest to devise privacy-preserving mechanisms for data analysis.
Moreover, preserving privacy of an individual while enhancing utility of published
data is one of the most challenging problems in data privacy, requiring well-designed
privacy-preserving mechanisms for data publishing.

In recent years, differential privacy has emerged as one formal notion of pri-
vacy. To publish data under the guarantees of differential privacy, there is a need
for preserving data utility, along with data privacy. However, the utility of pub-
lished data under differential privacy is often limited, due to the amount of noise
needed to achieve differential privacy. One of the key challenges in differentially pri-
vate data publishing mechanisms is to simultaneously preserve data privacy while
enhancing data utility. This thesis undertakes this challenge and introduces novel
privacy-preserving mechanisms under the privacy guarantee of differential privacy
to publish individuals’ data while enhancing published data utility for different data
structures.

In this thesis, I explore both relational data publishing and graph data publishing.
The first part of this thesis will consider the problem of generating differentially
private datasets by integrating microaggregation into the relational data publishing
methods in order to enhance published data utility. I formulate a general framework
to characterize a desired property of microaggregation and further develop simple
yet effective algorithms for publishing relational data under differential privacy. The
proposed framework outperforms the state-of-the-art methods by providing better
within cluster homogeneity and also reducing noise added into differentially private
datasets significantly.

The second part of this thesis will consider graph data publishing. Since graph
data is highly sensitive to structural changes. Perturbing graph data for achieving
differential privacy inevitably leads to injecting a large amount of noise and the util-
ity of graph data is severely limited. Moreover, when applying differential privacy
to network data, two interpretations of differential privacy exist: edge differential pri-

xix



xx Abstract

vacy (edge-DP) and node differential privacy (node-DP). Under edge-DP, I propose a
microaggregation-based framework for graph anonymization which preserves the
topological structures of an original graph at different levels of granularity through
adding controlled perturbation to its edges. Within the proposed framework, I fur-
ther develop a simple yet effective microaggregation algorithm under a distance con-
straint. The proposed framework can significantly reduce noise added to achieve
differential privacy over graph data, and thus enhance the utility of anonymized
graphs. Under node-DP, I study the problem of publishing higher-order network
statistics. This problem is known to be challenging since even simple graph statistics
(e.g., edge count) can be highly sensitive to adding or removing a single node in
a graph. To address this challenge, I propose a general framework for publishing
graph statistics and develop a novel graph projection algorithm to transform graphs
for controlled sensitivity. Furthermore, I consider personalization to achieve personal
data protection under personalized (edge or node) differential privacy while enhanc-
ing network data utility. To this extent, four approaches are proposed to handle the
personal privacy requirements of individuals.

I have conducted extensive experiments using real-world datasets to verify the
utility enhancement and privacy guarantee of the proposed frameworks against ex-
isting state-of-the-art methods to publish relational and graph data.



Chapter 1

Introduction

Data related to individuals collected by the governments, corporations, and organiza-
tions has produced remarkable opportunities for information-based decision making
and helped researchers to perform statistical analysis on individuals. Similarly, the
benefits of prompt collection and sharing of data are undeniable as highlighted by
the recent outbreak of the COVID-19 pandemic where timely collection and shar-
ing of public health data are needed to provide information for policy makers and
frontline workers to make rapid and informed decisions [31]. However, data in its
original form contains sensitive or personally identifiable information, such as med-
ical history, private communication records, and relationships among individuals.
Therefore, it is important that sharing of such data is balanced with protecting the
confidentiality of individuals.

1.1 Data Publishing Process

The data publishing process includes data holders/publishers who collect data from
individuals (e.g., health data or census data) and later release the collected data for
the use of data recipients to perform analysis and research. Generally, such data
is stored in tables where each row (a record) corresponds to a distinct individual
or stored in networks where each individual corresponds to a distinct node in a
network. Entities involved in the data publishing process are shown in Figure 1.1.

Figure 1.1: Entities involved in the data publishing process.
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Figure 1.2: An overview of data publishing process.

The objective of the data publisher is to publish data in such a way that allows
useful analysis while protecting privacy of an individual. Since data analysis can
be performed in the absence of individual identifiers (e.g., name or social secu-
rity number), the data publisher first removes identifying attributes. However, such
anonymization may be insufficient because even when data is anonymized with-
out publishing any identity information, an individual may still be revealed based
on publically available data [92; 26]. One assumption in privacy-preserving data
publishing (PPDP) is that the data recipient could be an invader who has some back-
ground knowledge or information. The background knowledge is described by a
set of variables which can be the attributes of a released table/graph. Hence, an
invader can use available information to reveal an individual’s identity and associ-
ated sensitive data. As depicted in Figure 1.2, the data publisher collects data from
individuals and performs data sanitization by anonymizing unique identifiers such
as names, before publishing data for the use of data recipients. An invader can use
other publically available data (e.g., census data) to link an individual to a partic-
ular record/node and infer sensitive information of an individual. Thus, there is a
pressing need to address privacy concerns in the data publishing process.

In general, there are two types of information disclosures being identified in liter-
ature [24; 60; 63], i.e., identity disclosure, and attribute disclosure. Once there is identity
disclosure occurring, an individual is re-identified and the corresponding sensitive
values are revealed. Identity disclosure often leads to attribute disclosure; however,
attribute disclosure can occur with or without identity disclosure [63]. Attribute dis-
closure occurs when new information about some individuals is revealed and the
invader is able to determine some new characteristics of an individual based on re-
leased data. Moreover, an invader has different types of information, e.g., the actual
dataset that has been published, some information about individuals in this pub-
lished dataset (e.g., zip code), and other publicly available data (e.g., census data).
This information can be used by the invader to reveal sensitive information of an
individual, thereby requiring privacy-preserving mechanisms to publish data.
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1.2 Privacy-Preserving Data Publishing

With the advances of data analytics, preserving privacy in sharing individuals’ data
becomes an important task. As a result, privacy-preserving data publishing (PPDP)
has received significant considerations in research communities. One of the key chal-
lenges in PPDP is to simultaneously preserve data privacy and data utility (informa-
tion usefulness) in anonymous data. On the other hand, a privacy mechanism must
satisfy composition or allow graceful degradation of privacy with multiple invoca-
tions on the same data [17; 35]. Furthermore, the output of a privacy mechanism
must not change the privacy guarantee [54; 69]. Thus, various anonymization tech-
niques [92; 67; 63; 102; 100; 113; 25] have been proposed for different data publishing
circumstances. Among early works, k-anonymity [96] is a privacy model widely ap-
plied to guarantee data privacy of individuals. The popularity of k-anonymity has
led to various attempts to address the limitations of k-anonymity [96]. On the other
hand, differential privacy (DP) [29; 25] – the focus of this thesis – is a robust privacy no-
tion that allows statistical analysis of sensitive data while providing strong privacy
guarantees.

Differential privacy is a mathematical definition for privacy loss when the private
information of an individual is released. Differential privacy ensures that the output
of a computation undergoes enough perturbation to mask whether an individual is
present or not in the output. Thus, an invader cannot infer the presence or absence of
an individual in the input based on any output. The magnitude of random noise for
perturbation is determined by the sensitivity of a query function (i.e., the maximum
impact that one individual can have on the output) and a global privacy parameter
ε ∈ [0, ∞), also called privacy level/budget, where a smaller value of ε implies a
stronger privacy guarantee and requires larger noise.

With the emergence of differential privacy [29; 25] as a widely recognized math-
ematical framework for privacy, a number of works have considered relational data
settings to release differentially private datasets [68; 105]. On the other hand, a line of
works [40; 82] have explored network data settings and have investigated the prob-
lem of publishing anonymized graphs under the guarantee of differential privacy.
However, when generating differentially private data, there is always a trade-off be-
ing made between privacy and utility in published data because privacy is attained at
the cost of accuracy by adding noise to the data [44]. In this thesis, I explore both ar-
eas of research, to tackle this challenge, and develop privacy-preserving mechanisms
under the framework of differential privacy to publish relational data and graph data
while enhancing output utility.

1.2.1 Relational Data Publishing

In recent years, a number of works considered releasing differentially private datasets
[68; 105]. Such differentially private datasets can guarantee differential privacy con-
trolled by a privacy parameter ε in a robust statistical way. Broadly speaking, there
are two types of approaches to release differentially private data in the literature: one
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is based on histograms [104; 106; 103], and the other is based on record perturbation
[105; 21]. There are some limitations in the histogram-based approaches including an
exponential growth of the number of histogram bins with the number of attributes
and being limited to histogram queries [12; 89; 91]. Conversely, approaches based
on record perturbation entail a large amount of noise being added into the results of
queries [105; 91]. Nevertheless, these approaches are not limited to histogram queries
and allow dealing with multiple attributes.

The utility of differentially private datasets is limited because of noise being
added to guarantee differential privacy. Preferably, there is a need to preserve the
privacy of individuals but still preserve the utility for executing statistical analysis on
individuals data. One of the record perturbation approaches [21] used microaggrega-
tion to achieve k-anonymity. Later, in [91] a microaggregation-based mechanism, i.e.,
insensitive microaggregation, has been proposed. In this work, ε-differentially private
datasets are generated via record masking, in which microaggregation is adapted as
a middle step to reduce the sensitivity of differentially private datasets. It uses mi-
croaggregation to attain k-anonymity in which a particular correspondence among
clusters in the microaggregated datasets of two neighboring datasets is enforced.
In doing so, the amount of noise added to differentially private datasets can be
greatly reduced and the utility gets enhanced. However, the existing works, includ-
ing MDAV [21] and insensitive microaggregation [91], either produce a low degree
of within cluster homogeneity or fail to reduce the amount of noise independent of
the size of a dataset [89]. To alleviate these limitations, the first part of this thesis
will consider the problem of generating ε-differentially private datasets by integrat-
ing microaggregation into relational data publishing in order to enhance published
data utility.

1.2.2 Graph Data Publishing

Graph data analysis has been widely performed in real-life applications. For in-
stance, online social networks are explored to analyze human social relationships,
election networks are studied to discover different opinions in a community, and
co-author networks are used to understand collaboration relationships among re-
searchers [101]. Additionally, graph analytics can provide unique and rich insights
about social network activities, disease transmission, consumer behaviour, commu-
nication patterns, and recommendations [85]. However, such networks often con-
tain sensitive or personally identifiable information, such as social contacts, personal
opinions and private communication records. Given the private nature of data about
individuals stored in networks, releasing graph data raises privacy concerns. There
has been much interest to devise privacy preserving mechanisms for graph data anal-
ysis [50; 14]. To preserve graph data privacy, various anonymization techniques for
graph data publishing have been proposed in the literature [10; 41; 66; 115]. Nonethe-
less, even when a graph is anonymized without publishing any identity information,
an individual may still be revealed based on structural information of a graph [41].

Differential privacy (DP) [29] on graphs has received increasing attention, since
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it offers a robust privacy guarantee while making no assumptions about the prior
knowledge of an adversary. When applying differential privacy to network data,
two variants of differential privacy were introduced [40]: 1) edge differential privacy
(edge-DP), which aims to hide changes on a single relationship, i.e., the addition or
deletion of an edge in a network, 2) node differential privacy (node-DP) which aims to
hide changes of an individual and all of the relationships associated with such an
individual, i.e., the addition and deletion of a node and all of its incident edges in a
network. However, it has been acknowledged in the literature [14; 53; 95] that node
differential privacy is more challenging to achieve than edge differential privacy,
since deleting one node may cause, in the worst case, the deletion of |V| − 1 edges,
where V is the set of all nodes in a network.

Early works [40; 88; 85; 101; 97; 11; 50] on differentially private network data
focused on edge-DP. Although these techniques are promising, they can only achieve
ε-differential privacy over a graph by injecting the magnitude of random noise pro-
portional to the sensitivity of queries, which is fixed to global sensitivity. Due to the
high sensitivity of graph data on structural changes, the utility of anonymized graphs
being published by these works is rather limited. Different from existing works, my
aim in this thesis is to anonymize graphs under edge-DP using less sensitive queries
which can reduce the overall noise needed to achieve ε-differentially private graphs.

Some recent studies [53; 16; 84; 14] have attempted to tackle the challenge of node-
DP. However, these studies are limited to publishing only simple network statistics
(e.g., edge count, triangle count, and degree distribution) in order to maintain rel-
atively low sensitivity under node-DP. Different from these existing works, I aim
to release higher-order network statistics by effectively controlling sensitivity under
node-DP.

One fundamental shortcoming of differential privacy is that, a uniform privacy
level (i.e., ε) is assigned to each individual while performing perturbation; however,
in practice, different individuals may have different privacy levels based on their
own preferences subject to their data [49; 32]. For instance, in social networks an
individual (user) tends to share their personal information with their close ones and
only shares obscured data with acquaintances or strangers. Therefore, differential
privacy may lead to providing insufficient protection for some individuals, while
over-protecting others. Different from existing works, I aim to release network data
distributions under edge-DP [50] and node-DP [14] with personalization while en-
hancing network data utility.

The second part of this thesis will consider graph data publishing and present
novel PPDP mechanisms for publishing higher-order graph statistics under edge,
node and personalized differential privacy while enhancing published graph data
utility.
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1.3 Research Objectives and Challenges

The goal of this thesis is to develop privacy-preserving data publishing mechanisms
under the framework of differential privacy for different data structures. I aim to
explore relational data and graph data with the following research questions:

- How to determine the right amount of noise that preserves privacy while en-
hancing output utility under differential privacy for different data structures?

- How to reduce the amount of noise needed to achieve differential privacy under
different data structures?

- How to enhance data utility under different data structures while providing
differential privacy guarantees?

Developing privacy-preserving data publishing mechanisms under differential
privacy for different data structures brings up several challenges. For relational data,
when a dataset is large and contains multiple attributes, the overall noise needed to
achieve differential privacy is high. Thus the output utility is decreased, accordingly.
On the other hand, graph data is highly sensitive to structural changes. Directly per-
turbing graph data often leads to injecting a large amount of random noise and the
output utility can be severely impacted. Moreover, preserving topological structures
of an original graph while achieving differential privacy is not straightforward. This
requires a careful analysis on the sensitivity of queries and accordingly to design a
way of controlling or reducing sensitivity. Generally, adding more noise provides
better privacy but less utility, and vice versa.

The contributions of this thesis are guided by the following research objectives:

Objective I - The first research objective of this thesis is to design and develop
a privacy-preserving data publishing framework for relational data. The aim is to
publish differentially private datasets for relational data which meet the following
requirements:

- Privacy: Provide the privacy guarantees of differential privacy.

- Utility: Enhance the accuracy of published data while providing differential
privacy.

To increase the overall utility, the key challenge is how to enhance utility of pub-
lished data by reducing the magnitude of random noise proportional to the sensitiv-
ity, in comparison with the state-of-the-art methods.

Objective II - The second research objective of this thesis is to seek solutions to
share meaningful information about networks while preserving privacy under dif-
ferentially privacy. In this regard, I first aim to apply differential privacy to graph
data by considering edge-DP, under the rationale that edge-DP protects relationship
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between two individuals (nodes in a network) from being disclosed. The challenge of
anonymizing graphs under edge-DP is that any mechanism for sharing graphs must
deal with the tension between two goals: protecting privacy and achieving struc-
tural similarity to an original graph. A desired solution must meet the following
requirements:

- Differential privacy is guaranteed for protecting relationship between individ-
uals in an original graph through adding controlled perturbation to its edges.

- The topological structures of an original graph can be preserved as much as
possible at different levels of granularity.

- The utility of an anonymized graph is enhanced by reducing the magnitude of
noise needed to achieve edge-DP.

Graph data is highly sensitive to structural changes. Perturbing graph data for
achieving differential privacy inevitably leads to injecting a large amount of noise and
the utility of anonymized graphs is severely limited. To deal with this issue, several
works [85; 97; 98; 101] have explored techniques of indirectly perturbing graph data
through graph abstraction models. The central ideas behind these studies are to
first project a graph into a statistical representation, and then add random noise
to perturb such representations. Although these techniques can achieve edge-DP
but inject random noise proportional to the sensitivity of queries, which is fixed
to global sensitivity. Thus, utility of anonymized graphs being published by these
works is limited because of high global sensitivity. My aim is to anonymize graphs
under edge-DP using less sensitive queries to reduce the amount of noise added into
differentially private graphs for enhancing utility of anonymized graphs.

Objective III - The third research objective of this thesis is to investigate the problem
of publishing higher-order graph statistics and develop a simple yet effective solution
that can approximate graph statistics as much as possible while satisfying node-DP.
When applying node-DP to graph data, the purpose is to approximate the effect
of providing control of personal data to individuals. To justify edge-DP, the same
argument cannot be applied, as in graph data, a node and its related edges represent
personal data of an individual. However, an edge does not necessarily represent
data controlled by one individual. An invader may attack graph data with an aim
of re-identifying nodes, which illustrates that the privacy concern may also exist at
individual’s level, i.e., node level. In general, the privacy offered by node-DP is much
stronger than edge-DP, and it is acknowledged that node-DP is more challenging
to design and implement [5; 14; 95; 53]. I aim to explore the following research
questions:

- Is it possible to design a mechanism to publish higher-order graph statistics
under node-DP, which can efficiently enhance output utility?

- How to determine the sensitivity to publish higher-order graph statistics that
is needed to achieve node-DP?



8 Introduction

- How to reduce the amount of noise needed to achieve node-DP by controlling
sensitivity effectively?

These questions are challenging, since even simple graph statistics (e.g., edge
count) can be highly sensitive to adding or removing a single node in a graph. On the
other hand, the existing studies [53; 84; 14; 16] have only studied the release of simple
statistical data of networks, i.e., edge count [53; 95], counts of small subgraphs [5;
16], and degree distribution [53; 84; 14] in order to maintain relatively low sensitivity
under node-DP. Different from existing work, I aim to release higher-order graph
statistics while enhancing output utility under node-DP.

Objective IV - The fourth research objective of this thesis is to offer personalization
so as to achieve personal data protection in graph data under differential privacy. In
this regard, I aim to develop a personalized privacy-preserving mechanism for graph
data. The challenge is to anonymize network data distributions under personalized
differential privacy (PDP) such that different individuals might have different privacy
levels based on their own preferences. A desired solution should be able to meet the
following requirements:

- Provide freedom to individuals (nodes) to decide their own privacy preference
(i.e., degree of privacy protection), which should be taken into consideration
while releasing sensitive information of an individual.

- Preserve privacy while enhancing output utility under personalized (edge or
node) differential privacy.

- Enhance output utility by reducing the amount of noise needed to achieve per-
sonalized differential privacy.

As each node in a network has its own privacy preference in a personalized
setting, it is challenging to balance privacy and utility because a higher privacy level
can add more noise. Additionally, each node has its own privacy preference whereas
each data point in data distribution reflects information about more than one node.
Moreover, reducing sensitivity is more challenging under node-DP than for edge-DP
as graph data is highly sensitive to structural changes under node-DP.

1.4 Contributions

This thesis primarily focuses on developing privacy-preserving data publishing mech-
anisms that can provide the privacy guarantees of differential privacy while enhanc-
ing utility of published data. The goal is to explore two areas of research: (1) rela-
tional data publishing (Part I), where I aim to publish differentially private datasets
while enhancing the utility of published datasets by reducing the amount of noise
needed to achieve differential privacy, and (2) graph data publishing (Part II), where
I aim to publish graph data under the privacy guarantees of edge, node and person-
alized differential privacy while enhancing the utility of published data. The main
contributions of this thesis are summarized as follow,
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1.4.1 Publishing Relational Datasets with DP

To accomplish the first objective, I develop a framework for publishing differen-
tially private datasets while enhancing published data utility, presented in Chapter
4. Given a query f and a differential privacy parameter ε, there are two ways to
enhance the utility of the response of the query f : (1) use a noise addition scheme
that adds less noise to the response of the query f ; (2) replace a query f by a mod-
ified query that approximates f and has less sensitivity. In this thesis, I take the
second approach. I observe that microaggregation can help to reduce sensitivity for
improving data utility, and based on this observation I incorporate microaggregation
into the differentially private data publishing scenario. Generally, a microaggrega-
tion algorithm consists of two phases: (a) Partition - similar records in a dataset are
partitioned into the same cluster; (b) Aggregation - records in the same cluster are ag-
gregated. More specifically, the original query f with high sensitivity is transformed
to an approximate query f ◦M, which has lower sensitivity. However, an arbitrary
microaggregation algorithm cannot reduce sensitivity when being incorporated into
differential privacy. To address this limitation, I present a novel microaggregation-
based framework called the stable microaggregation, that can ensure that at most two
pairs of corresponding clusters in microaggregated neighboring datasets can differ
in a single record. I further develop a simple yet effective algorithm under the pro-
posed framework. The experiments show that proposed framework outperforms the
state-of-the-art methods in terms of data utility by reducing sensitivity significantly.

Then, in Chapter 5 I extend the above preliminary work and propose a general
framework. The general framework introduces a parameter α to enforce that at most
α pairs of corresponding clusters in microaggregated neighboring datasets can differ
in a single record. Thus, the amount of noise added to differentially private datasets
can always be controlled by the parameter α and stable microaggregation becomes
a special case of the general framework with α = 2. Additionally, α indicates the
trade-off between errors introduced by achieving microaggregation and differential
privacy. I present two novel algorithms under the general framework which are
based on a partial order of elements (records) in a dataset. The experiments show
that the proposed framework outperforms the sate-of-the-art methods by providing
better within cluster homogeneity and also reducing noise added into differentially
private datasets significantly, regardless of the size of a dataset.

1.4.2 Publishing Graphs with Edge-DP

To deal with the second objective, I aim to anonymize graphs under edge differential
privacy, where edge-DP aims to hide the presence and absence of a single edge. Due
to the high sensitivity of graph data on structural changes, the utility of anonymized
graphs is severely limited. I observe that the dK-graph model [71; 72] for analyz-
ing network topologies can serve as a good basis for generating structure-preserving
anonymized graphs. Essentially, the dK-graph model generates dK-graphs by retain-
ing a series of network topology properties being extracted from d-sized subgraphs
in an original graph. In order to reduce the amount of random noise without com-



10 Introduction

promising ε-differential privacy, I incorporate microaggregation techniques [21] into
the dK graph model to reduce the sensitivity of queries. This enables us to apply per-
turbation on network topology properties at a flexible level of granularity, depending
on the degree of microaggregation. More specifically, I present a novel framework,
called dK-microaggregation, that can leverage a series of network topology proper-
ties to generate ε-differentially private anonymized graphs, presented in Chapter
6. Then, I propose a distance constrained algorithm for approximating a graph via
microaggregation within the proposed framework, which enables us to reduce the
amount of noise being added into ε-deferentially private anonymized graphs. The
experiments validate the noise reduction of our proposed framework and show that
our algorithm can effectively enhance the utility of generated anonymized graphs in
comparison with the state-of-the-art methods.

1.4.3 Publishing Higher-Order Graph Statistics with Node-DP

To deal with the third objective, I aim to publish higher-order graph statistics under
node-DP, where node-DP aims to hide the presence and absence of a single node
and the set of edges incident to that node. I observe that dK-distributions [72; 71]
can serve as a good basis for representing higher-order graph statistics. Essentially,
dK-distributions capture connectivity of a network, and also contain useful infor-
mation about subgraph-based and degree-based characteristics at multiple levels of
granularity in a network. To explore the sensitivity of higher-order network statistics
under node-DP, I theoretically analyze the sensitivity of dK-distributions for d = 2,
i.e., joint degree distribution [73]. Further, in order to effectively control sensitivity un-
der node-DP, I present a new graph projection technique which generates θ-bounded
graphs by applying a two-level ordering strategy. The motivation behind graph pro-
jection is to bound the sensitivity of publishing network statistics through a control
on node degrees. The experiments have verified the utility enhancement and privacy
guarantee of the proposed framework. To the best of my knowledge, this is the first
study to publish higher-order graph statistics under node differential privacy, while
enhancing graph data utility.

1.4.4 Publishing Network Data Distribution with Personalized-DP

I further incorporate personalization into differential privacy mechanism to accom-
plish the fourth objective. More specifically, in this thesis I show how to publish
network data distributions (e.g., such as degree distribution and joint degree distri-
bution) in a personalized differentially private manner under edge-DP and node-DP,
where individuals (nodes) in a network can specify their own privacy preferences,
as presented in Chapter 8. To the best of my knowledge, there is no work which
considers both variations of differential privacy while considering personalization.
As discussed before, graph data is highly sensitive to structural changes under dif-
ferential privacy. To address this limitation, I introduce degree queries for controlled
sensitivity, and theoretically analyze the sensitivity of these queries for publishing
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network data distributions under edge-DP and node-DP. This enables us to reduce
the overall noise needed to achieve personalized (edge or node) differential privacy,
thus enhancing utility significantly. Further, I introduce four approaches for gener-
ating personalized differentially private network data distributions while enhancing
utility. The experiments show that the proposed approaches guarantee differential
privacy and enhance output utility while taking personalization into account. To the
best of my knowledge, this is the first study to publish network data distributions
under personalized differential privacy, while enhancing network data utility.

1.5 Thesis Outline

The rest of this thesis is organized as follows. Chapter 2 provides a comprehen-
sive literature review of privacy-preserving data publishing under relational data
and graph data by outlining strengths and weaknesses of the existing relational and
graph data anonymization approaches. Chapter 3 presents notations and definitions
that will be extensively used throughout this thesis. Further, this thesis is structured
in two parts: Part I consists of Chapter 4 and Chapter 5, which study the problem of
relational data publishing with the aim of generating differentially private datasets
while enhancing published data utility, Part II consists of Chapters 6 - 8, which ex-
plore graph data publishing with the aim of achieving differential privacy while en-
hancing output utility on graph data. More precisely, Chapter 6 studies the problem
of publishing differentially private graphs under edge differential privacy, Chapter
7 studies the problem of publishing higher-order graph statistics under node differ-
ential privacy, and Chapter 8 studies the problem of incorporating personalization
in the differentially private computation by publishing network data distributions
under personalized differential privacy. Chapter 9 concludes the thesis and outlines
interesting research directions for future work.

Each of Chapters 4-8 starts with an overview of the specific problem studied
in the chapter. Then the framework and the algorithms for solving the problem is
presented. Each chapter finishes with experimental results and a summary of the
chapter.
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Chapter 2

Literature Review

This chapter summarizes the background and related work that contributes to the un-
derstanding of the techniques, principles, and concepts used to address the privacy-
preserving data publishing problems in this thesis.

2.1 Relational Data Publishing

Data analysis has been widely performed in real-life applications. For instance,
election networks are studied to discover different opinions in a community, and
co-author networks are used to understand collaboration relationships among re-
searchers. In the relational data setting, such data is stored in a table and each row
(record) corresponds to a distinct individual. A table has a number of attributes that
can be divided into the following four types [7]:

1. Explicit Identifiers: Attributes that can directly identify an individual, such as
social security number, name, and driving license number.

2. Quasi-Identifiers: Attributes that can potentially identify an individual, such as
date of birth, postal codes, profession, gender, race and ethnicity.

3. Sensitive Attributes: Attributes that can have sensitive information of an indi-
vidual such as disease, salary, and occupation.

4. Non-Sensitive Attribute: All other attributes that do not fall into the previous
three categories.

2.1.1 Types of Disclosure in Relational Data

As publishing data can pose a privacy threat, this would intrude upon individual
privacy. Therefore, before sharing data, it is necessary to prevent the disclosure of
sensitive information of an individual. The disclosure types in relational data can be
broadly grouped into two categories [24; 60; 63]:

1. Identity Disclosure: When an individual is linked to a particular record in a
released table and an invader can recognise an individual by matching quasi
identifiers values.

13
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2. Attribute Disclosure: When new information about some individuals is revealed
and an invader is able to determine some new characteristics of an individual
based on released data.

Once there is identity disclosure occurring, an individual is re-identified and
the corresponding sensitive values are revealed. Identity disclosure often leads to
attribute disclosure; however, attribute disclosure can occur with or without identity
disclosure [63].

2.1.2 Types of Background Knowledge in Relational Data

A fundamental conjecture for the disclosure risk is that there in an invader who has
some background knowledge. The background knowledge is described by a set of
variables which can be the attributes of a released table. One assumption in privacy-
preserving data publishing (PPDP) is that a data recipient could be an invader who
has three types of information:

1. The actual dataset that has been published.

2. Some information about individuals in this published dataset (e.g., post code).

3. Other publicly available data (e.g., census data).

An invader can use the available background knowledge to reveal the identity of
an individuals and disclose the sensitive data.

2.1.3 Relational Data Anonymization Approaches

Data in its original form holds sensitive information about individuals, and publish-
ing such data would intrude upon individual privacy. Thus, to preserve data privacy
of individuals, various anonymization techniques [92; 67; 63; 102; 100; 113; 25] have
been proposed for relational data publishing. Figure 2.1 provides a general overview
of the main relational data anonymization approaches, which are discussed below.

2.1.3.1 k-Anonymity and Related Approaches

Here I present an overview of k-anonymity and its related approaches for privacy-
preserving data publishing.

k-Anonymity. Sweeney introduced k-anonymity [92; 93] that ensures identity disclo-
sure, and required every record in a dataset is indistinguishable among k - 1 others
records in terms of quasi-identifying attributes. A data release provides k-anonymity
protection if the information for each individual contained in the release cannot be
distinguished from at least k - 1 individuals whose information also appears in the
release. In simple words, a table is said to be k-anonymous if there exist at least
k - 1 records whose quasi-identifiers have the same values. Such records with the
same values of quasi-identifiers are referred to as an equivalence class. Sweeney also
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Figure 2.1: Taxonomy for relational data anonymization approaches.

examined some attacks on the proposed k-anonymity model and provided solutions
to these attacks.

• Unsorted Matching Attack: This attack is based on the order in which rows ap-
pear in a published table. If a table is released under k-anonymity, and a sub-
sequent release of the same table is then performed, then direct matching of
rows across the tables based on row position within the tables revealed sensi-
tive information. The author has provided a simple solution to this attack by
performing random sorting on the rows of the k-anonymous tables.

• Complementary Release Attack: This attack is based on releasing different k-
anonymous tables of an original table and by linking these k-anonymous ta-
bles one can reveal the original table. This attack can be prevented if there is
no quasi-identifier value more specific than what appears in the first released
table would appear in the subsequent tables.

• Temporal Attack: This attack occurred in dynamic data collection circumstances
where rows are added, changed, and removed constantly. As a result, data
released over time can be subject to a temporal inference attack. To prevent this
attack, either all of the attributes of the first released table would be considered
as quasi-identifiers for subsequent releases, or subsequent releases themselves
would be based on the first released table.

(α, k)-Anonymity. The k-anonymity privacy model guarantees the privacy of indi-
viduals’ data before it is released by a data publisher. But it did not protect the
association of individuals to sensitive information. In the work [100], the authors
extended the k-anonymity model to protect both individual identification and rela-
tionships to sensitive information in published data. The general idea is to require a
percentage of records containing sensitive values in the equivalence class should be



16 Literature Review

less than α, where α is a threshold specified by a data publisher. Nonetheless, if the
values of sensitive attributes are skewed, then (α, k)-anonymity may result in high
distortion [4] and provide less data utility.

l-Diversity. The notion of l-diversity [67] has been proposed to address the limitations
of k-anonymity. Two attacks have been identified over k-anonymity in this work.

• Homogeneity Attack: An invader can find out the values of sensitive attributes
when there is less diversity in them.

• Background Knowledge Attack: An invader can have some background knowl-
edge on which inferences can be drawn about sensitive information.

To prevent these two attacks, the definition of l-diversity is formulated as follow:
the sensitive values in every equivalence class (a set of records in a k-anonymized
table which have the same values for quasi-identifiers) of sensitive attributes must
be diverse (less uniform). The Bayes-optimal Privacy is used as a starting point for
a definition of privacy. It involves modeling the background knowledge as a prob-
ability distribution over attributes and uses the Bayesian inference technique. The
prior belief and posterior belief of an invader have been calculated to define the pri-
vacy principle, i.e., there should not be a large difference between the prior belief
and posterior belief of the invader with some background knowledge. Moreover,
l-Diversity ensures the diversity values in a sensitive attribute. Despite considerable
progress, l-diversity is still insufficient to prevent attribute disclosure if values in sen-
sitive attribute are naturally more frequent than others in an equivalence class. This
may enable an invader to infer that a record in an equivalence class is very likely
to have these sensitive values. On the other hand, in [22] it is shown that enforcing
k-anonymity with k = l may lead to high information loss and decreased utility of
the published data.

t-Closeness. The notion of t-Closeness [63] has been proposed to address the limita-
tions of l-diversity. Two attacks have been identified over l-diversity in this work.

• Skewness Attack: Attribute disclosure occurs when an overall distribution is
skewed.

• Similarity Attack: When values in sensitive attributes are semantically similar.

Moreover, it has been identified that, it is difficult and unnecessary to achieve
l-diversity. t-closeness addresses the limitations of l-diversity. An equivalence class
is said to have t-closeness if the distance between two distributions, i.e., the distri-
bution of a sensitive attribute in any equivalence class and the distribution of the
corresponding attribute in an original table, should be no more than a threshold t. A
table is said to have t-closeness if all equivalence classes have t-closeness. Neverthe-
less, t-closeness degrades the data utility because t-closeness destroys the correlations
between quasi-identifiers and sensitive attributes. One way to reduce the damage is
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Table 2.1: k-anonymity and related approaches with disclosure types.

Approaches Identity Disclosure Attribute Disclosure

k-Anonymity 3 7

(α, k)-Anonymity 3 3

l-Diversity 3 7

t-Closeness 3 3

to adjust the thresholds with the increased risk of skewness attack [22], or employ
differential privacy which provides a guard against skewness attack [4].

Discussion. In a nutshell, k-anonymity ensures identity disclosure but cannot pre-
vent attribute disclosure. Its extension, l-diversity, tried to overcome this limitation;
however, it is not sufficient to prevent attribute disclosure because of skewness attack.
Another enhancement of k-anonymity is (α, k)-anonymity which ensures both iden-
tity disclosure and attribute disclosure but provides high distortion when sensitive
values are skewed. Additionally, t-closeness was the one which can protect micro-
data release from both identity disclosure and attribute disclosure but damage the
correlations between quasi-identifiers and sensitive attributes. Table 2.1 summarizes
the information disclosure types being addressed by the anonymization approaches
described in this section. To overcome the issues related to k-anonymity and its re-
lated extensions, in the work [29; 25], the notion of differential privacy was introduced.

2.1.3.2 Differential Privacy

Anonymization approaches such as k-anonymity and its extensions guarantee pri-
vacy by enforcing syntactic restrictions on data output. For instance, a data output is
needed to be indistinguishable among k records, or sensitive values are represented
in every equivalence class as discussed in the previous section. These privacy defini-
tions have been criticized due to the feasibility of the attacks [100; 22; 113]. In [29] a
privacy model called differential privacy was proposed. Differential privacy is a math-
ematical definition for privacy loss when private information of an individual is re-
leased. Alternative to k-anonymity and its extensions, differential privacy essentially
guarantees the output of a randomized mechanism will be almost indistinguishable
with or without any single individual’s information included in a dataset X. There-
fore, from the perspective of an individual, a data output is computed as if from a
dataset that does not hold an individuals’ record.

The term was devised by [25], but the correct reference is actually an earlier pub-
lication by [29]. Differential privacy ensures that the output of a computation over
any two neighboring datasets (i.e., datasets that differs in a single record) induces al-
most similar distributions vary by a factor eε, where ε is a privacy budget, as shown
in Figure 2.2. Smaller values of ε provide stronger privacy guarantees [28]. Thus,
an invader cannot infer the presence or absence of a single record in an input based
on any other output, regardless of any background information available. Differen-
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Figure 2.2: An overview of differential privacy.

tial privacy was originally proposed as a privacy model to protect the responses of
interactive queries to a dataset. Let f be an arbitrary query function for which a
differentially private response is requested. A typical differential privacy mechanism
works as follow:

- Given a query f , compute a real response f (X).

- Output a masked response f (X) + N(X), where N(X) is a random noise cali-
brated according the sensitivity ∆ of f .

To generate N(X), a common choice is to use a Laplace distribution with zero
mean and a scale parameter ∆( f )/ε, where:

- ε is the differential privacy parameter/level/budget;

- ∆( f ) is the L1-sensitivity of f . That is, the maximum variation in the query
function f between neighboring datasets, i.e., datasets differing in at most one
record.

Note that, for fixed values of the privacy parameter ε, the higher the sensitivity
∆( f ) of the query function f , the more noise is added. Indeed, guaranteeing the
differential privacy requires more noise when the query function f can vary strongly
between neighboring datasets. Moreover, for a fixed ∆( f ), the smaller ε, the more
noise is added. The privacy is attained at the cost of accuracy by adding random
noise to the data [44], and there is a always a trade-off between privacy and utility.

DP based approaches. With the emerging of differential privacy in recent years [29;
25], a number of works considered releasing differentially private datasets [68; 105].
Such differentially private datasets can guarantee differential privacy controlled by
a privacy parameter ε in a robust statistical way. Many approaches [86; 87; 90] used
differential privacy to generate differentially private datasets in the relational data
setting, where a dataset output by a differential privacy mechanism is denoted as
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a differentially private dataset. In the works [86; 87; 90; 91], differentially private
datasets are generated via record masking, in which the original query was approx-
imated to reduce the sensitivity of queries used to generate differentially private
datasets.

Challenges and Limitations. In recent years, differential privacy emerges as a sig-
nificant and rigorous mathematical definition of privacy [27], however, one of the
key challenges in differential privacy is to preserve data privacy while achieving
data utility. Broadly speaking, there are two common methods used for generating
ε-differentially private datasets in the literature: one is based on differential pri-
vacy compliant histograms [105] and the other is based on record perturbation [90].
Histogram-based approaches have some limitations, including: being limited to his-
togram queries and the exponential growth of the number of histogram bins with the
number of attributes [89]. On the other hand, record perturbation based approaches
require a large amount of noise added to the results of queries and analyses [91],
though these approaches are not limited to histogram queries and allow dealing
with any type of attributes.

Nevertheless, when generating differentially private datasets, there always is a
trade-off being made between privacy and utility of published data. Ideally, we want
to preserve the privacy of individuals while still maintaining the usefulness of data
for performing statistical analysis. The utility of ε-differentially private datasets is
however limited due to the amount of noise being added to guarantee differential
privacy.

Application Domains. Differential privacy can be applied to many real-world ap-
plication domains, and produce anonymized data that can preserve privacy of an
individual where private data analytics are used in practice. One real-life applica-
tion is social networks, where differentially private techniques can be used to ensure
the privacy of individuals when publishing insights about social network activities
[5; 37; 41; 50; 54]. In health sector differential privacy has been proposed as a possi-
ble approach to allow the release of healthcare data with sufficient guarantee against
possible privacy attacks [31; 55]. Financial sector is another common domain where
differential privacy allows businesses such as banks and insurers to model customer
behavior, without violating their privacy, leading to tailored products and services
[40; 82]. In a nutshell, differential privacy helps in various industrial and commercial
sectors to perform private data analysis without breaching individuals privacy.

2.1.3.3 k-Anonymity Meets Differential Privacy

Below I present an overview of relational data anonymization approaches which are
based on synergy between k-anonymity and differential privacy.

Stochastic t-Closeness. Before the work [20], it was not straightforward to satisfy
t-closeness for a dataset that is differentially private because differential privacy is
stochastic, whereas t-closeness is deterministic. However, in [20], the authors ex-
tended t-closeness [63] by relating it with differential privacy and proposes a novel



20 Literature Review

privacy technique called stochastic t-closeness. Stochastic t-closeness provides differ-
ential privacy when t = exp(ε/2). In stochastic t-closeness, to satisfy t-closeness for
sensitive attributes, a stochastic function is used in place of an empirical distribution,
as used in classic t-closeness.

(k, ε)-Anonymity. To guarantee the privacy of an individual, a privacy-preserving
data publishing framework [43], called (k, ε)-Anonymity, was proposed by combin-
ing k-anonymity and ε-differential privacy. In this approach, attributes of a dataset
have been classified into three categories: explicit identifiers, quasi identifiers and
sensitive attributes. Further, quasi-identifiers have been divided into two categories:
k-quasis and ε-quasis. k-quasis can be any quasi attribute but ε-quasis must be a nu-
merical quasi attribute. Afterward, k-anonymity is applied on k-quasis which divides
a dataset into k equivalence classes. Then ε-differential privacy is applied on ε-quasis.
Then, the records are shuffled in a dataset to prevent the order-based attacks in the
published data. However, how to divide a dataset into k-quasis and ε-quasis among
quasi-identifiers was not discussed.

Differential Privacy via k-anonymous Microaggregation A number of works [91;
89] have combined k-anonymity and differential privacy to enhance the utility of
data release. One of these works used microaggregation to achieve k-anonymity,
which can reduce the amount of noise added to differentially private datasets [21].
Microaggregation [18] is a family of anonymization algorithms that work in two
stages:

1. Partitioning: Generate clusters of records in a dataset in such a way that each
cluster comprises of at least k records and records within each cluster are ho-
mogeneous (as similar as possible).

2. Aggregation: Each record within each cluster is replaced by its centroid record
(average record).

For multivariate records (two or more attributes), optimal multivariate microag-
gregation, i.e., with minimum variability loss within clusters, is an NP-hard problem
[80], so heuristics are normally used. Numerous heuristic techniques to multivari-
ate microaggregation have been proposed in the literature, and two main types of
heuristics [19] are below:

1. Fixed-size microaggregation yields clusters with a fixed size k, where all clusters
have the same size k, except one cluster which is of size between k and 2k− 1.
These heuristics are computationally efficient.

2. Data-oriented microaggregation yields clusters with variable sizes, where all clus-
ters have sizes varying between k and 2k− 1, which may achieve lower infor-
mation loss [18].

In the work [21], it is shown that k-anonymity can be achieved via multivari-
ate microaggregation, and a simple microaggregation heuristic called MDAV was
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proposed which groups a dataset into exactly k clusters except the last one, which
contains records between k and 2k − 1. Later, in [90; 91], multivariate microaggre-
gation is used to generate differentially private datasets by querying the centroid
(arithmetic average) of each cluster. One can regard the approach of multivariate
microaggregation as combining k-anonymity and differential privacy because with
minimal cluster size k, multivariate microaggregation over all quasi-identifiers en-
sures k-anonymity. The target of a microaggregation algorithm is to yield minimum
information loss by maximizing within cluster homogeneity. However, the existing
works, including MDAV [21] and insensitive microaggregation [91], either produce
a low degree of within cluster homogeneity or fail to reduce the amount of noise
independent of the size of a dataset.

2.1.3.4 Personalized Privacy

Personalized privacy provides freedom to individuals to decide their own privacy
preference (i.e., degree of privacy protection), which should be taken into considera-
tion while releasing sensitive information of an individual. Early privacy-preserving
data publishing techniques [92; 67; 63; 25] focused on protecting individuals’ private
information by using predefined constraint parameters specified by data holders,
which may result in offering insufficient protection to a subset of individuals, while
applying excessive privacy control to others. In the personalized setting a person can
specify the degree of privacy protection to guard their sensitive information which
helps in the data release process to provide sufficient amount of privacy without
under or over protecting an individual. For example, for privacy purposes an indi-
vidual may not be interested in sharing his/her telephone number; however a retail
organization might need to share their number for the convenience of their cus-
tomers. Therefore, privacy requirements are different for different individuals, and
individuals should also have the right and responsibility to protect their own private
information. Thus, there is a need for personalized privacy-preserving mechanisms
which are intuitive for novice users. Following are some relational data anonymiza-
tion approaches based on personalization.

Personalized Anonymity. In the work [102] the notion of personalized privacy was
proposed for k-anonymity [92]. Personalized anonymity allows each individual to
specify her own privacy level based on its own tolerance to sensitivity. The person-
alized anonymity model assumes that each sensitive attribute has a taxonomy tree
and that each individual specifies a guarding node in this tree. The advantage of
this approach is that each individual may specify a guarding node according to their
own preference. It is shown that personalized anonymity result in lower information
loss than the well-known privacy models, such as k-anonymity [92] and l-diversity
[63]. However, it is unclear how individuals would set their guarding node because
guarding node depends on the distribution of sensitive values in the whole table or
in a group which is unknown to an individual because an individual has no access
to the distribution of sensitive values before the data is published. Without such
information, an individual may select a more general (higher privacy preference)
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guarding node, which may negatively affect the utility of data. Later, the concept
of personalization is used to extent the notion of (α, k)-anonymity [100] and per-
sonalized (α, k) model was presented in the work [110]. The authors proposed an
efficient anonymization algorithm based on (α, k)-anonymity by introducing a vec-
tor for describing individuals’ personalized privacy preference. The general idea is
to combine (α, k)-anonymity [100], which provides protection against homogeneity
attack, and personalized privacy techniques which provide freedom to individuals
to specify their own degree of privacy. This improves data utility while satisfying
different individuals privacy preserving requirements.

Personalized Differential Privacy (PDP). One important limitation of differential
privacy [29] is that the same privacy protection level (i.e., ε) is assigned to all individ-
uals while adding noise. However, different individuals have different privacy levels
based on their own tolerance to sensitivity subject to their data. Therefore, differen-
tial privacy may lead to provide insufficient privacy protection for some individuals,
while over-protecting others.

Relational data anonymization approaches based on differential privacy [29] where
an individual can set their own privacy budget ε can be broadly categorised into two
types: user-grained [32; 49; 62], and item-grained [2] personalized differential pri-
vacy.

- User-grained: This approach was first presented in [32] which generalized the
classic definition of differential privacy to provide freedom to each individual
to have a personalized privacy budget ε based on their personal privacy prefer-
ences called personalized differential privacy (PDP). Similarly, in the work [49]
the authors proposed mechanisms based on personalization to achieve user-
grained differential privacy. However, these mechanisms either under-utilize
the privacy budget of most individuals or require a careful design in order to
get the best results in terms of accuracy and scalability for achieving PDP. In an-
other work [62] two partitioning-based mechanisms were proposed to achieve
user-grained PDP in which a dataset is partitioned based on the privacy prefer-
ence provided by an individual. Then, applying differential privacy mechanism
on each partition using the strongest privacy protection level.

- Item-grained: In item-grained differential privacy, an individual is allowed to set
different privacy protection levels for different data items (e.g. salary, age, etc).
For relational data the first item-grained approach was proposed in [2] which
is called heterogeneous differential privacy (HDP).
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2.1.3.5 Summary

Until now, a number of relational data anonymization approaches have been pro-
posed to limit disclosure of confidential information. For clarity, Table 2.2 sum-
marises the main idea of each relational data anonymization approach and highlights
their pros and cons.

2.2 Graph Data Publishing

Graph dataset storage and management is an active area of research in both academia
and industry, as evidenced by the growing number of graph database systems in
real-world applications such as social networks. In a network, nodes correspond to
individuals or entities, and edges correspond to relationships between them. How-
ever, graph data may contain sensitive, private or personally identifiable information
of individuals and directly releasing graph datasets for analysis may leak sensitive
information of an individual. As more and more networks have been made publicly
available, preserving privacy in publishing graph data becomes an important task.
A recent study [3] shows that simple techniques of anonymizing graphs by remov-
ing the identities of nodes before publishing graph data does not always guarantee
privacy.

2.2.1 Types of Disclosure in Graph Data

The privacy risks or disclosure types in publishing graph data can be broadly grouped
into three categories [66; 1; 78]:

1. Identity Disclosure: The identity of individuals associated with graph nodes is
breached.

2. Membership Disclosure: Sensitive relationship information among individuals
associated with graph edges is revealed.

3. Content Disclosure: Sensitive attributes associated with each node are disclosed.

The identity and membership disclosure attacks are usually related to the rea-
son that the disclosure of a sensitive link requires the identification individuals (i.e.,
nodes) as an intermediary step. Both forms of privacy risks are related to the struc-
tural anonymization of a graph and do not assume that the sensitive attributes as-
sociated with each node is released along with a graph. Contrary, in the content
disclosure attack, sensitive attributes associated with each node are always released
with graph nodes, and an individual may not wish to expose this information. This
form of privacy risks is related to the sensitive content anonymization of a graph.

2.2.2 Types of Background Knowledge in Graph Data

Since it is known that an invader can re-identify individuals easily from a published
graph based on some background knowledge, and removing identity of nodes is
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not sufficient to preserve privacy of an individual [81; 48]. An invader may obtain
different kinds of background knowledge about a target individual. There are three
types of background knowledge analytically captured by Hay et al. [41]:

1. Vertex knowledge refers to the knowledge associated with local structure of the
graph around a node (e.g., node degree).

2. Subgraph knowledge describes the knowledge about (partial) subgraphs (e.g.,
triangle, star, d-hop neighbors) around nodes.

3. Hub fingerprint knowledge alludes to the knowledge related to nodes and their
distances from hub nodes.

Some existing works [115; 116] have considered very strong invaders equipped
with subgraph or hub fingerprint knowledge. It was highlighted in [3] that in real
social networks, most nodes belong to a small uniquely distinguishable subgraph;
hence, it is comparatively easy for an invader to obtain subgraph background knowl-
edge related with a node to conduct an attack.

2.2.3 Types of Structural Attacks in Graph Data

The structure of a graph itself, and in its basic form such as degree of the nodes, can
be reveal the identities of individuals [41]. Structural attacks in graph data publishing
are categorised into four types [10; 115; 66]:

1. Degree Attack: An invader equipped with vertex knowledge and a subgraph
query Q can uniquely identify a node based on degree of a target node, where
partial information about a node can be expressed as a subgraph query Q (e.g.,
number of neighbors of a node).

2. Subgraph Attack: An invader armed with subgraph knowledge and a subgraph
query Q can uniquely identify a target node based on the matches of Q in a
published network.

3. Neighbor-Graph Attack (NAG): An invader provided with d-hop neighbors infor-
mation of a target node and a subgraph query Q can uniquely identify a target
node based on the matches of Q in a published network.

4. Hub Fingerprint Attack: An invader supplied with hub fingerprint knowledge
and a subgraph query Q can uniquely identify a target node based on the
known distances between a target node and hubs.

2.2.4 Graph Data Anonymization Approaches

A number of anonymization methods and algorithms for graph data have been pro-
posed in the literature [41; 66; 9; 41; 114; 14; 50], which can be categorized into ap-
proaches based on k-anonymity, graph modification, generalization or clustering, and dif-
ferential privacy. Figure 2.3 provides a general overview of the graph data anonymiza-
tion approaches, which are discussed below.
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Graph Data Anonymization 
Approaches

k-anonymity

k-neighborhood

k-automorphism

k-degree Vertex and Edge 
Clustering

Graph Modification

k-candidate

Generalization or 
Clustering

Vertex Clustering

Edge Clustering

Differential Privacy

Edge-DP

Node-DP

k-isomorphism

k-decomposition

Constraint 
Perturbation

Random 
Perturbation

Personalized-DP

Figure 2.3: Taxonomy for graph data anonymization approaches

2.2.4.1 k-Anonymity Based Approaches

Generally, k-anonymity approaches divide an original graph into at least k blocks,
so that the results of a query on the original graph are at least k parts, and the
probability that an invader can re-identify one node’s identity is at most 1/k. Here I
present an overview of k-anonymity based graph data annonymization approaches.

k-Candidate Anonymity. Hay et al. [42] proposed to protect privacy against sub-
graph knowledge and highlighted that the structural similarity of neighbors of nodes
in a graph determines the extent to which an individual in a graph can be re-
identified. Thus they presented a notion of k-candidate: a graph satisfies k-candidate
anonymity if for every query over a graph, there exist at least k nodes that match
the query. The authors generally focused on providing a set of anonymity require-
ments and studying their properties. However, they did not present algorithms that
guarantee the construction of a graph that satisfies their anonymity requirements.

k-Neighborhood Anonymity (k-NA). Zhou and Pei [115] provided a solution against
1-neighborhood attack (NAG). They assumed that an invader is aware of a subgraph
constructed with 1-neighborhood subgraph of a target node. They proposed an algo-
rithm that organizes nodes into groups, according to their neighborhoods, and then
anonymizes the neighborhoods of nodes in the same group. The authors generally
focused on 1-neighborhood subgraph which is later generalized by the work [116]. In
this work, the idea of k-automorphism [116] was proposed where an invader knows
any subgraph around a target node (d-neighborhood subgraph).

k-Degree Anonymity (k-DA). Liu and Terzi [66] considered an invader equipped
with vertex knowledge and proposed k-degree anonymity based on an edge addi-
tion/deletion technique. A published graph is k-degree anonymous if for every node
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Table 2.3: k-anonymity based graph data anonymization approaches with disclosure types.

Approaches Identity
Disclosure

Membership
Disclosure

Content
Disclosure

k-candidate 3 7 7

k-NA 3 3 7

k-DA 3 7 7

k-auto 3 7 7

k-iso 3 3 7

k-dec 3 3 7

v in a graph, there are at least (k–1) other nodes that have the same node degrees
as v. The authors considered a graph with a degree sequence ordered in decreas-
ing order and achieved k-anonymity by anonymizing the degree sequence first and
then constructing an anonymized graph using an anonymized degree sequence. In
this process, if the necessary condition did not fulfill for the anonymized degree se-
quence of a given graph, there does not exist an anonymized graph. Furthermore, if
the value of k is large and the graph is sparse, then it will degrade the utility of the
anonymized graph. Additionally, this approach is not efficient on large graphs as for
a given degree sequence it is not always possible to get an anonymized graph. They
presented an idea of relaxing anonymized graph construction which leads to major
modification of graph topological properties such as average betweenness, clustering
coefficient, and average path length.

k-Automorphism (k-auto). Zou et al. [116] presented a general framework in which
they have adopted more general assumptions about an invader’s background knowl-
edge and considered a scenario where an invader knows any subgraph around a
target node (d-neighborhood subgraph). In general, k-automorphism divides a large
graph into k blocks so that each subgraph corresponds to at least k− 1 subgraphs, and
there is at least one connecting edge among subgraphs. For achieving k-automorphic
anonymity, the presented algorithm first partitions an original graph into n blocks
using the idea of frequent subgraph [58] which find k matches of a subgraph in a
given graph. After partitioning the graph into n blocks it clusters the blocks into
m groups where each group has at least k-blocks using a proposed graph align-
ment algorithm. In the end, for crossing edges, it performs edge-copy to obtain an
anonymized graph. The proposed method provides guard against structural attacks
and anonymity for dynamic release of a graph. However, later in [10; 15] it has been
shown that k-automorphism does not guarantee privacy for membership disclosure
and is vulnerable under neighbor-graph attack (NAG).

k-Isomorphism (k-iso). Cheng et al.[10] presented an idea of k-isomorphism (k-iso),
which is an improved version of k-automorphism [116]. Unlike k-auto, k-iso fully
divides an original graph into k disjoint subgraphs in such a way that there is no
connecting edge among subgraphs and subgraphs in each block are pairwise iso-
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Table 2.4: k-anonymity based graph data anonymization approaches with structural attacks.

Approaches Degree
Attack

Subgraph
Attack

Neighbor-graph
Attack

Hub Fingerprint
Attack

k-candidate 7 3 7 7

k-NA 7 7 3 7

k-DA 3 7 7 7

k-auto 3 3 7 7

k-iso 3 3 3 3

k-dec 3 3 3 7

morphic. For achieving k-isomorphism the presented technique first partitions a
graph into k subgraphs with the same number of nodes. In order to partition a
graph the proposed algorithm computes a set of potential anonymization subgraphs
(PAGs) that covers an original graph by using frequent subgraphs with a given a
node degree size (maximum degree). After finding a set of PAGs, the subgraphs are
augmented by edge addition and deletion to ensure pairwise graph isomorphism.
The proposed method also provides guard against structural attacks under neighbor-
graph attacks and anonymity for dynamic release of a graph by simplifying the idea
presented in k-auto [116]. As k-iso divides an original graph into k disjoint sub-
graphs, all the crossing edges need to be deleted which may contain some important
and sensitive edges. Consequently, k-iso satisfies the k-anonymity principle at the
expense of utility. Additionally, in order to ensure pairwise isomorphism when k
is large and original graph is sparse, k-iso did not preserve the structural similarity
between original graph and an anonymized graph.

k-Decomposition (k-dec). Ding et al. [15], proposed a k-decomposition (k-dec) algo-
rithm that is designed to anonymize large-scale graph datasets. This k-dec algorithm
is based on k-automorphism (k-auto) and k-isomorphism (k-iso). k-dec first divides
a graph into k disjoint blocks by using a multilevel k-way partitioning algorithm,
then retain the deleted connections among k disjoint blocks using a proposed retain
algorithm and achieves an anonymized graph, such that each k disjoint block is iso-
morphic to each other by using a proposed isomorphic algorithm. In order to retain
cross edges the proposed algorithm adds noisy edges and nodes. Thus, to generate
k disjoint isomorphic blocks, it needs to add a similar amount of nodes and edges
into each block which overall results in adding too much noise in an anonymized
graph. On the other hand, k-dec used a multilevel k-way algorithm to partition an
original into k disjoint blocks by following the principle that the nodes and edges
should be evenly divided into blocks. Thus, the quality of the anonymized graph is
highly depended on the partition.

Table 2.3 summarizes the information disclosure types being addressed by the
graph anonymization approaches described in this section. Additionally, Table 2.4
summarizes the structural attacks being guarded by the graph anonymization ap-
proaches described in this section.
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2.2.4.2 Graph Modification Based Approaches

Graph modification based approaches [9] anonymize a graph by modifying edges
and nodes in a graph, i.e., new edges, and nodes are added or removed to ensure
that published graph data meets desired privacy requirements. These graph mod-
ification methods can be categorized into approaches based on random perturbation,
and constraint perturbation.

• Random Perturbation: Methods built on random perturbation follow certain
principles to process nodes and edges, which includes Rand add/del and Rand
Switch [42; 34; 94] that randomly add noise either by adding, removing, and
switching edges or nodes, Spctr add/del and Spctr Switch [112] that are specif-
ically designed to preserve the spectral characteristics of an original graph,
Blockwise Random add/del [111] that divides a graph into blocks according to
a degree sequence and implements edge modification on nodes at high risk
of re-identification, and Sparsification [6] which randomly removes edges with-
out adding new ones and uses entropy quantification to measure the level of
anonymity provided by a perturbed graph.

• Constraint Perturbation: Approaches based on constraint perturbation modify
a graph to meet some desired constraints. Perhaps, k-anonymity based ap-
proaches [42; 66; 116; 115] are the most well-known in this group, which pro-
vide anonymity by adding or deleting edges or nodes of a graph to meet some
certain constant value k.

2.2.4.3 Generalization or Clustering Based Approaches

Generalization methods also known as clustering-based methods anonymize graph
data by classifying nodes and edges into groups. Then each group is generalized
into the super nodes and super edges, along with some structural properties of
the group. The generalized graph can hide the individual for preserving privacy,
though, the graph may be shrunk after anonymization and local structures are dif-
ficult to analyze. However these anonymized graphs can be a good source to study
the macro-properties of their original graphs. These graph generalization methods
can be categorized into approaches based on:

• Vertex clustering method partitioned an original graph into disjoint sets where
each super node represents at least k nodes and each super edge represents all
edges between nodes in two super nodes [41].

• Edge clustering methods partitioned an original graph wherein an edge (rela-
tional information) exists between clusters of nodes [114]. In [77], differential
privacy is adapted to graph clustering and the notion of m-edge-differential pri-
vacy has been proposed. A Privacy-integrated graph clustering approach (PIG)
has formalized for graph perturbation as noise adding mechanism to guarantee
differential privacy.
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• Vertex and edge clustering methods partitioned an original graph into clusters and
then combined nodes in each cluster to form a super node and inter-cluster
edges between clusters into a super edge [8]

2.2.4.4 Differential Privacy Based Approaches

Differential privacy methods on graph data can be roughly divided into two cate-
gories, namely: node differential privacy (node-DP) [14] and edge differential privacy
(edge-DP) [50]. Both edge-DP and node-DP are based on the single node or edge ad-
dition and deletion. However, since graph information affected by the addition and
deletion of one node on the graph is always larger than the addition and deletion
of an edge, node differential privacy technology is more challenging to design and
implement [14]. These variants of differential privacy are used to perturb various sta-
tistical values of graph data, for instance triangle counting [16], degree distribution
[14], and frequent subgraph mining [107]. In general, unlike k-anonymity, differen-
tial privacy methods have mathematical proofs of privacy guarantee. Nevertheless,
applying differential privacy on graph data limits published data utility [15].

Graph Data Publishing Under Edge-DP. In edge-DP [50], two graphs are said to
be neighboring if they differ on a single edge. Intuitively, an algorithm providing
edge-DP has similar output distributions on any pair of graphs that differ in one
edge, thus protecting changes to graph edges. Applying edge-DP on graph data lim-
its utility because graph is highly sensitive to structural changes and adding noise
directly into graph data can significantly degrade its utility. To address this issue,
many approaches [85; 101; 98; 97; 36] have investigated the problem of publishing
anonymized graphs by indirectly perturbing graph data through a graph feature-
abstraction model, such as the dK-graph model [72], hierarchical random graph
(HRG) model [11], or spectral graph methods [98]. The main idea of these stud-
ies is to transform a graph into a statistical representation (e.g., degree distribution
and dendrogram) or a spectral representation (e.g., adjacency matrix), then add ran-
dom noise to perturb such representations, and finally generate anonymized graphs
based on perturbed representations. I list some of the existing graph abstraction
methods:

• Edge-DP via dK-graph model: The work in [85; 97] considered to approximate
an original graph by dK-series and then perform perturbation. However, to
achieve edge-DP, the global sensitivity of this approach is O(n), where n is the
number of nodes in the original graph, thus requiring a successive amount of
noise to provide differential privacy guarantees.

• Edge-DP via HRG model: The authors in [101] have proposed a mechanism that
first projects a graph into a statistical representation (e.g., dendrogram) using a
hierarchical random graph (HRG) model. Then adds random noise to perturb
this representation in order to publish the entire graph by providing edge-
privacy. This approach requires imposing noise proportional to global sensi-
tivity, i.e., O(logn). Later, in [36], the authors consider local sensitivity rather
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than global sensitivity in order to reduce noise needed to achieve differential
privacy using HRG model.

• Edge-DP via spectral graph methods: The work in [98] proposed to project a graph
to the spectral domain and inject noise to the eigenvalues and eigenvectors of
the corresponding adjacency matrix. This approach requires O(

√
n), where n

is the number of nodes in the original graph.

Furthermore, some studies focused on publishing various statistical data under
edge-DP, e.g., degree distribution [40], subgraph counting [51; 5], clustering coeffi-
cient [99], and frequent subgraph mining [88].

Graph Data Publishing Under Node-DP. In node-DP [14], two graphs are neighbor-
ing if by removing a node v and all edges incident to v in one graph, one obtains the
other graph. Intuitively, an algorithm providing node-DP has similar output distri-
butions on any pair of graphs that differ in one node and edges adjacent to it, thus
protecting information pertaining to each individual. Node-DP is known to be more
challenging to achieve and can provide stronger privacy protection than edge-DP [14;
53; 95]. Graph data is highly sensitive to structural changes under node-DP, which
thus requires a large amount of noise to be added into published network statistics
and can significantly degrade the utility of published network statistics.

A key technique to satisfy node-DP is “graph projection” [53; 84; 14; 16], which
projects an original graph to a graph whose maximum degree is below a certain
threshold θ, i.e., a θ-bounded graph, The motivation behind graph projection is to
bound the sensitivity of publishing network statistics through a control on node
degrees. I list some of the existing graph projection methods:

• Truncation Method: The authors of [53] have proposed a graph project technique
by truncating all nodes whose degrees are larger than θ and have proven that
publishing a degree histogram after truncation has a sensitivity of 2θST, where
ST is the smooth upper bound on the number of nodes whose degrees may
change because of truncation. The truncation method removes more edges
than necessary for the goal of ensuring a θ-bounded graph.

• Edge Removal Method: Another graph projection technique was introduced in
[5], which traverses the edges of a graph in a random order and removes all
edges that are connected to a node with degree greater than θ. The sensitivity
for publishing subgraph counting queries (i.e., number of triangles) after this
edge-removal operation has been shown to be p(2θ)p−1, where p is the number
of nodes in subgraphs.

• Edge Addition Method: In the work [14], projection is performed by adding edges
according to stable edge ordering. This edge-addition approach is similar to [5],
except that it inserts edges while [5] deletes edges. While this difference is
minor but it is shown in [14] that the edge-addition approach preserves more
edges, and publishing a degree histogram of a projected graph has a sensitivity
of 2θ + 1.
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• Lipschitz Extension Method: In [84] another projection method was introduced
by constructing a weighted graph, and publishing degree histograms has the
sensitivity of 6θ in their work.

Despite considerable progress being achieved in understanding node-DP, these
works have only studied the release of simple statistical data of networks (i.e., edge
count [53; 95], counts of small subgraphs [5; 16], and degree distribution [53; 84; 14]).
To the best of my knowledge there is no algorithm which can provide node-DP in
order to publish an entire graph.

Graph Data Publishing Under Personalized-DP (PDP). Anonymization techniques
based on personalized differential privacy (PDP) [29] where an individual can set
their own privacy level ε can be broadly categorised into two types:

1. User-grained: This approach was first presented in [32] which generalized the
classic definition of differential privacy to provide freedom to each individual
to have a personalised privacy budget ε based on their personal privacy prefer-
ences called personalized differential privacy (PDP). Similarly, in the work [49]
authors proposed mechanisms based on non-uniform sampling and person-
alized exponential mechanism.. In another work [62] two partitioning-based
mechanisms was proposed to achieve user-grained PDP in which the dataset
is partitioned to group data based on the privacy preference provided by an
individual. Then, applying differential privacy mechanism on each partition
using the strongest privacy protection level.

2. Distance-grained: These PDP approaches [56; 57] considered social networks and
scale individuals’ privacy based on distances between individuals in a network
(e.g., length of a shortest path between two nodes).

3. Item-grained: These PDP approaches were first introduced for relational databases
include heterogeneous differential privacy (HDP) [2], which allows different
privacy levels for different data items (e.g. salary, age, etc). Later for social
networks, a fine-grained approach based on distance-grained and item-grained
has been presented in [108]

Despite considerable progress being achieved in understanding PDP, these works
have only studied the release of single queries in a network setting [56; 57; 2; 108].

2.2.4.5 Summary

Many graph data anonymization approaches have been proposed to limit protect
privacy of individuals in a network setting. For clarity, Table 2.5 summarises the
main idea of each graph data anonymization approach and highlights their pros and
cons.
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Chapter 3

Preliminaries

This chapter presents the basic definitions and notations that will be extensively used
throughout this thesis. Table 3.1 summarises the frequently used notations.

Let X be a class of possible datasets. The notion of ε-differential privacy (ε-DP)
[29] is defined based on the concept of neighboring datasets.

Definition 1. (Neighboring dataset) Two datasets X, Y ∈ X are said to be neighboring,
denoted as X ∼ Y, if one can be obtained from the other by adding, deleting or modifying a
single individual.

Definition 2. (ε-Differential privacy) A randomized mechanism K provides ε-differential
privacy, if for any two neighboring datasets X and Y, and all possible outputs Xε ⊆ range(K),
it holds

Pr[K(X) ∈ Xε] ≤ eε × Pr[K(Y) ∈ Xε] (3.1)

where ε > 0 is the differential privacy parameter. Smaller values of ε provide a
stronger privacy guarantee [28]. Typically, the values of ε should be small, such as
0.01, 0.1, or in some cases ln 2, or ln 3 [28]. When ε is very small, then eε ≈ 1 + ε.

ε-differential privacy [25] was originally proposed as a privacy model to protect
the responses of interactive queries to a dataset. Let f be an arbitrary query function
for which ε-differentially private response is requested. A standard way for achieving
ε-differential privacy is by adding random noise to the true response of a query
function f . The random noise is calibrated according to the sensitivity ∆ of f . The
sensitivity of f measures the maximum variation in the query function f between
two neighboring datasets X ∼ Y. Generally, there are two types of sensitivity are
employed in differential privacy: global sensitivity and local sensitivity.

The global sensitivity of f measures the maximum variation in the query f be-
tween any two neighboring datasets X ∼ Y as follows.

Definition 3. (Global Sensitivity) The global sensitivity of a function f : X → Rd is
defined as:

∆ fGS = max
X∼Y
‖ f (X)− f (Y)‖1, (3.2)

where ‖.‖1 denotes the L1-norm.

35



36 Preliminaries

Given a query function f , the amount of noise added into the response of f
depends on the global sensitivity and the privacy parameter ε, but not on the input
dataset. Nissim et al. [79] proposed a local measure of sensitivity by focusing on the
neighbors of an input dataset. The local sensitivity is defined as below:

Definition 4. (Local Sensitivity) For a function f : X → Rd and a dataset X ∈ X , the
local sensitivity of f at X is

∆ fLS(X) = max
Y
‖ f (X)− f (Y)‖1, (3.3)

where maximum is taken over all neighbors Y of X.

Note that, by Definition 3 and Definition 4, the global sensitivity ∆ fGS = maxX ∆ fLS(X).

Generally, there are two mechanisms by which differential privacy can be achieved,
i.e., Laplace mechanism and Exponential mechanism.

Laplace Mechanism. The mechanism was proposed by [29]. One way to satisfy dif-
ferential privacy is to add noise to the output of a query f . In the Laplace mechanism,
in order to publish f (X) where f : X → R, while satisfying ε-differential privacy,
one publishes

f (X) = f (X) + Lap
(

∆ f
ε

)
where Pr[Lap(β) = x] =

1
2β

e−|x|/β

I denote a random variable drawn from a Laplace distribution with mean 0
and scale β (equivalently variance σ2 = 2β2) as Lap(β), which has the probability
density function Pr(x|β) = 1/2β exp(−|x|/β). The Laplace mechanism provides ε-
differential privacy by adding noise from a zero-mean Laplace distribution with scale
β = ∆ f /ε.

Exponential Mechanism. This mechanism was proposed by [75]. While the Laplace
mechanism provides a solution to deal with numerical data, it cannot be applied to
non-numerical data. This leads to the development of the exponential mechanism,
which can be applied regardless an output of a function is numerical or not. Let
X be the domain of input datasets, S be the range of noisy outputs, and R be the
real numbers. Given a dataset X ∈ X , and a quality function q : (X × S) → R,
which assigns a quality score q(X, s) for outputting s on input X, where s ∈ S , the
exponential mechanism outputs s with a probability proportional to exp

(
εq(X,s)

2∆q

)
,

where ∆q = max∀s,X,Y|q(X, s)− q(Y, s)| is the sensitivity of the quality function. This
satisfies ε-differential privacy.

Composition Properties. Differential privacy satisfies several properties, including:
sequential composition, parallel composition [76], and transformation invariance, i.e.,
post processing [54].
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Definition 5. (Sequential Composition) [76] For any sequence of mechanismsK1, . . . ,Km,
if each Ki satisfies ε i differential privacy, then publishing the results of all of K1, . . . ,Km sat-
isfy ∑i ε i-differential privacy.

Definition 6. (Parallel Composition) [76] If K1, . . . ,Km are mechanisms that access dis-
joint subsets of an input domain N such that each Ki provides ε i-differential privacy then
running all m mechanisms in parallel provides max(ε i)-differential privacy.

Definition 7. (Post Processing) [54] Given K1 that satisfies ε-differential privacy, and any
algorithm K2, the new algorithm K(.) = K2(K1(.)) satisfies ε-differential privacy.
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Table 3.1: Summary of Notations

Notations Description
X A class of possible datasets
X A dataset

X ∼ Y Two neighboring datasets
ri A record in X
A Set of attributes
‖.‖1 L1-norm
K A randomized mechanism
M A microaggregation algorithm
Mp Partitioning function ofM
Ma Aggregation function ofM
�p A partial ordering
f A query function

∆ f Sensitivity of f
ε A privacy parameter/budget/level
k Minimal cluster size
X A microaggregated dataset
Xε A differentially private dataset

X⊕Y Symmetric difference between X and Y
f ◦ g Composition of functions f and g
G A set of all possible graphs

G = (V, E) A graph G with the set of nodes V and edges E
G e∼ G′ Two edge neighboring graphs
G n∼ G′ Two node neighboring graphs
deg(v) Degree of node v
deg(G) Maximum degree of nodes v in G

f dK A dK function
D A set of dK-distributions over G

D, Dε A dK-distribution, a differentially private dK-distribution
fq A degree query
f ∗q A microaggregated degree query
t A degree tuple
T A set of degree tuples
τ A distance interval

Gθ A θ-bounded graph
P A graph projection algorithm

NG(v) A set of neighbors of a node v in G
�N A local neighbor ordering
�V A global node ordering
�Γ A total ordering on edges in E
Γ A stable ordering

Φ, Φv Privacy specification, privacy specification of node v
µ A global threshold
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Chapter 4

2-Stable Microaggregation:
Publishing Relational Datasets
with Differential Privacy

4.1 Overview

In this chapter, I study the problem of publishing relational data under the guaran-
tee of differential privacy while enhancing relational data utility. I observe that mi-
croaggregation [18] can be integrated into differential privacy for generating utility-
preserving differentially private datasets for relational data. Particularly, the amount
of noise needed to achieve differential privacy can be greatly reduced if the query is
run on a dataset obtained through microaggregation, i.e., microaggregated dataset.
In doing so, the original query f is approximated by f ◦M, since f is run on the
microaggregated dataset rather than the original dataset, whereM is a microaggre-
gation algorithm. However, an arbitrary microaggregation algorithm cannot reduce
sensitivity when being incorporated into differential privacy as shown in literature
[90; 91] and further explained in Example 1. To address this issue, the notion of
insensitive microaggregation[90; 91] was proposed. It uses microaggregation to achieve
k-anonymity in which a certain correspondence between clusters in the microaggre-
gated datasets of two neighboring datasets is imposed. Therefore, the noise added to
guarantee differential privacy can be greatly reduced. However, insensitive microag-
gregation still has the limitations: (1) it yields worse within-cluster homogeneity due
to a total order relation required for the distance function [91], and (2) the minimum
cluster size k grows with the size n of the dataset and one thus needs k ≥

√
n to

reduce noise.
To alleviate these issues, I have proposed a microaggregation-based framework

for generating ε-differentially private datasets for relational data based on a notion
of 2-stable microaggregation. The proposed framework provides better within clus-
ter homogeneity by ensuring that at most two pairs of corresponding clusters in
microaggregated neighboring datasets differ in a single record as compared to in-
sensitive microaggregation, where at most all pairs of corresponding clusters differ
in a single record. Thus, when k ≥ 2, the addition of noise can always be reduced
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in comparison with directly applying differential privacy over an original dataset,
regardless of the size of a dataset.

The main contributions of this chapter are as follows:

• I present a microaggregation-based framework for generating ε-differentially
private datasets and formulate a novel notion of 2-stable microaggregation to
characterize the correspondence of clusters in microaggregated neighboring
datasets.

• I propose a 2-stable microaggregation algorithm that can ensure the correspon-
dence of clusters in the microaggregated datasets of two neighboring datasets.

• I experimentally verify the utility reduction of our proposed framework on two
real-world datasets containing numerical data. It shows that our algorithm
can effectively enhance the utility of released data by providing better within-
cluster homogeneity and reducing the amount of noise, in comparison with the
state-of-the-art methods.

The rest of this chapter is organized as follows. Section 4.2 introduces the problem
definition. Section 4.3 presents the framework 2-stable microaggregation for generating
ε-differentially private datasets. Section 4.4 discusses algorithms for microaggregat-
ing reltional datasets. Section 4.5 discusses the experimental results, which empir-
ically verify the noise reduction and privacy guarantee of the proposed algorithm
against the baseline algorithms. Section 4.6 summarises the chapter.

4.2 Problem Definition

Let X be a class of possible datasets. A relational dataset X ∈ X consists of a set of
records, each ri ∈ X being associated with a set of attributes A. We assume that each
individual has only one record in a dataset X.

Definition 8. (Neighboring datasets) Two datasets X, Y ∈ X are said to be neighboring,
denoted as X ∼ Y, if |X| = |Y| = n, but X and Y differ in one record.

Given a dataset X, the goal is to generate Xε (an anonymized version of X) that
can provide ε-differential privacy guarantee for protecting the privacy of individuals’
records in X. Below, the notion of ε-differentially private datasets is formulated.

Definition 9. (Differentially private datasets) A randomized mechanism K : X → X
provides ε-differentially private datasets, if for each pair of neighboring datasets X ∼ Y, and
all possible outputs Xε ⊆ range(K), it holds

Pr[K(X) ∈ Xε] ≤ eε × Pr[K(Y) ∈ Xε] (4.1)

where ε > 0 is the differential privacy parameter. Smaller values of ε provide stronger
privacy guarantees [28].
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Figure 4.1: Problem setting.

Let f be a query function that extracts data against records in the dataset. Fol-
lowing the previous works [89; 70], differentially private datasets can be generated
by considering data publishing as the answers to subsequent queries for each record
in the dataset. For numerical data, the addition of noise can be drawn from a Laplace
distribution by first computing the answer f (X) and then generating the noisy an-
swer f (X) = f (X) + Lap(∆( f )/ε) to provide ε-differential privacy, where ∆( f ) is the
global sensitivity ∆ of f .

In this chapter, the aim is to generate ε-differentially private datasets for relational
data by using microaggregation for improving data utility. Given a dataset X, a
microaggregated dataset X is created by a microaggregation algorithm M in two
stages:

- First, X is partitioned into a set of clusters CX, such that each cluster in CX has
at least k records, where k is a preset constant value, and the records within
each cluster are as similar as possible (homogeneous).

- Second, it aggregates each cluster in CX by replacing each record with the rep-
resentative (average) record of the cluster.

As illustrated in Figure 4.1, a microaggregated dataset X resulting from running
M over X is added between X and Xε to increase utility of Xε. In doing so, the
original query f is approximated by f ◦M, since f is run on the microaggregated
dataset X rather than the original dataset X. This thus introduces two kinds of
errors: one is the random noise, which depends on the sensitivity ∆( f ) of query
f to guarantee ε-differential privacy, and the other one is due to computing f over
X instead of X. As will be discussed in Section 4.5, the first kind of error is much
larger than the second kind of error in terms of the information loss in ε-differentially
private datasets. To increase the overall utility, the key challenge is how to reduce
∆( f ◦M) such that ∆( f ◦M) ≤ ∆( f ).

4.3 2-Stable Microaggregation Framework

In this section, the microaggregation-based framework for generating differentially
private datasets for relational data, called 2-stable microaggregation, is presented.
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Figure 4.2: Clusters CX and CY generated byM over X ∼ Y.

Given two neighboring datasets X ∼ Y that only differ in a single record, their
microaggregated datasets X and Y by an arbitrary microaggregation algorithm M
may generate considerably different clusters.

Example 1. For instance, suppose that a record x in X in Figure 4.2 is modified to x′ in Y,
i.e., X ∼ Y. A microaggregation algorithm M (e.g. MDAV [21]) with k = 4 can generate
CX and CY over X and Y, respectively. Although X and Y only differ in one record, the
clusters in CX and CY are completely unrelated.

In this case, the maximum variation between one cluster from CX and another
unrelated cluster from CY is ∆( f ). Since there are n/k clusters in CX and CY, ∆( f ◦
M) = n/k × ∆( f ), which can be significantly higher than ∆( f ) when the datasets
are large, i.e., n is large. This leads to a much larger ∆( f ◦M) than ∆( f ). Thus, an
arbitraryM could not reduce sensitivity when incorporated into differential privacy.

To address the above issue, the notion of insensitive microaggregation was pro-
posed [91].

Definition 10. (Insensitive Microaggregation [91]) A microaggregation algorithm M is
said to be insensitive if, for every pair of neighboring datasets X ∼ Y, there is a bijection
between the set of clusters CX and CY resulting from runningM on X, and Y, respectively,
such that each pair of corresponding clusters differs at most in one single record.

This implies that the maximum variation between each pair of corresponding
clusters is reduced to 1/k × ∆( f ). Since there are still n/k clusters, ∆( f ◦M) is
n/k×∆( f )/k. As a result, insensitive microaggregation may greatly reduce sensitiv-
ity as compared with n/k× ∆( f ) for standard microaggregation (e.g. MDAV [21]).
However, insensitive microaggregation still has some limitations.

- First, to achieve ∆( f ◦M) ≤ ∆( f ) as desired, (n/k × ∆( f )/k) ≤ ∆( f ) must
hold. Therefore, one needs k ≥

√
n in order to reduce added noise in compari-

son with directly applying K over X [89]. For large datasets, k thus needs to be
large enough for reduced sensitivity.
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2-Stable Microaggregation
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Figure 4.3: A high-level overview of 2-Stable Microaggregation.

- Second, as noted in the work [89] and will also be discussed in Section 4.5, the
clusters generated by insensitive microaggregation are often less homogeneous
than the clusters generated by standard microaggregation, such as MDAV [21].
This is because, to ensure the insensitive property, the distance function used
by insensitive microaggregation algorithms must be consistent with the total
order relation ≤X [91].

To alleviate these limitations, I define the notion of 2-stable microaggregation.

Definition 11. (2-Stable microaggregation) Let M be a microaggregation algorithm,
CX = {c1, ..., cn} be the set of clusters that results from running M on X, and CY =
{c′1, ..., c′n} be the set of clusters that results from running M on Y. M is 2-stable if, for
every pair of neighboring datasets X ∼ Y, there is a bijection between CX and CY such that
at most two pairs of corresponding clusters in CX and CY differ in a single record.

Since stable microaggregation affects at most two pairs of corresponding clusters
in CX and CY, ∆( f ◦M) is further reduced to (2× ∆( f )/k) as compared to (n/k×
∆( f )/k) for insensitive microaggregation. Thus, when k ≥ 2, the addition of noise
can always be reduced in comparison with directly applying K over X, regardless of
the size of a dataset.

A high-level description of the proposed framework is presented in Figure 4.3, in
which 2-stable microaggregation is applied to generate X and Y over X ∼ Y. Then
ε-differentially private datasets Xε and Yε are generated by applying K over X and
Y, respectively.

4.4 Proposed 2-Stable Microaggregation Algorithm

In this section, we present algorithm for microaggregating datasets under 2-stable
microaggregation framework.

4.4.1 S-MDAV Algorithm

To achieve 2-stable property, we propose an algorithm which takes a pair of neigh-
boring datasets X ∼ Y and generates cluster CX with a standard microaggregation
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Algorithm 1: S-MDAV Algorithm
Input: X ∼ Y where r := X−Y and r′ := Y− X

M : a standard microaggregation algorithm
Output: X, Y

1 CX ← {c1, ..., cn} generated byMp over X
2 CY ← replace(CX, r, r′)
3 D, L := φ
4 foreach ci ∈ CX do
5 D := D ∪ {(dist(r′, rci), ci)}
6 dmin, cmin ← Min(D)
7 if r′ ∈ cmin then
8 Y ←Ma(CY)
9 else

10 ci := c(r′)
11 D := D− {(Gdist(D, ci), ci)}
12 foreach cj ∈ CX \ {ci} do
13 dj ← Gdist(D, cj)

14 D := D− {(dj, cj)} ∪ {(dist(rci , rcj) + dj, cj)}
15 dmin, cmin ← Min(D)
16 foreach ri ∈ cmin do
17 swap(CY, r′, ri)

18 Yi ←Ma(CY)

19 L := L ∪ {(Iloss(Yi, Yi), Yi)}
20 Y ← Min(L)

21 X ←Ma(CX)

22 Return X, Y

algorithm (e.g., MDAV [21]). Then based on CX we generate CY such that clusters in
CX and CY are 2-stable yet homogeneous.

Algorithm 1 describes the details of our proposed S-MDAV algorithm. Given
X ∼ Y, I start with partitioning the dataset X into CX by Mp, i.e., the partition
function of a microaggregation algorithmM. Then I replace the record r ∈ X with r′

and initialize two empty lists D and L to store distances and information loss values
(Lines 1-3). For each cluster ci ∈ CX, by means of function dist(), I compute distance
between r′ and rci , where rci is the representative record of ci to compute and store
the distances between r′ and other cluster representatives. Then, I compute dmin, i.e.,
the minimum distance in D, and cmin, i.e., the cluster in CX with dmin, by means of Min
function (Lines 4-6). If r′ is in the cluster cmin of CY, then I aggregate CY by Ma that
is the aggregation function of the microaggregation algorithmM (Lines 7-8). In this
case, only one pair of corresponding clusters in CX and CY is affected as homogeneity
cannot be enhanced further. Otherwise, for each cluster cj ∈ CX \ {ci} where r′ ∈ ci,
I compute the distance between the representative records of clusters ci and cj, i.e.,
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rci and rcj to find records for swapping. I proceed with updating D by summing up
both distances of the corresponding clusters, excluding the distance of ci obtained
by function Gdist (Lines 10-14). In order to get the cluster cj that is of the minimum
distance from ci, I find dmin, i.e., the minimum distance, and cmin, i.e., the cluster
cj ∈ CX with dmin from D, by means of Min function. After that, I swap r′ in ci of
CY with each record ri in cmin of CY, and compute CY with the minimum information
loss by function Iloss (Lines 15-20). In this case, at most two pairs of clusters differ at
most in a single record. The algorithm terminates by returning the microaggregated
datasets X and Y that have the minimum information loss.

MDAV Vs S-MDAV Algorithm. A microaggregation algorithm MDAV (maximum
distance to average vector) [21] is a fixed-size microaggregation algorithm, in which
all clusters have exactly k records, except the last one, which has between k and
2k-1 records. As our proposed algorithm S-MDAV use MDAV, we recall the MDAV
algorithm which generates clusters as follow:

(i) Compute the centroid c of records in the dataset. Find the most distant record
r from the centroid. Also find the most distant record s from r.

(ii) Form a cluster with r and the k-1 records closest to r; form a cluster with s and
the k− 1 records closest to s.

(iii) If there are at least 2k records which do not belong to any of the clusters formed
in Step 2. Repeat Step 1 by minus the clusters formed in Step 2.

(iv) If there are between k and 2k-1 records which do not belong to any of the
clusters formed in Step 2, form a new cluster and exit the algorithm.

(v) If there are less than k records which do not belong belong to any of the clusters
formed in Step 2, add them to the closest cluster whose centroid is closest to
the centroid of remaining records.

A standard microaggregation algorithm MDAV generate homogeneous cluster,
however, cannot reduce sensitivity when being incorporated into differential privacy
as shown in [91] and in Example 1. The proposed S-MDAV algorithm uses the
standard microaggregation algorithm MDAV to generate the clusters in CX as well as
most of the clusters in CY and then achieve 2-stable property by swapping records.
In doing so, S-MDAV decreases the sensitivity of f ◦M and thus reduces the errors
caused by microaggregation.

4.5 Experiments

I have evaluated the proposed framework to study how 2-stable microaggregation
enhances the utility of differentially private datasets.
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4.5.1 Experimental Setup

Datasets. I used two datasets in the experiments:

1. CENSUS dataset1 contains 1,080 records [91; 21; 89]. As in [91] I took 4 nu-
merical attributes FEDTAX (Federal income tax liability), FICA (Social secu-
rity retirement payroll deduction), INTVAL (Amount of interest income) and
POTHVAL (Total other persons income).

2. EIA dataset1 contains 4,092 records [18]. I took 4 numerical attributes attributes
RESREVENUE (Revenue from sales to residential consumers), RESSALES (Sales
to residential consumers), TOTREVENUE (Revenue from sales to all consumers),
and TOTSALES (sales to all consumers).

Following [91], I considered the sensitivity of an attribute to be the difference
between the lower bound (i.e. 0) and upper bound (1.5 × the maximum value) of the
attribute. For both CENSUS and EIA datasets, the value of k is set to between 2 and
100.

Evaluation measure. I used the measure IL1s [109] to compute the information loss
between the original and differentially private datasets. Formally, for each record ri,

IL1s =
1

|A| · n
n

∑
i=1

|A|

∑
j=0

|xij − x′ij|√
2Sj

(4.2)

where |A| is the number of attributes, n is the number of records in the dataset, xij
is the value of attribute aj ∈ A for record ri in the original dataset, x′ij is the value of
attribute aj ∈ A for record ri in the corresponding differentially private dataset, and
Sj is the standard deviation of attribute aj ∈ A in the original dataset.

Baseline Methods. I considered the following baseline methods:

1. MDAV, which is a standard microaggregation algorithm [21].

2. I-MDAV, which is an insensitive microaggregation algorithm proposed in [91].

3. ε-DP, which is a standard ε-differential privacy algorithm in which noise is
added using the Laplace mechanism [29].

4. S-MDAV is the proposed 2-stable microaggregation algorithm, which extends
MDAV in partitioning and aggregation.

4.5.2 Experimental Results and Discussion

I first conducted experiments to compare the information loss of microaggregated
datasets that are generated by MDAV and I-MDAV under varying k between 2 to

1http://neon.vb.cbs.nl/casc/CASCtestsets.htm
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Figure 4.4: Evolution of IL1s using MDAV and I-MDAV for different values of k: (a) CENSUS
and (b) EIA.

100. The results are shown in Figure 4.4. It can be observed that, for both CEN-
SUS and EIA datasets, the information loss of microaggregated datasets is less with
MDAV as compared to I-MDAV. This is because the clusters generated by MDAV are
more homogeneous than the clusters generated by I-MDAV. As I used MDAV in our
algorithm S-MDAV to generate the clusters in CX as well as most of the clusters in
CY, S-MDAV decreases the sensitivity of f ◦M and thus reduces the errors caused
by microaggregation.

Then, to verify the overall utility of ε-differentially private datasets, I conducted
experiments to compare the information loss between the original and ε-differentially
private datasets generated by using our algorithm S-MDAV and the baseline methods
I-MDAV and ε-DP. Figures 4.5 and 4.6 present our experimental results. For ε-DP, I
used the following privacy parameters ε = [0.01, 0.1, 1.0, 10.0], which cover the range
of differential privacy levels widely used in the literature [28; 70; 89]. For each
parameter setting of ε, I ran 3 times and take the average result. The information loss
for ε-DP is displayed as horizontal lines, as ε-DP does not depend on k.

Regarding the evolution of IL1s values shown in Figures 4.5 and 4.6, it can be
seen that, for every value of ε, I-MDAV is only able to achieve ∆( f ◦M) ≤ ∆( f ) if
k ≥
√

n, i.e., (k =
√

1, 080 ≈ 33 for CENSUS and k =
√

4, 092 ≈ 64 for EIA). This is
consistent with the previous discussion in Section 4.3. Nonetheless, this also means
that for large datasets I-MDAV requires k to be enough large in order to effectively
reduce ∆( f ◦M), i.e., the size of k grows with the size of a dataset n. In contrast, for
S-MDAV, as stated in Section 4.3, one needs k ≥ 2 to reduce ∆( f ◦M) as compared
to ε-DP. As the experiments show that our proposed algorithm S-MDAV leads to
less information loss for every value of ε as compared to I-MDAV and ε-DP in both
CENSUS and EIA datasets. This is because the sensitivity ∆( f ◦M) is significantly
reduced when S-MDAV is used for microaggregation.

I have also noticed that by approximating a query f to f ◦M via microaggre-
gation, the errors caused by random noise that depends on the sensitivity of f ◦M
dominate the impact on the utility of differentially private datasets generated via mi-
croaggregation, compared to the errors existing between the original and microag-
gregated datasets.
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Figure 4.5: Evolution of IL1s using S-MDAV, I-MDAV and ε-DP for different values of k and
ε in CENSUS.
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Figure 4.6: Evolution of IL1s using S-MDAV, I-MDAV and ε-DP for different values of k and
ε in EIA.
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On the other hand, there is a trade-off between level of homogeneity because of
the constraint imposed by 2-stable microaggregation that at most two pairs of cor-
responding clusters can differ in a single record. As during microaggregation pro-
cess the level of homogeneity can only be achieved up to some extend which limits
2-stable microaggregation algorithm to achieve local optimal within cluster homo-
geneity restricting the error reduction during microaggregation process. However,
this constraint imposed by 2-stable microaggregation helps to reduce the overall sen-
sitivity added into published data to achieve differential privacy, thus enhancing the
overall utility of differentially private datasets. In order to address this issue I extend
this preliminary work and propose a general framework in the next chapter.

4.6 Summary

In this chapter, I have introduced a microaggregation-based framework that incorpo-
rates microaggregation and differential privacy into the data publishing process. I
formulated a new notion of 2-stable microaggregation to characterize a desired prop-
erty of microaggregation and further developed a simple yet effective 2-stable microag-
gregation algorithm. The utility enhancement of the proposed framework has been
empirically verified over two real-world datasets. The experiments demonstrated
that the proposed framework outperforms the state-of-the-art methods by reducing
the noise added into differentially private datasets significantly, regardless of the size
of a dataset.
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Chapter 5

α-Stable Microaggregation:
Publishing Relational Datasets
with Differential Privacy

5.1 Overview

In this chapter, I extend the the preliminary work described in Chapter 4 and propose
a general framework. Although the amount of noise added into differentially private
datasets can be considerably reduced, regardless of the size of a dataset, by using 2-
stable microaggregation, however, 2-stable microaggregation still has the limitations:

- Restricting the cluster correspondence in microaggregated datasets of any two
neighboring datasets such that at most two pairs of corresponding clusters dif-
fer in a single record can limit an algorithm to achieve local optimal within
cluster homogeneity. This thus leads to limiting the error reduction during mi-
croaggregation process which can affect the utility of generated differentially
private datasets.

- 2-stable microaggregation is unable to achieve the insensitive property due to
the lack of ordering over elements (records) in X ∼ Y. Thus, it does not guaran-
tee differential privacy if we go beyond a specific pair of neighboring datasets.
However, differential privacy is designed for any two neighboring datasets X
and Y. This thus affects the privacy guarantee of generated differentially pri-
vate datasets.

To alleviate limitations of 2-stable microaggregation, I propose a general frame-
work called α-stable microaggregation which generalizes 2-stable microaggregation [46].
The general framework introduces a parameter α, where 2-stable microaggregation
becomes a special case of this general framework with α = 2, and insensitive microag-
gregation becomes a special case of this general framework with α = n/k. α-stable
microaggregation enforces that at most α pairs of corresponding clusters in microag-
gregated neighboring datasets can differ in a single record to enhance within cluster
homogeneity by requiring a partial ordering �p over the elements in X ∼ Y. Thus,

53
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the amount of noise added to differentially private datasets can always be controlled
by the parameter α. Conceptually, α indicates the trade-off between errors introduced
during microaggregation and differential privacy.

The main contributions of this chapter are as follows:

• I present a general microaggregation-based framework for generating ε-differentially
private datasets and formulate a notion of α-stable microaggregation to character-
ize the correspondence of clusters in microaggregated datasets.

• I propose two algorithms under the α-stable microaggregation framework which
are based on a partial order of elements (records) �p in a dataset that can en-
sure the correspondence of clusters in the microaggregated datasets of any two
neighboring datasets.

• I experimentally verify the utility and privacy trade-off in microaggregated and
differentially private datasets achieved by the proposed framework on three
real-world datasets containing numerical data. It shows that the algorithms
can effectively enhance the utility of released data by providing better within-
cluster homogeneity and reducing the amount of noise added into differentially
private datasets significantly.

The rest of this chapter is organized as follows. Section 5.2 defines the problem
of generating utility preserving differential private datasets. Section 5.3 presents our
proposed framework based on microaggregation to generate differentially private
datasets. Section 5.4 presents the proposed α-stable algorithms. Section 5.5 intro-
duces the partial order property. Section 5.6 discuss the experimental design and
results. Section 5.8 summarises the chapter.

5.2 Problem Definition

To generate differentially private datasets, we define the notion of identity function to
formulate queries on X.

Definition 12. (Identity function) An identity function fri() returns the attribute values
corresponding to the i-th record of X, for i between 1 and n (the number of records in X).

Conceptually, fri() returns data against a specific record in X. Assume that we
have a dataset X with n records and we want to generate Xε. Let fri() be an identity
function that returns data against a specific record in X, then to generate Xε under
the guarantees of differential privacy, we query X with fri(X), for i = 1 to n, and
perform perturbation by adding controlled noise to the true response of each fri(X)
through Laplace mechanism [29]. Let Kri be a randomize mechanism for perturba-
tion and Kri( fri(X)) perturbs each response returned by the identity functions. Thus,
we can view Kri over each identity function fri(X) for i = 1 to n perturbs the entire
dataset X. To release a dataset under the guarantees of differential privacy, I per-
turb a dataset X by adding controlled noise from Laplace mechanism [29] defined
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in Chapter 3. Formally, I define the following Laplace mechanism to perturb each
response returned by the identity functions over a dataset X.

Definition 13. (Perturbation) Let ε > 0 be the privacy parameter (smaller values pro-
vide stronger privacy guarantees). The following Laplace mechanism is applied to produce a
perturbed output of fri(X) for i between 1 to n:

Kri( fri(X)) = fri(X) + Lap
(

∆ fri

ε

)d

where ∆ fri = max
X∼Y
‖ fri(X)− fri(Y)‖1

and Pr[Lap(β) = x] =
1

2β
e−|x|/β

∆ fri refers to the sensitivity of of each individual query fri(). While satisfy-
ing differential privacy, sensitivity determines how much perturbation is required
to release response of query fri(). If we query X with a set of identity functions
f = ∪n

i=1{ fri}ri∈X and the response to each fri perturbs by Kri satisfies ε-differential
privacy, as each query refers to a different record, by the parallel composition prop-
erty of differential privacy [76], we can generate Xε that satisfies ε-differential privacy.

However, the total amount of random noise being added into the responses of
identity functions to achieve ε-differential privacy can be very high, as each identity
function fri() refers to a single record in X, the sensitivity ∆ of fri() is large (the
diameter of the domains of records in X). This thus leads to degrade the utility of
published ε-differentially private dataset Xε. To control the amount of random noise
and thus increase the utility of Xε we microaggregate similar records in X before
adding noise.

Given a dataset X, a microaggregation algorithm M can generate a microaggre-
gated dataset X, i.e., M(X) = X in two stages. First, X is partitioned into a set
of clusters CX, such that each cluster in CX has at least k records, where k is a pre-
set constant value, and the records within each cluster are homogeneous (similar).
Second,M aggregates each cluster in CX by replacing each record with the represen-
tative record (centroid) of the cluster it belongs to. Then the ε-differentially private
dataset Xε is generated from microaggregated dataset X by taking collection of ε-
differentially private responses to identity functions fri(X), i.e., f = ∪n

i=1{ fri}ri∈X.
Note that both X and X have n records and the i-th record in X refers to the i-th
record in X.

Due to the prior step of microaggregationM, the sensitivity of queries f (X) used
to generate ε-differentially private dataset Xε, reflects the effect that modification
suffered by a single record in X is distributed among groups of multiple records
in X. Thus, we start thinking in terms of groups of k records instead of individual
record. As each record in X depends on k records in X, this leads to reduce sensitivity
of the representative records (centroids) as compared to the sensitivity of the original
records, hence improving data utility by adding less noise into differentially private
datasets.
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Figure 5.1: A high-level overview of α-Stable Microaggregation.

Our goal is to design a general microaggregation framework and develop mi-
croaggregation algorithms under the proposed framework to anonymizing datasets
under differential privacy.

5.3 α-Stable Microaggregation Framework

In this section, a general framework for generating differentially private datasets,
based on a notion of microaggregation, called α-stable microaggregation is presented.

Definition 14. (α-Stable microaggregation) Let M be a microaggregation algorithm,
CX = {c1, ..., cm} be the set of clusters resulting from running M on X, and CY =
{c′1, ..., c′m} be the set of clusters resulting from running M on Y. M is α-stable if, for
every pair of neighboring datasets X ∼ Y, there is a bijection between CX and CY such that at
most α pairs of corresponding clusters in CX and CY differ in a single record, where α ∈ [1, m]
is a user defined parameter.

For convenience of expression, we also say that, if there is a bijection between
CX and CY such that at most α pairs of corresponding clusters in CX and CY differ
in a single record, CX and CY are α-stable. A high-level description of our proposed
framework is presented in Figure 5.1, in which α-stable microaggregation is applied
to generate X and Y. Then ε-differentially private datasets Xε and Yε are generated
by applying perturbation over X and Y, respectively.

Since there are n/k pairs of corresponding clusters in CX and CY, the value of α

ranges between 1 ≤ α ≤ n/k. Indeed we can see that insensitive microaggregation
is a special case of α-stable microaggregation with α = n/k. This leads to the lemma
below.

Lemma 1. A α-stable microaggregation algorithm M with α = n/k satisfy insensitive
condition.

As α-stable microaggregation affects at most α pairs of corresponding clusters in
CX and CY, the sensitivity ∆( f ◦M) of α-stable microaggregation is α× ∆( f )/k as
compared to n/k × ∆( f )/k for insensitive microaggregation. However, to achieve
∆( f ◦ M) ≤ ∆( f ) as desired, (α × ∆( f )/k) ≤ ∆( f ) must hold. Therefore, one
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needs k ≥ α for α-stable microaggregation rather than k ≥
√

n for insensitive mi-
croaggregation in order to reduce added noise in comparison with directly applying
perturbation over X. Since, for α-stable microaggregation, the corresponding sensi-
tivity ∆( f ◦M) = (α× ∆( f )/k) directly depends on the value of α, the addition of
noise can always be controlled by α while generating ε-differentially private datasets
to enhance utility. Moreover, α indicates the trade-off between information loss due
to clustering during microaggregation and information loss due to noise addition in
generating ε-differentially private datasets. As ε indicates the privacy level in the
process of achieving ε-differential privacy, the trade-off by α should be considered
under a given ε.

On the other hand, to satisfy insensitive property a microaggregation algorithm
requires the datasets X and Y to be equipped with a total order relation ≤X. The
distance function used by insensitive microaggregation algorithms must be consistent
with a total order relation ≤ on X [91]. The following lemma states the total order
require to achieve insensitive property.

Lemma 2. A microaggregation algorithm MDAV with distance d : X × X → R satisfies
insensitive condition if and only if d is consistent with an order relation ≤X such that for any
records x, y, z ∈ X if d(x, y) ≤ d(x, z) then it holds x ≤X y ≤X z.

Due to imposed total order, insensitive microaggregation algorithm generates less
homogeneous clusters and incurring more error during microaggregation as com-
pared to standard (non-insensitive) microaggregation algorithm [89], such as MDAV
[21]. However, in exchange for the lost of homogeneity, insensitive microaggregation
generate sets of clusters CX and CY over X ∼ Y that are more stable than standard
(non-insensitive) microaggregation when one record of the dataset changes due to
the total order. Nevertheless, if a microaggregation algorithm does not comply with
a total order then clusters in CX may differ by more than one record from its corre-
sponding cluster in CY and hence the algorithm would not satisfy insensitive prop-
erty. Thus, total order is the key factor to satisfy insensitive property which results
in degrading utility of differentially private datasets by providing less within cluster
homogeneity over X ∼ Y. This kind of predefined ordering over two neighboring
dataset is a strong constraint, specifically when dataset is large and contains multiple
attributes.

To alleviate this limitation, we require our proposed α-stable microaggregation
algorithms to be consistent with a partial order relation �p on records which is stip-
ulated by themselves when being applied to microaggregated neighboring datasets.
We first describe our algorithms in Section 5.4 and then explain the partial order
property posed by our algorithms can helps to achieve α-stable property in Section
5.5.

5.4 α-Stable Microaggregation Algorithms

Given two neighboring datasets X ∼ Y a user-defined parameter α, our algorithms
aim to generate clusters CX and CY over X and Y, respectively, such that the following
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two conditions are satisfied:

(i) There is a bijection between CX and CY such that at most α pairs of correspond-
ing clusters in CX and CY differ in a single record, i.e., CX and CY are α-stable.

(ii) The objective function below is minimized:

minimize ∑
cj∈C

∑
rj∈cj

d(rj, rcj) (5.1)

subject to preserving a partial order relation �p on records

Here, d(ri, rj) is a distance function (e.g., Euclidean distance) which computes the
distance between two records ri and rj. By minimizing the distances between each
record rj ∈ cj and the representative record (centroid) rcj of cj for each cluster cj ∈ C
as defined in Equation 5.1, the aim is to enhance within cluster homogeneity.

5.4.1 Sequential Search

To achieve α-stable property while minimizing Equation 5.1, we propose an algo-
rithm which takes a pair of neighboring datasets X ∼ Y and generates CX with a
standard microaggregation algorithm (e.g. MDAV [21]). Then based on CX we gen-
erate CY such that clusters in CX and CY are α-stable yet homogeneous w.r.t. Equation
5.1. Suppose that a record r in X is modified to a record r′ in Y. We call the record
r′ a source record. In order to generate CY, the naive way is to search for a record r∗,
by checking each record sequentially such that swapping a record r′ and a record r∗

leads to enhanced within cluster homogeneity. We call such a record r∗ as a target
record. The key idea of this algorithm is to recursively carry out a record level search
which finds a target record r∗ to swap with a source record r′ while preserving a
partial ordering �p in order to achieve α-stable property and enhance within cluster
homogeneity w.r.t. Equation 5.1.

For clarity, we use source cluster to refer to the cluster c′ that contains a source
record r′, and similarly, target cluster to refer to the cluster ci that contains a target
record ri. We also use z+ = d(rc′ , r′) to denote the distance between the representative
record of a source cluster rc′ and a source record r′, z− = d(r′, rci) the distance
between a source record r′ and the representative record of a target cluster rci , y− =
d(rci , ri) the distance between the representative record of a target cluster rci and a
target record ri, and y+ = d(ri, rc′) the distance between a target record ri and the
representative record of a source cluster rc′ . For a set of clusters CY, we thus want
to find a target cluster ci ∈ CY and a target record r∗ ∈ ci, such that the following
objective function is maximized:

r∗ := argmax
ri∈ci
ci∈CY

(
(z+ + y−)− (z− + y+)

)
(5.2)

subject to preserving a partial order relation �p
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Algorithm 2: Sequential α-Stable Microaggregation
Input: X: original dataset

(X,�p): a partial ordering
M = (Mp,Ma) : a microaggregation algorithm
α: user defined parameter

Output: CX, CY
1 CX ← {c1, ..., cn} generated byMp over X
2 CY ← Replace(CX, r, r′) ; // X ∼ Y where r := X−Y and r′ := Y− X
3 c′ ← FindSourceCluster(CY, r′)
4 Csearch := CY \ c′

5 Pactive := {(c′, r′)}
6 i := 1
7 while i < α do
8 W := φ
9 foreach (ci, ri) ∈ Pactive do

10 (c∗i , r∗i , vi)← FindTargetRecord((ci, ri), Csearch)
11 W := W ∪ {(c∗i , r∗i , ci, ri, vi}
12 end
13 c∗i , r∗i , ci, ri ← argmax(vi)
14 if (c∗i , r∗i , ci, ri) exists then
15 if Order Preserved then
16 CY ← SwapRecords(c∗i , r∗i , ci, ri, CY)
17 Pactive := Pactive \ {(ci, ri)} ∪ {(c∗i , ri), (ci, r∗i )}
18 Csearch := Csearch \ {c∗i }
19 UpdateOder(�p, ri, r∗i )
20 end
21 i := i + 1
22 else
23 break
24 end
25 end
26 Return CX , CY

The intuition behind maximizing the distance (z+ + y−) − (z− + y+) is to find
a target record r∗ and swap with source record r′, in such a way that can reduce
the distance between each swapped record in a cluster and its cluster representative
record to enhance within cluster homogeneity w.r.t. Equation 5.1.

Algorithm 2 provides the high level description of this algorithm. We refer Al-
gorithm 2 as sequential α-stable. Given a dataset X, a partial ordering �p (initially
empty) over the domain of X, a microaggregation algorithmM = (Mp,Ma), where
Mp and Ma refer to partition and aggregation functions of a microaggregation al-
gorithmM, respectively, and a user defined parameter α. We start with partitioning
the dataset X into CX by Mp and replace the record r ∈ CX with r′ to initialize CY,
such that X ∼ Y where r := X − Y and r′ := Y − X (Lines 1-2). Then, we find
the source cluster containing r′, i.e., c′, by using FindSourceCluster function which
takes a record as an input and return its corresponding cluster, and hence initialize
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Figure 5.2: An illustration of sequential α-stable microaggregation.

the searching space Csearch and the active pair list Pactive, where each pair contains
a record r′ and its corresponding cluster c′ (Lines 3-5). We also initialize an empty
list W (Line 8), then with help of FindTargetRecord function which takes a cluster
record pairs in Pactive, and searching space Csearch as an input to compute the distance
vi = (z+ + y−)− (z−+ y+) by sequentially enumerating all the records in the search-
ing space Csearch and return a records r∗i , its corresponding target cluster c∗i , and the
distance vi for each pair in Pactive (Lines 9-10). These results are stored in W (Line 11).
After building the list W for all pairs, we select one record with the largest distance
vi (must be a positive value), from W (Lines 13-14). Then we check whether order
is preserved or not (Line 5), if yes then we begin to update set of clusters CY, the
searching space Csearch, the active pair list Pactive, and update ordering by extending
the partial order with swapped records and begin next iteration, otherwise we skip
swapping and begin next iteration (Lines 16-2). In the first step, we swap records r∗i
and ri and update the microaggregated set of clusters CY (Line 16). Then we con-
sider these two records and their corresponding clusters as new pairs and remove
the previous pair (ci, ri) from Pactive (Line 16). Finally, we update the searching space
by excluding cluster c∗i (Lines 17), update partial ordering by extending it with ri and
r∗i (i.e., ri �p r∗i ) (Line 19) and begin the next iteration (Lines 20-21). The algorithm
terminates in two conditions: (1) the sets of clusters CX and CY are α-stable (Line 7);
or (2) the distance of two records is negative, i.e. a target record r∗i does not exist
(Lines 22-23). The algorithm returns CX and CY as output (Line 26).

Here, we give an example to illustrate the sequential α-stable microaggregation
algorithm.

Example 2. Consider Figure 5.2, for a pair of neighboring datasets X ∼ Y with |X| =
|Y| = n. LetM, with α = 3 and k = 4, be a sequential α-stable microaggregation algorithm
which partitions X into CX, as shown in Figure 5.2(a). Then to generate CY, we initialize CY
by replacing a record r in CX to a record r′, i.e., source record. As shown in Figure 5.2(b),
suppose we have found a target record r∗ and ordered is preserved because initially its empty.
Thus we swap the source record r′ and the target record r∗ and update partial ordering by
extending it with r′ and r∗ (i.e., r′ �p r∗). Then, we update the target record r∗ as the new
source record r′ by updating searching space. As shown in Figure 5.2(c), we recursively find
the next target record r∗ among the new searching space and swap with the source record r′
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if ordered is being preserved, and keep on extending existing partial. For instance we have r′

initially and we swap it with r∗ and extend �p which is r′ �p r∗, then for next iteration we
swap r∗ with r∗i because swap is consistent with r′ �p r∗, thus we extend extend �p which is
r′ �p r∗ �p r∗i . Figure 5.2(a), and (d) depicts the final sets of clusters CX and CY generated
over X and Y, respectively, by executing sequential α-stable microaggregation algorithm.

Proposition 1. Algorithm 2 is α-stable.

Proof. Let X and Y be neighbouring data sets that are differ by only one record, that
is, r is in X but not Y and r′ is in Y but not X. The algorithm starts by running a
microaggregation sub-routineMp on X to get the clusters CX, and replacing r with r′

to get a different set of clusters CY on Y. It entails that there is a bijection between the
two sets of clusters CX and CY. Starting from the source record r′ in Y, the algorithm
searches for a target record r∗ from the set Csearch. Once a target record is found, we
check whether swapping records preserve partial order if yes we extend the partial
order. Each time when a target record is found, the cluster that contains the target
record is removed from Csearch. This guarantees each cluster in CY is differ from the
corresponding cluster in CX by only one record. Since the While loop iterates at most
α− 1 times, the final output of the algorithm cannot have more than α pairs clusters
that that differ by one record. Hence, the algorithm satisfies α-stable.

Complexity Analysis. In order to find a target record the sequential α-stable microag-
gregation algorithm needs to perform sequential search over all records in Csearch. Con-
sidering a dataset of size n and at least k records in each cluster. Firstly, sequential
α-stable microaggregation algorithm needs to find the target record across all the
records excluding ones in the source cluster having r′, hence we need to check the
distance of (n− k) record pairs. After selecting and swapping the records, we have 2
modified clusters and for the next iteration we need to search the rest (n− 2k) records
for finding a target record. Hence, we need to calculate the distances of 2(n − 2k)
record. This process iterates, and for the last iteration, we have in total α− 1 modified
clusters and the total number of distances we need to check is (α− 1)(n− (α− 1)k).
Thus the total cost of Algorithm 2 is as follows:

= (n− k) + 2(n− 2k) + 3(n− 3k) + · · ·+ (α− 1)(n− (α− 1)k)

Hence the complexity of sequential α-stable microaggregation algorithm is O(α2n).
Although sequential α-stable microaggregation algorithm can generate clusters CX

and CY that are α-stable with enhancing the homogeneity of these cluster, in terms
of time complexity, it is expensive due to an exhaustive search for all records in CY
to find a target record. If the size of a dataset and the value of α are large then it
may take prohibitively long time to generate more homogeneous clusters. Thus to
reduce time complexity, we introduced decisional α-stable microaggregation algorithm
which approximates sequential α-stable microaggregation algorithm.

The rationale behind decisional α-stable microaggregation is to search a target
record r∗ at cluster level instead of looking into each record exhaustively. This en-
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hance the performance of decisional α-stable microaggregation as compare to se-
quential α-stable microaggregation while achieving α-stable property and enhancing
within cluster homogeneity w.r.t. Equation 5.1. Thus for larger datasets, decisional
α-stable microaggregation algorithm takes less time than sequential α-stable microag-
gregation algorithm to generate homogeneous clusters.

5.4.2 Decisional Search

The key idea of decisional α-stable microaggregation algorithm is to recursively carry out
a cluster level search which finds a target cluster c∗, and then finds a target record
r∗ within the target cluster c∗ to swap with a source record r′ in order to achieve
α-stable property and enhance within cluster homogeneity w.r.t. Equation 5.1.

Cluster Level Search. Let r′ be a source record, c′ be a source cluster that contains
r′, and ci be a target cluster. Now let z+ = d(rc′ , r′) be the distance between the
representative record of source cluster rc′ and the source record r′, z− = d(r′, rci) be
the distance between the source record r′ and the representative record of target rci ,
and y+ = d(rci , rc′) be the distance between the representative record of target cluster
rci and the representative record of source cluster rc′ . Given a set of clusters CY, we
want to find a target cluster ci ∈ CY, such that the following objective function is
maximized:

c∗ := argmax
ci∈CY

(
z+ − (z− + y+)

)
(5.3)

subject to preserving a partial order relation �p

The intuition behind maximizing the distance (z+ − (z− + y+) is to find a target
cluster c∗ in such a way that can reduce the distance between a record in a cluster
and its cluster representative record to enhance within cluster homogeneity w.r.t.
Equation 5.1.

Record Level Search. After finding a target cluster c∗, the next step is to find a
target record r∗ ∈ c∗. In order to find a target record r∗ ∈ c∗, let z+ = d(rc′ , r′)
be the distance between the representative record of a source cluster rc′ and the
source record r′, z− = d(r′, rc∗) be the distance between the source record r′ and the
representative record of a target cluster rc∗ , y− = d(rc∗ , ri) be the distance between
the representative record of a target cluster rc∗ and a record ri ∈ c∗, and y+ = d(ri, rc′)
be the distance between a record ri ∈ c∗ and representative record of a source cluster
rc′ . Given a target cluster c∗, we want to find a target record r∗ ∈ c∗, such that the
following objective function is maximized:

r∗ := argmax
ri∈c∗

(
(z+ + y−)− (z− + y+)

)
(5.4)

subject to preserving a partial order relation �p
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Algorithm 3: Decisional α-Stable Microaggregation
Input: X: original dataset

(X,�p): a partial ordering
M = (Mp,Ma) : a microaggregation algorithm
α: user defined parameter

Output: CX, CY
1 CX ← {c1, ..., cn} generated byMp over X
2 CY ← Replace(CX, r, r′) ; // X ∼ Y where r := X−Y and r′ := Y− X
3 c′ ← FindSourceCluster(CY, r′)
4 Csearch := CY \ c′

5 Pactive := {(c′, r′)}
6 i := 1
7 while i < α do
8 W := φ
9 foreach (ci, ri) ∈ Pactive do

10 (c∗i , vi)← FindTargetCluster((ci, ri), Csearch)
11 W := W ∪ {(c∗i , ci, ri, vi)}
12 end
13 c∗i , ci, ri ← argmax(vi)
14 r∗i ← FindTargetRecord((ci, ri), c∗i )
15 if r∗i exists then
16 if Order Preserved then
17 CY ← SwapRecords(c∗i , r∗i , ci, ri, CY)
18 Pactive := Pactive \ {(ci, ri)} ∪ {(c∗i , ri), (ci, r∗i )}
19 Csearch := Csearch \ {c∗i }
20 UpdateOder(�p, ri, r∗i )
21 end
22 i := i + 1
23 else
24 break
25 end
26 end
27 Return CX , CY

If there exists a record ri ∈ c∗ which can maximizes the distance (z+ + y−) −
(z− + y+) and can also preserve the existing order, then such a record is selected as
the target record, i.e, r∗. The intuition behind maximizing the distance (z+ + y−)−
(z− + y+) is is to find a target record r∗ in a target cluster c∗ and swap with source
record r′, in such a way that can reduce the distance between each swapped record in
a cluster and its cluster representative record to enhance within cluster homogeneity
w.r.t. Equation 5.1. Algorithm 3 provides the high level description of this algorithm.

Here we briefly illustrate decisional α-stable microaggregation algorithm with a focus
on the improvements compared with sequential α-stable microaggregation algorithm. We
start with initializing CX, CY (Lines 1-2). Then, we find the source cluster to initialize
the searching space Csearch and the active pair list Pactive (Lines 3-5). Then we start to
search for the target cluster for each pair in Pactive via the representative record rci of



64 α-Stable Microaggregation: Publishing Relational Datasets with DP

Figure 5.3: An illustration of decisional α-stable microaggregation.

cluster ci instead of sequentially enumerating all the records in the searching space
Csearch using the function FindTargetCluster(Lines 9-10). After selecting the cluster c∗i
with the largest distance, we search for the target record r∗i and select one record
with the largest distance vi (must be a positive value) using the function FindTar-
getRecord (Lines 11-14). If the target record exists (Line 15) then we check whether
the order is being preserved or not (Line 16), if yes we continue to update clusters
by swapping records r∗i and r′ (Line 17). Then, we update the active pair list Pactive,
the searching space Csearch, and update ordering by extending the partial order with
swapped records and begin next iteration, otherwise we skip swapping and begin
next iteration (Lines 17-22). The algorithm terminates in two conditions: (1) the sets
of clusters CX and CY are α-stable (Line 7); or (2) the distance of two records is nega-
tive, i.e. a target record r∗i does not exist (Lines 23-24). The algorithm returns CX and
CY as output (Line 27).

Here, we give an example to illustrate the decisional α-stable microaggregation
algorithm.

Example 3. Consider Figure 5.3, in which CY = {c1, c2, . . . , c8} be a set of clusters. Suppose
c1 be a source cluster that contains a source record r1. Then to perform a cluster level search,
we initialize Csearch = CY \ c1 and Pactive = {(c1, r1)}. Suppose, for every pair in Pactive,
we have found c5 as a target cluster in the first iteration using Equation 5.3. Once the
cluster is decided, then we need to perform a record level search to find the target record
as mentioned in Equation 5.4. Suppose we have r5 ∈ c5 as a target record. If the order
is preserved, then we need to swap found records in c1 and c5 as depicted in Figure 5.3
and update Pactive = {(c1, r5), (c5, r1)}. For the next iteration we remove c5 from Csearch and
perform cluster level search in Csearch to find the target cluster for each pair in Pactive. Suppose
in the following iterations we have found c4, c6 and c8 as the target clusters respectively and
suppose the order remains preserved. Algorithm 3 recursively performs cluster level and
record level searches until α reaches or there exists no target cluster with target record.
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Proposition 2. Algorithm 3 is α-stable.

Proof. The algorithm performs cluster level search in Csearch to find the target cluster,
and then perform a record level search to find the target record within target cluster.
Once a target record is found, we check whether swapping records preserve partial
order if yes we extend the partial order. Each time when a target record is found,
same as Algorithm 2, Algorithm 3 removes the cluster that contains the target record
from Csearch. This guarantees each cluster in CY is differ from the corresponding
cluster in CX by only one record. Since the While loop iterates at most α− 1 times, the
final output of the algorithm cannot have more than α pairs clusters that that differ
by one record. Hence, the algorithm satisfies α-stable.

Complexity Analysis. In order to find a target cluster, the decisional α-stable microag-
gregation algorithm needs to perform cluster level search over all clusters in Csearch and
then record level search over all records in the target cluster. Considering a dataset
of size n and at least k records in each cluster. Firstly, decisional α-stable microag-
gregation algorithm needs to find the target cluster across all the clusters excluding
the modified cluster, then within this cluster we need to find the target record, hence
we need to check the distance of ( n

k − 1) clusters with at least k records in total, i.e.
( n

k − 1) + k. After selecting and swapping the records, we have 2 modified clusters
and for the next iteration we need to search the rest ( n

k − 2) clusters for the target
record. Hence, we need to calculate the distances of 2( n

k − 2) clusters, as well as k
records within the target cluster. This process iterates, and for the last iteration, we
have in total α− 1 modified clusters and the total number of distances we need to
check is (α− 1)( n

k − (α− 1)) + k. Thus the total cost of Algorithm 3 is as follows:

= (
n
k
− 1) + k + 2(

n
k
− 2) + k + · · ·+ (α− 1)(

n
k
− (α− 1)) + k

Hence, the complexity of decisional α-stable microaggregation algorithm is O(αk + α2 n
k
).

The complexity for sequential α-stable microaggregation algorithm is O(α2n) as it
searches for all records in CY. Instead the complexity for decisional α-stable microaggre-
gation algorithm is O(αk + α2 n

k
) as it searches for all clusters in CY and then search for

all k records of the respective cluster. Thus, when α > 1 and k > 1, we can say that
the complexity of decisional α-stable microaggregation algorithm is always lower as
compared with sequential α-stable microaggregation algorithm. In the best case, the
complexity of decisional α-stable microaggregation algorithm is reduced by at most
k. For larger datasets, decisional α-stable microaggregation algorithm takes less time
than sequential α-stable microaggregation algorithm to generate more homogeneous
clusters.

5.5 Order property
Let �p be a partial order relation among records over the domain of X. The proposed
algorithms need to be consistent with the partial order relation �p to satisfy α-stable
property.
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Figure 5.4: Neighboring datasets X and Y.

Figure 5.5: An illustration of a partial order for X ∼ Y: (a) show sets of clusters CX over X,
(b) and (c) describes swapping operation of α-stable microaggregation algorithms which define
partial ordering to generate CY, and (d) show sets of clusters CY over Y with a partial ordering
�p.

Definition 15. (Consistent) Given a set of clusters C = {c1, . . . , cm}, any two clusters are
said to be consistent with a partial order relation �p (i.e., c1 �p c2), if ∀ri∈c1 and ∀rj∈c2 it
holds that ri �p rj.

Example 4. Let X ∼ Y be two neighboring datasets as shown in Figure 5.4, and CX be a set
of clusters generated by a standard microaggregation algorithmM (e.g., MDAV) as depicted
in Figure 5.5(a). Suppose that a record r in X is modified to r′ = in Y as shown in Figure
5.5(b). Consider Figure 5.5(c) and (d), and let α-stable M be a microaggregation algorithm
that achieves α-stable property and enhances within cluster homogeneity w.r.t Equation 5.1
via recursively shifting records in CY. Suppose in the first recursive call, as shown in Figure
5.4(c), we have found a target record r∗ and swap the source record r′ and the target record
r∗. Then, in the next recursive call we have found next target record, lets call it r̂, and swap
r̂ and r∗. Thus, we have a partial ordering r′ �p r∗ �p r̂ at record level, where r′ ∈ cY

1 ,
r∗ ∈ cY

2 , and r̂ ∈ cY
3 . According to Definition 15 we can say that there exist a partial order

cY
1 �p cY

2 �p cY
3 , where ∀ri∈cY

1
, ∀rj∈cY

2
, ∀rk∈cY

3
, we have ri �p rj �p rk. For instance, if

cY
1 = {r′, r1, r2} and cY

2 = {r∗, r3, r4}, then we have a partial order r′ �p r∗, r′ �p r3,
r′ �p r4, r1 �p r∗, r1 �p r3, r1 �p r4, r2 �p r∗, r2 �p r3, r2 �p r4 between cY

1 �p cY
2 . By
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Figure 5.6: Neighboring datasets Y, and Z.

Figure 5.7: An illustration of swapping by preserving a partial ordering.

extending such a partial ordering, it can easily lead to a total ordering. Figure 5.4(a), and (d)
depicts the final sets of clusters CX and CY generated by α-stableM.

Now suppose X ∼ Y ∼ Z be three neighboring datasets such that, X ∼ Y, Y ∼ Z,
and X ∼ Z as shown in Figures 5.4 and 5.6. Here we show that, for each neighboring
dataset pair, our proposed algorithms extend a partial order in a way that it must
respect/preserve the existing partial order to swap records between clusters and
should also add new partial ordering posed during the execution of the algorithms.

Example 5. Consider Figure 5.7. Given a partial order r′ �p r∗ �p r̂ as shown in Figure
5.7(a). Let r′ in Y is modified to r′′ in Z as shown in Figure 5.7(b). The α-stable microag-
gregation algorithm M needs to recursively shift records in CZ to enhance within cluster
homogeneity w.r.t Equation 5.1. However, M requires to respect the existing partial order.
Suppose for r′′ we have found a record r∗, as shown in Figure 5.7(c). We only swap these
records if and only if the swapping is consistent with the existing partial order, otherwise
we skip swapping and continue our search. In this example we swap the records r′′ and r∗

as given partial order (i.e., r∗ �p r̂) is preserved. Thus, we have an updated partial order
r∗ �p r′′ �p r̂, where r∗ ∈ cZ

1 , r′′ ∈ cZ
2 , and r̂ ∈ cZ

3 . According to Definition 15 we can say
that there exist a partial order cZ

1 �p cZ
2 �p cZ

3 . Figure 5.7(a), and (c) depicts the final sets of
clusters CY, and CZ generated by α-stableM by respecting the partial order �p.
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Proposition 3. Algorithms 2, and 3 satisfy α-stable condition if and only if there exist a
partial order relation �p among the records in X ∼ Y, and Algorithms 2, and 3 swap records
in clusters in a way that is consistent with �p; further �p is extended by swapped records in
clusters.

Proof. Given a dataset X, we want to check that Algorithms 2, and 3 requires partial
order relation �p among the records in X ∼ Y to satisfy α-stable condition, i.e.,
modifying a single record of X leads to the set of clusters such that at most α pairs of
corresponding clusters < (c, c′), (c1, c′1), (c2, c′2), . . . , (c(α−1), c′(α−1)) > differ in at most
one record.

Suppose we modify a record r in X by setting it to r′, and let Y be the modified
dataset (i.e., X ∼ Y). If α = 1, it is a trivial which shows that there exists a bijection
between CX and CY such that one pair of corresponding clusters (c, c′) differ in a
single record, as r ∈ c in CX and r′ ∈ c′ in CY. Thus, c and c′ differ in single record,
therefore X \ c and Y \ c′ are equal.

Let c, c1, . . . , c(α−1) and c′, c′1, . . . , c(α−1) be, respectively, the clusters of X and Y,
ordered according to �p. If 2 ≤ α ≤ n/k, we want to show that for any 1 ≤
i ≤ (α − 1), the clusters ci and c′i differ in at most one record. Cluster c′1 contains
same records as c1 except for r′1 that has been removed from c′1 and for r′, such
that r′ �p r′1, that has been added to c′1, i.e., c′1 = (c1 ∪ {r′} \ {r′1}). Similarly, clusters
c′2, . . . , c′(α−1) contain same records as respective cluster c2, . . . , c(α−1), except for r′i that
has been removed from c′i and for r′i−1, such that r′i−1 �p r′i , that has been added to c′i.
Therefore, clusters ci and c′i differ in single record for all i, and X \ {c, c1, . . . c(α−1)}
and Y \ {c′, c′1, . . . c′(α−1)} are equal, which completes the proof.

In Proposition 3, we have shown that Algorithm 2, and 3 are α-stable, when a
partial order relation �p is preserved and extended over X ∼ Y. By Proposition 3, it
is straight forward to check that Algorithms 2, and 3 are insensitive, as there are n/k
pairs of corresponding clusters, therefore, the value of α ranges between 1 ≤ α ≤ n/k.
Also extending a partial order will leads to a total order which is a must condition
to satisfy insensitive property. Indeed we can see that insensitive microaggregation
becomes a special case of α-stable microaggregation with α = n/k, and Algorithms 2,
and 3 can be reduced to insensitive microaggregation algorithm when partial order
leads to total order.

5.6 Experiments

In this section, I presented the experiments of evaluating the proposed microaggregation-
based algorithms sequential α-stable microaggregation (S-αS-MDAV) and decisional α-
stable microaggregation (D-αS-MDAV) against the state-of-the-art methods. The exper-
iments aim to answer the following research questions:

• RQ1: Do S-αS-MDAV and D-αS-MDAV yield less information loss by providing
better within cluster homogeneity in microaggregated datasets and reducing



§5.6 Experiments 69

noise added to differentially private datasets as compared to state-of-the-art
methods?

• RQ2: Do S-αS-MDAV and D-αS-MDAV yield more privacy by reducing proba-
bility of correct record linkages in microaggregated datasets and reducing dis-
closure risk to differentially private datasets as compared to state-of-the-art
methods?

• RQ3: What kind of trade-off exists between utility and privacy while generat-
ing differentially private datasets for different values of α, k and ε?

5.6.1 Experimental Setup

Datasets. I used three well-established datasets. These datasets have been used in
the European project ”CASC” and since then, have become references to test and
compare statistical disclosure control methods for protecting numerical microdata.

• CENSUS1: This dataset contains 1,080 records [91; 21; 89]. As in [91] we took
4 numerical attributes: FEDTAX (Federal income tax liability), FICA (Social
security retirement payroll deduction), INTVAL (Amount of interest income)
and POTHVAL (Total other persons income).

• EIA1: This dataset contains 4,092 records [18; 61; 46; 13]. As in [46] we took
4 numerical attributes: RESREVENUE (Revenue from sales to residential con-
sumers), RESSALES (Sales to residential consumers), TOTREVENUE (Revenue
from sales to all consumers), and TOTSALES (sales to all consumers).

• Tarragona1: This dataset contains 834 records [61; 18; 19]. We took 5 numerical
attributes: Fixed assets, Current assets, Paid-up capital, Short-term debt, and
Sales.

Baseline Methods. In order to evaluate the proposed framework, I considered the
following baseline methods:

- MDAV, which is a standard microaggregation algorithm [21].

- I-MDAV, which is an insensitive microaggregation algorithm proposed in [91].

- ε-DP, which is a standard ε-differential privacy algorithm in which noise is
added using the Laplace mechanism [29].

- S-αS-MDAV and D-αS-MDAV refer to the proposed sequential α-stable mi-
croaggregation and decisional α-stable microaggregation algorithms respec-
tively. Both of these algorithms extend the standard microaggregation algo-
rithm MDAV [21] in partitioning and aggregation.

1http://neon.vb.cbs.nl/casc/CASCtestsets.htm
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Evaluation Measures. Since the proposed work aims at generating differentially
private datasets via k-anonymous microaggregation, I have used the evaluation mea-
sures used by the k-anonymity community [91; 19; 21]. In such works, the quality
of an anonymized dataset is calculated in terms of information loss, which directly af-
fects the utility of a dataset, and disclosure risk, which measures the practical privacy
of a dataset:

- Information loss measures the difference between an original and anonymized
datasets. I used the measure IL1s [74; 109] to compute the information loss be-
tween the original and differentially private datasets. Formally, for each record
ri,

IL1s =
1

|A| · n
n

∑
i=1

|A|

∑
j=0

|xij − x′ij|√
2Sj

(5.5)

where |A| is the number of attributes, n is the number of records in the dataset,
xij is the value of attribute aj ∈ A for record ri in the original dataset, x′ij is the
value of attribute aj ∈ A for record ri in the corresponding differentially private
dataset, and Sj is the standard deviation of attribute aj ∈ A in the original
dataset. Thus, with higher information loss, the utility of the anonymized
dataset is lower.

- Disclosure risk has been evaluated as the percentage of Record Linkages (RL),
i.e., the percentage of records in the original dataset that can be correctly
matched with an anonymized dataset.

RL = 100× ∑ri∈X
Pr(r′i)
n

(5.6)

where n is the number of records in the dataset X, ri is an original record, and
the probability of record linkage for the anonymized record Pr(r′i) is calculated
as

Pr(r′i) =

0 if ri 6∈ R
1
|R| if ri ∈ R

(5.7)

where R is the set of original records that are at minimum distance from r′i . We
have used Euclidean distance. With lower percentage of RL, the probability of
identity disclosure is lower. Therefore, the privacy of the anonymized dataset
is higher with lower percentage of RL.

Parameter Settings and Others. Following [91], I considered the sensitivity of an
attribute to be the difference between the lower bound (i.e. 0) and upper bound (1.5
× the maximum value) of the attribute. For CENSUS, EIA and Tarragona datasets,
the value of k is set to between 2 and 100. For generating differentially private
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datasets, I used the following privacy parameters ε = [0.01, 0.1, 1.0, 10.0], which cover
the range of differential privacy levels widely used in the literature [28; 70; 89]. For
each parameter setting of ε, I ran 3 times and took the average result. For generating
differentially private datasets with S-αS-MDAV and D-αS-MDAV, I used the follow-
ing parameters α = [2, 4, 6, 8, n/k], which cover the range of α for every value of n
and k in CENSUS, EIA and Tarragona datasets.

Table 5.1: Comparison on the IL1s of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over CENSUS dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 191.04 190.33 190.36 190.22 189.76 190.22 189.4 190.22 189.51 190.22 398.08
20 611.08 610.165 611.08 610.37 611.08 610.37 611.08 610.37 611.08 610.37 757.86
40 770.08 771.062 770.16 771.06 770.16 771.06 770.16 771.06 770.16 771.06 893.37
60 864.82 868.051 864.92 868.47 865.6 868.47 866.09 868.47 868.94 868.47 1010.7
80 958.34 960.153 956.13 960.4 956.9 960.4 958.64 960.4 959.25 960.4 1130.6
100 1038.5 1040.51 1039.9 1040.5 1039.5 1040.5 1039.9 1040.5 1039.3 1040.5 1243.9

Table 5.2: Comparison on the %RL of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over CENSUS dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 34.7 34.5 34.72 34.4 34.7 34.4 34.9 34.4 35 34.4 14.3
20 4.44 4.44 4.44 4.44 4.44 4.44 4.44 4.44 4.44 4.44 4.26
40 2.31 2.31 2.315 2.31 2.31 2.31 2.31 2.31 2.31 2.31 2.31
60 1.57 1.57 1.574 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.67
80 1.2 1.2 1.204 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.11
100 0.93 0.93 0.926 0.93 0.93 0.93 0.83 0.93 0.83 0.93 0.93

Table 5.3: Comparison on the IL1s of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over EIA dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 159.57 159.57 159.57 159.57 159.57 159.57 159.57 159.57 159.57 159.57 337.5
20 605.7 605.63 606.05 605.63 606.36 605.63 607.19 605.63 643.78 605.63 772.2
40 794.53 794.53 794.36 794.53 795.14 794.53 795.88 794.53 814.28 794.53 910.78
60 927.44 928.06 927.44 928.06 927.44 928.06 927.44 928.06 927.44 928.06 1050.3
80 992.69 992.55 992.74 992.55 992.76 992.55 993 992.55 1006 992.55 1149.5
100 1082.5 1083.8 1084.1 1083.8 1087.2 1083.8 1091.9 1083.8 1091.9 1083.8 1198

Table 5.4: Comparison on the %RL of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over EIA dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 12.3
20 3.54 3.52 3.54 3.52 3.57 3.52 3.59 3.52 3.54 3.52 2.76
40 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.81 1.78 1.81 1.71
60 1.44 1.44 1.44 1.44 1.44 1.44 1.44 1.44 1.44 1.44 1.25
80 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.17 1.12 1.17 0.95
100 0.93 0.93 0.93 0.93 0.93 0.93 0.9 0.93 0.9 0.93 0.9

Table 5.5: Comparison on the IL1s of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over Tarragona dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 202.46 199.44 200.41 199.44 200.41 199.44 200.41 199.44 200.41 199.44 288.88
20 550.08 560.99 550.01 561.39 548.66 561.39 549.29 561.39 558.53 561.39 560.15
40 646.24 657.87 643.53 657.87 643.53 657.87 643.53 657.87 643.53 657.87 646.96
60 720.19 730.58 720.77 730.58 727.6 730.58 728.17 730.58 727.72 730.58 697.34
80 761.89 761.89 761.89 761.86 762.12 761.86 762.44 761.86 762.4 761.86 740.63
100 792.64 792.64 797.79 794.56 797.87 794.56 798.43 794.56 798.43 794.56 783.59
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Table 5.6: Comparison on the %RL of S-αS-MDAV, D-αS-MDAV, and I-MDAV under different
values of k and α over Tarragona dataset.

k
α = 2 α = 4 α = 6 α = 8 α = n/k

I-MDAV
S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV S-αS-MDAV D-αS-MDAV

2 29.9 29.9 29.9 29.9 29.9 29.9 29.9 29.9 29.9 29.9 18.1
20 4.08 4.32 3.84 4.32 3.84 4.32 3.84 4.32 3.72 4.32 3
40 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 2.28 1.92
60 1.44 1.44 1.32 1.44 1.32 1.44 1.32 1.44 1.2 1.44 1.44
80 1.08 1.08 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 1.2
100 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.84 0.96

5.6.2 Experimental Results and Discussion

In this section, I presented the experimental results and discussed our observations.

Utility. I first conducted experiments to compare the information loss of microaggre-
gated datasets that are generated by S-αS-MDAV, D-αS-MDAV and I-MDAV under
varying k between 2 to 100. The results are shown in Tables 5.1, 5.3, and 5.5. I
observed that, for the datasets CENSUS and EIA, the information loss of microag-
gregated datasets for every value of α and k is less with S-αS-MDAV and D-αS-MDAV
as compared to I-MDAV. As I used MDAV in our algorithms S-αS-MDAV and D-αS-
MDAV to generate clusters in CX as well as CY. This is because the clusters generated
by MDAV are more homogeneous than the clusters generated by I-MDAV. However
in Tarragona dataset, as highlighted, information loss of microaggregated datasets for
larger values of k, (i.e., k ≥ 40) is slightly more with S-αS-MDAV and D-αS-MDAV
as compared to I-MDAV. This is because the homogeneity of clusters generated by
I-MDAV is better when the dataset is small as compared with MDAV. Nonetheless,
S-αS-MDAV and D-αS-MDAV decrease the sensitivity of f ◦M regardless of the size
of a dataset and thus reduce the errors caused by microaggregation.

Then, to verify the overall utility of ε-differentially private datasets, I conducted
experiments to compare the information loss between the original and ε-differentially
private datasets generated using our algorithms S-αS-MDAV, D-αS-MDAV and the
baseline methods I-MDAV and ε-DP. However, the results obtained by S-αS-MDAV
and D-αS-MDAV are quite similar, thus for the purpose of clear visualization I only
presented the results obtained by D-αS-MDAV. Figures 5.8, 5.10 and 5.12 presented
our experimental results. The information loss for ε-DP is displayed as horizontal
lines, as ε-DP does not depend on k. Regarding the information loss shown in Figures
5.8, 5.10 and 5.12, it can be seen that, for every value of ε, I-MDAV is only able to
achieve ∆( f ◦M) ≤ ∆( f ) if k ≥

√
n, i.e., (k =

√
1, 080 ≈ 33 for CENSUS, k =√

4, 092 ≈ 64 for EIA, and k =
√

834 ≈ 28 for Tarragona). This is consistent with
the previous discussion in Section 5.3. Nonetheless, this also means that for large
datasets I-MDAV requires k to be large in order to effectively reduce ∆( f ◦M).

In contrast, for S-αS-MDAV and D-αS-MDAV, as stated in Section 5.3, one needs
k ≥ α to reduce ∆( f ◦M) as compared to ε-DP. For values ε = [0.01, 0.1, 1.0] our
proposed algorithms S-αS-MDAV and D-αS-MDAV lead to less information loss for
smaller values of α for all values of k in CENSUS, EIA and Tarragona datasets, while
information loss is increased with α. This is because the sensitivity ∆( f ◦ M) is
smaller when smaller α is used in S-αS-MDAV and D-αS-MDAV for microaggrega-
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Figure 5.8: Comparison on the IL1s of D-αS-MDAV, and I-MDAV under varying k, α and ε

over CENSUS dataset.

Figure 5.9: Comparison on the %RL of D-αS-MDAV, and I-MDAV under varying k, α and ε

over CENSUS dataset.
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Figure 5.10: Comparison on the IL1s of D-αS-MDAV, and I-MDAV under varying k, α and ε

over EIA dataset.

Figure 5.11: Comparison on the %RL of D-αS-MDAV, and I-MDAV under varying k, α and ε

over EIA dataset.
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tion. Thus by increasing α more noise is added to differentially private datasets and
this results in the increase of information loss. We notice that, for all three datasets,
only in one case in Figures 5.8, 5.10 and 5.12, for the highest ε value (ε = 10), at
higher microaggregation level (k > 70), the information loss is nearly same by in-
creasing α. This is because for the highest ε value (ε = 10), very little noise addition
is required to generate differentially private datasets. As mentioned in Section 5.2,
the amount of noise needed to achieve ε-differentially private datasets depends on
∆( f ) and the privacy parameter ε. The amount of information loss directly depends
on the value of ε and α because by increasing α the sensitivity ∆( f ◦M) increases.
The experiments show that our proposed algorithms S-αS-MDAV and D-αS-MDAV
lead to less information loss for every value of ε as compared to I-MDAV and ε-DP
for smaller values of α in all datasets. This is because the sensitivity ∆( f ◦M) is
significantly reduced when a smaller α is used in S-αS-MDAV and D-αS-MDAV for
microaggregation.

I also noticed that by approximating a query f to f ◦M via microaggregation,
the errors caused by random noise that depends on the sensitivity of f ◦M dominate
the impact on the utility of differentially private datasets generated via microaggre-
gation, compared to the errors existing between the original and microaggregated
datasets.

Privacy. I conducted experiments to compare the percentage of RL of microaggre-
gated datasets that are generated by S-αS-MDAV, D-αS-MDAV, and I-MDAV under
varying k between 2 to 100. The results are shown in Tables 5.2, 5.4, and 5.6. I ob-
served that, for these three datasets CENSUS, EIA, and Tarragona, for every value
of α and k, S-αS-MDAV, D-αS-MDAV, and I-MDAV result in the higher percentage of
RL. In order to attain RL below 5%, as highlighted, S-αS-MDAV, D-αS-MDAV, and
I-MDAV require k ≥ 20. However for k ≥ 20, I-MDAV yields a slightly lower per-
centage of RL than S-αS-MDAV and D-αS-MDAV. This is because the error caused
by microaggregation using S-αS-MDAV and D-αS-MDAV is less as compared with
I-MDAV.

Then, to verify the overall privacy of ε-differentially private datasets, I conducted
experiments to compare the RL between the original and ε-differentially private
datasets generated using our algorithms S-αS-MDAV, D-αS-MDAV and the baseline
methods I-MDAV and ε-DP. The results obtained by S-αS-MDAV and D-αS-MDAV
are quite similar, thus for the purpose of clear visualization we only presented the re-
sults obtained using D-αS-MDAV. Figures 5.9, 5.11 and 5.13 present our experimental
results. The percentage of RL for ε-DP is displayed as horizontal lines, as ε-DP does
not depend on k. I notice that, for the highest ε value (ε = 10), in smaller datasets
CENSUS and Tarragona, as shown in Figures 5.9 and 5.13, the percentage of RL is
lower with S-αS-MDAV, D-αS-MDAV and I-MDAV as compare to ε-DP. Nevertheless,
for larger dataset EIA in Figure 5.11 with the highest ε value (ε = 10), S-αS-MDAV
and D-αS-MDAV yield less percentage of RL for higher values of α. However I-
MDAV yields slightly lower percentage of RL than S-αS-MDAV and D-αS-MDAV.
This is because the error caused by microaggregation and differential privacy using
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Figure 5.12: Comparison on the IL1s of D-αS-MDAV, and I-MDAV under varying k, α and ε

over Tarragona dataset.

S-αS-MDAV and D-αS-MDAV is less as compared with I-MDAV and thus overall less
noise is being added to datasets for larger ε and smaller α. For values ε = [0.01, 0.1],
in CENSUS and Tarragona datasets the percentages of RL of S-αS-MDAV and D-
αS-MDAV are very similar with I-MDAV and ε-DP and hardly vary when k and α

increase. For such low ε-values, the percentage of RL stays around 0.1%. However,
for larger dataset EIA, the percentages of RL of S-αS-MDAV and D-αS-MDAV are
very similar with I-MDAV but higher as compared to ε-DP. This is because for such
smaller values ε = [0.01, 0.1] more noise is being added to datasets with higher α.
For values ε = 1.0, in CENSUS and EIA, the percentage of RL for smaller values of α

is higher with S-αS-MDAV and D-αS-MDAV as compared to I-MDAV and ε-DP. This
is because for ε = 1.0 less noise is being added to datasets with smaller α. Never-
theless, in the smaller dataset Tarragona the percentages of RL of S-αS-MDAV and
D-αS-MDAV are similar with I-MDAV but smaller as compared to ε-DP for different
values of k and α.

Utility Vs Privacy Discussion. To enhance the utility of differentially private datasets
an original query f is approximated to f ◦M since f is applied to a microaggregated
dataset rather than the original dataset. This thus introduces two kinds of errors: one
is the random noise to guarantee ε-differential privacy, and the other one is due to
computing f over the microaggregated dataset instead of the original dataset. We
have noticed that S-αS-MDAV and D-αS-MDAV outperform I-MDAV in reducing the
second kind of error by generating more homogeneous clusters during microaggre-
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Figure 5.13: Comparison on the %RL of D-αS-MDAV, and I-MDAV under varying k, α and ε

over Tarragona dataset.

gation. Thus the error introduced during the microaggregation process have reduced
significantly which enhance the overall utility of the published data. Additionally,
S-αS-MDAV and D-αS-MDAV also guarantee privacy by providing RL less than 5%
for k ≥ 20. This shows that both proposed algorithms preserve privacy while en-
hancing overall utility of the published data. On the other hand, for the first kind
of error which depends on sensitivity, S-αS-MDAV and D-αS-MDAV only provide
better utility when α is small because sensitivity depends on the value of α. As we
have mentioned that the sensitivity for D-αS-MDAV is (α× ∆( f )/k), thus to achieve
(α × ∆( f )/k) ≤ ∆( f ), D-αS-MDAV requires k ≥ α. With a small α, a less amount
of noise is being added to differentially private datasets. Therefore, by approximat-
ing a query f to f ◦M via microaggregation, the errors caused by random noise
that depends on the sensitivity of f ◦M dominate the impact on the utility of dif-
ferentially private datasets generated via microaggregation, compared to the errors
existing between the original and microaggregated datasets. However, by reducing
sensitivity we can increase the utility of a dataset but compromising privacy, as we
achieve a higher percentage of RL with less sensitivity. Hence, there exists a trade-
off between utility and privacy. Adding more noise provides better privacy but less
utility; conversely, adding less noise yields better utility but less privacy.

In the experiments, the first kind of error is much larger than the second kind
of error in terms of the information loss in ε-differentially private datasets. Hence,
by reducing sensitivity we can increase the utility of ε-differentially private datasets
without compromising privacy.
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5.7 2-stable Vs α-stable Microaggregation

By using 2-stable microaggregation the amount of noise added into differentially pri-
vate datasets can be considerably reduced, regardless of the size of a dataset. How-
ever, 2-stable microaggregation still has some limitations: 1) the cluster correspon-
dence in microaggregated datasets is restricted, i.e., at most two pairs of correspond-
ing clusters differ in a single record; 2) unable to achieve the insensitive property.
The first limitation leads to limit the error reduction during microaggregation pro-
cess, and due to the later, 2-stable microaggregation does not guarantee differential
privacy if we go beyond a specific pair of neighboring datasets. On the other hand,
α-stable microaggregation extends 2-stable microaggregation by introducing a gen-
eral parameter α. In doing so, 2-stable microaggregation becomes a special case of
α-stable microaggregation with α = 2, where α-stable microaggregation enforces that
at most α pairs of corresponding clusters in microaggregated neighboring datasets
can differ in a single record. Thus, the amount of noise added to differentially pri-
vate datasets can always be controlled by the parameter α, and if the value of α = 2
it corresponds to 2-stable microaggregation. Conceptually, α indicates the trade-off
between errors introduced during microaggregation and differential privacy. How-
ever, to guarantee differential privacy α-stable microaggregation requires a partial
ordering �p over the elements in X ∼ Y, where 2-stable microaggregation does not
have such property, thus 2-stable microaggregation does not guarantee differential
privacy if we go beyond a specific pair of neighboring datasets.

5.8 Summary

In this chapter, I have introduced a novel microaggregation-based framework to gen-
erate ε-differentially private datasets, based on the notion α-stable microaggregation to
characterize the correspondence of clusters in microaggregated datasets. I have also
proposed two algorithms sequential α-stable microaggregation and decisional α-stable mi-
croaggregation that can ensure the correspondence of clusters in the microaggregated
datasets of two neighboring datasets. Both algorithms aimed to provide privacy to
individuals’ data while preserving data utility by overcoming the limitations of state-
of-the-art methods. I have experimentally verified the effectiveness of the algorithms
as compared to the baseline approaches.
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Chapter 6

dK-Microaggregation: Publishing
Graphs with Edge Differential
Privacy

6.1 Overview

In this chapter, I study the problem of publishing anonymized graphs under the
guarantee of edge differential privacy (edge-DP). I observe that the dK-graph model
[71; 72] for analyzing network topologies can serve as a good basis for generating
structure-preserving anonymized graphs. Essentially, the dK-graph model generates
dK-graphs by retaining a series of network topology properties being extracted from
d-sized subgraphs in an original graph. In order to reduce the amount of random
noise without compromising ε-differential privacy, I incorporate microaggregation
techniques [21] into the dK graph model to reduce the sensitivity of queries. This
enables us to apply perturbation on network topology properties at a flexible level of
granularity, depending on the degree of microaggregation.

Figure 6.1 provides a high-level overview of the proposed framework called dK-
Microaggregation. Given two neighboring graphs G ∼ G′, network topology prop-
erties such as dK-distributions [72] are first extracted from each graph. Then a dK-
distribution goes through a microaggregation procedure, which consists of parti-
tion and aggregation. After that, the microaggregated dK-distribution is perturbed,
yielding a ε-differentially private dK-distribution. Finally, based on the perturbed
dK-distribution, ε-differentially private dK-graphs are generated. That is, for two
neighboring graphs G ∼ G′, their corresponding anonymized graphs generated by
this framework are ε-indistinguishable.

The main contributions of this chapter are as follows:

• I present a novel framework, called dK-microaggregation, that can leverage a se-
ries of network topology properties to generate ε-differentially private anonymized
graphs.

• I propose a distance constrained algorithm for approximating dK-distributions
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Figure 6.1: A high-level overview of dK-Microaggregation.

of a graph via microaggregation within the proposed framework, which en-
ables us to reduce the amount of noise being added into ε-deferentially private
anonymized graphs.

• I empirically verify the noise reduction of the proposed framework on three
real-world networks. It shows that the framework can effectively enhance the
utility of generated anonymized graphs by providing better within cluster ho-
mogeneity and reducing the amount of noise, in comparison with the state-of-
the-art methods.

The rest of this chapter is organized as follows. Section 6.2 introduces the prob-
lem definition. Section 6.3 presents the framework dK-Microaggregation for generating
ε-differentially private dK-graphs. Section 6.4 discusses algorithms for microaggre-
gating dK-distributions. Section 6.5 theoretically shows that dK-graphs generated in
the proposed framework are differentially private. Section 6.6 discusses the experi-
mental results, which empirically verify the noise reduction and privacy guarantee
of the proposed algorithm against the baseline algorithms. Section 6.7 summarises
the chapter.

6.2 Problem Definition

Let G = (V, E) be a simple undirected graph, where V is the set of nodes and E
the set of edges in G, deg(v) denote the degree of a node v, and deg(G) denote the
maximum degree of G.

Definition 16. (Edge neighboring graphs) Two graphs G = (V, E) and G′ = (V ′, E′)
are said to be edge neighboring graphs, denoted as G e∼ G′, iff V = V ′, E ⊂ E′ and
|E|+ 1 = |E′|.

The dK-graph model [72] offers a systematized method to extract subgraph de-
gree distributions from a given graph, i.e. dK-distributions. For d nodes v1, . . . , vd
of degrees g1, . . . , gd, where d ∈ [1, |V|], let T be the set of all degree tuples t =
(g1, . . . , gd) in a graph G.
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Figure 6.2: An illustrative example of dK-distributions.

Definition 17. (dK-distribution) A dK-distribution over a graph G = (V, E), denoted
as dK(G), is a probability distribution p : T → N defined by p(t) = m, where m is the
number of the subgraphs with degrees g1, . . . , gd.

For a given graph G, 1K-distribution captures the degree distribution, 2K-distribution
captures the joint degree distribution, i.e. the number of edges between nodes of
different degrees, and 3K-distribution captures the clustering coefficient distribu-
tion, i.e. the number of triangles and wedges connecting nodes of different degrees.
When d = |V|, a dK-distribution specifies the entire graph. For larger values of d,
the dK-distributions capture more complex properties of a graph at the expense of
higher computational overhead [72]. For simplicity of expression, I do not consider
0k-distribution (i.e., average degree) in this work.

Example 6. Figure 6.2 illustrates the dK-distributions over a graph G for d = 1, 2, 3. When
d = 1, 1K-distribution is a degree distribution and I have p(1) = 2, p(2) = 3 and p(4) = 1.
For instance, p(1) = 2 because there are 2 nodes (i.e., B, and F) with degree 1 in G. When
d = 2, 2K-distribution is a joint degree distribution and I have p(1, 2) = 1, p(1, 4) = 1,
p(2, 2) = 1 and p(2, 4) = 3. For instance, p(2, 4) = 3 because G contains 3 edges between
2 degree nodes (i.e., A, D, and E) and 4 degree node (i.e., C). Similarly, when d = 3, 3K-
distribution is a clustering coefficient distribution and I have p(1, 2, 4) = 2 and p(2, 4, 2) =
3. For instance, p(2, 4, 2) = 3 because G contains 1 triangle and 2 wedges formed by three
nodes with degrees 2, 4, and 2, respectively. In the same way, when d = |V|, dK-distribution
is the graph itself, i.e., p(1, 2, 4, 1, 2, 2) = 1.

To describe how a dK-distribution is extracted from a graph, we define the notion
of dK function.

Definition 18. (dK-function) Let D be the set of all possible dK-distributions over G. A
dK-function f dK : G → D maps a graph G ∈ G to its dK-distribution in D s.t. f dK(G) =
dK(G).

Following the previous work [72], I define dK-graph as a graph that can be con-
structed through reproducing the corresponding dK-distribution.
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Definition 19. (dK-graph) A dK-graph over dK(G) is a graph in which connected sub-
graphs of size d satisfy the probability distribution in dK(G).

Conceptually, a dK-graph is considered as an anonymized version of an original
graph G that retains certain topological properties of G at a chosen level of granular-
ity. I aim to generate dK-graphs with ε-differential privacy guarantee for preserving
privacy of structural information between nodes of a graph (edge differential pri-
vacy). I formally define differentially private dK-graph below.

Definition 20. (Differentially private dK-graphs) A randomized mechanism K pro-
vides ε-differentially private dK-graphs, if for each pair of edge neighboring graphs G e∼ G′

and all possible outputs GdK ⊆ range(K), the following holds

Pr[K(G) ∈ GdK] ≤ eε × Pr[K(G′) ∈ GdK]. (6.1)

GdK is a family of dK-graphs, and ε > 0 is the differential privacy parameter. Smaller
values of ε provide stronger privacy guarantees [29].

6.3 dK-Microaggregation Framework

In this section, I present the framework dK-Microaggregation for generating ε-differentially
private dK-graphs. Without loss of generality, I will use 2K-distribution to illustrate
this proposed framework. This is due to two reasons:

1. As previously discussed in [71; 72], the d = 2 case is sufficient for most practical
purposes.

2. dK-generators for d = 2 have been well studied [71; 38], whereas dK-generators
for d ≥ 3 have not been yet discovered [38].

Previous studies [85; 97] have shown that, changing a single edge in a graph may
result in one or more changes on tuples in its corresponding dK-distribution. The fol-
lowing lemma states the maximum number of changes between the 2K-distributions
of two edge neighboring graphs.

Lemma 3. Let G e∼ G′ be two edge neighboring graphs. Then f dK(G) and f dK(G′) differ in
at most 4× h + 1 tuples (entries), where d = 2 and h = max({deg(G), deg(G′)}).

In this work, for each dK-distribution D, I want to generate Dε that is an anonymized
version of D satisfying ε-differential privacy. Thus, I view the response to a dK func-
tion f dK for d = 2 as a collection of responses to degree queries, one for each tuple
(entry) in a 2K distribution.

Definition 21. (Degree query) A degree query fq : f dK(G) → N maps a degree tuple
t ∈ f dK(G) to a frequency value in N s.t. (t, fq(G)) ∈ f dK(G).
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To guarantee ε-differential privacy for each fq, I can add random noise into the
real response fq(G), yielding a randomized response fq(G) + Lap(∆( fq)/ε), where
∆( fq) denotes the sensitivity of fq and Lap(∆( fq)/ε) denotes random noise drawn
from a Laplace distribution.

Given a set of degree queries { fq}, if the response to each fq satisfies ε-differential
privacy, by the parallel composition property of differential privacy [76], I can gen-
erate Dε that satisfies ε-differential privacy. However, the total amount of random
noise being added into the responses can be very high, particularly when a graph is
large. To control the amount of random noise and thus increase the utility of Dε, I mi-
croaggregate similar tuples (entries) in D before adding noise. Thus, the dK-function
f dK is replaced by f dK ◦M, i.e., I run f dK on the microaggregated dK-distribution
D resulting from running a microaggregation algorithm M over D. The response
to f dK ◦M is a collection of responses to microaggregated degree queries, one for each
cluster in D.

Definition 22. (Microaggregated degree query) A microaggregate degree query
f ∗q : f dK(G) → N maps a set of degree tuples T in f dK(G) to a frequency value in N s.t.
f ∗q (G) = sum({ fq(G)|t = (g1, g2), t ∈ T, (t, fq(G)) ∈ f dK(G)}).

Indeed, I can see that fq is a special case of f ∗q since fq(G) = f ∗q (G) holds for
T = {t}. By Lemma 3, I have the following lemma about fq and f ∗q .

Lemma 4. The sensitivity of both fq and f ∗q on a graph G is upper bounded by (4× deg(G)+
1).

For each cluster in D that is resulted from running M, only one aggregated
frequency value for a cluster of tuples is returned by a microaggregated degree query.
Thus, f dK ◦M is less “sensitive” when the number of clusters in D is smaller. By
Lemma 4 and the fact that changing one edge on a graph may lead to changes on
multiple clusters in D, I have the following lemma about the sensitivity of f dK ◦M.

Lemma 5. Let C1, . . . , Cz be the clusters in D resulting from running M over f dK(G).
Then the sensitivity of f dK ◦M is upper bounded by (4× h + 1)× z, where z is the number
of clusters and h = max({deg(G), deg(G′)}).

Generally, dK-microaggregation works in the following steps. First, it extracts
a dK-distribution from a graph. Then, it microaggregates the dK-distribution and
perturbs the microaggregated dK-distribution to generate ε-differentially private dK-
distribution. Finally, a dK-graph is generated.

6.4 Proposed dK-Microaggregation Algorithms

In this section, I discuss algorithms for microaggregating dK-distributions. Generally,
a microaggregation algorithm for dK-distributions M = (Mp,Ma) consists of two
phases: (a) Partition - similar tuples in a dK-distribution are partitioned into the
same cluster; (b) Aggregation - the frequency values of tuples in the same cluster
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Figure 6.3: An illustration of the proposed dK-Microaggregation algorithms.

are aggregated. As illustrated in Figure 6.3, a 2K-distribution D is partitioned into
multiple clusters by a partitioning function of a microaggregation algorithmMp, i.e.,
Mp(D) = CD, where CD = {C1, . . . Cz}. Then, the frequency values of tuples in each
cluster Ci ∈ CD are aggregated by an aggregation function of a microaggregation
algorithmMa, i.e. Ma(CD) = D.

6.4.1 MDAV-dK algorithm.

Given a dK-distribution D = f dK(G) over a graph G, a simple way of microaggregat-
ing D is to partition D in such a way that each cluster contains at least k tuples. For
this, I use a simple microaggregation heuristic, called Maximum Distance to Average
Vector (MDAV) [21], which can generate clusters of the same size k, except one clus-
ter of size between k and 2k− 1. However, unlike a standard version of MDAV that
aggregates each cluster by replacing each tuple in the cluster with a representative
tuple, I perform aggregation to aggregate frequency values of tuples in each clus-
ter into an aggregated frequency value. To avoid ambiguity, I call our MDAV-based
algorithm for microaggregating dK-distributions the MDAV-dK algroithm.

6.4.2 MPDC-dK algorithm.

For many real-world networks such as Twitter, their degree distributions are often
highly skewed. This may lead to highly skewed dK-distributions for such net-
works. However, due to inherent limitations of MDAV, e.g., the fixed-size con-
straint, MDAV-dK would suffer significant information loss when evenly partitioning
a highly skewed dK-distribution into clusters of the same size. To address this issue,
I propose an algorithm called Maximum Pairwise Distance Constraint (MPDC-dK).

MPDC-dK aims to partition a dK-distribution into clusters under a distance con-
straint. Specifically, after partitioning, the distances between the corresponding de-
grees in any two tuples within a cluster should be no greater than a specified distance
interval τ. Take a 2K-distribution D for example. Let (t1, m1) and (t2, m2) be two tu-
ples in a cluster after applying MPDC-dK on D, where t1 = (g1, g′1) and t2 = (g2, g′2).
Then, I say that these two tuples satisfy a distance constraint τ iff max(|g1 − g2|,
|g′1 − g′2|)≤ τ. The clustering problem addressed by MPDC-dK is thus to generate
the minimum number of clusters in which every pair of tuples from the same cluster
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Algorithm 4: MPDC-dK
Input: D: dK-distribution;

τ: distance interval
Output: CD: set of clusters

1 CD := φ
2 b list := [ ]
3 foreach (g, g′) ∈ D do
4 foreach bi ∈ covering boxes((g, g′), τ) do
5 Add bi to b list (if not exist) and increase the count of bi by 1 in b list.
6 Add (g, g′) to bi in b list

7 while b list is not empty do
8 bmax ← the box with the maximum count
9 Ci ← Generate a cluster of degree pairs in bmax

10 CD := CD ∪ {Ci}
11 Remove bmax from b list.
12 foreach (g, g′) ∈ dmax do
13 foreach bi ∈ covering boxes((g, g′), τ) do
14 Remove (g, g′) from bi in b list
15 Decrease the count of bi in b list by 1 and remove bi if its count is 0

16 Return CD

satisfies such a distance constraint τ.
The conceptual ideas behind the MPDC-dK algorithm design is to consider de-

gree pair (g, g′) of each degree tuple t = (g, g′) as coordinates in a two dimen-
sional space, and also treat the above distance constraint τ as a τ-by-τ box, de-
noted by ((x, x′), τ) and centered at (x, x′), in the same two dimensional space.
Clearly, such a box corresponds to a cluster that satisfies the distance constraint
τ, and a box ((x, x′), τ) covers a degree tuple (g, g′) iff x − τ/2 ≤ g ≤ x + τ/2
and x′ − τ/2 ≤ g′ ≤ x′ + τ/2. MPDC-dK employs a greedy algorithm to find the
minimum number of boxes (i.e., clusters) that cover all degree pairs as follow:

- MDPC-dK first enumerates all boxes that cover at least one degree pair and
records the corresponding counts as the number of degree pairs being covered
by these boxes.

- Then, MDPC-dK recursively selects a box with the maximum count (i.e., cov-
ering the maximum number of degree pairs) in a greedy manner, assigns these
degree pairs in a new cluster, and removes them from other boxes until all
boxes are empty.

- After that, MDPC-dK performs aggregation to aggregate the frequency values
of tuples in each cluster into an aggregated frequency value.
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Algorithm 4 describes the details of our MPDC-dK algorithm. Given a dK-
distribution D, I start with initializing an empty cluster list CD to hold clusters (Line
1) and a list b list to record each box and its corresponding degree pairs, and the
total number of degree pairs covered by the box (Line 2). For each degree pair (g, g′)
of each degree tuple t = (g, g′) in D, I enumerate boxes that cover (g, g′) using a
function covering boxes that satisfies the distance constraint τ (Line 4). For each enu-
merated box bi I update the list by adding (g, g′) to bi and increment the count of bi
by 1 (Lines 5-6). After creating b list, I iteratively select a box bmax with the maximum
count for degree pairs (Line 8), then generate a new cluster of degree pairs in bmax,
and add it into the cluster list (Lines 9-10). I further remove bmax and all degree pairs
in bmax from b list and update the counts of affected boxes in b list (Lines 11-15). The
algorithm terminates when b list is empty and returns a set of generated clusters D′.

6.5 Theoretical Discussion

6.5.1 Privacy Analysis

Here, I theoretically show that dK-graphs generated in our proposed framework are
differentially private. Firstly, by Lemma 4 and 5, I can obtain a ε-differentially dK-
distribution Dε by microaggregating a dK-distribution and calibrating the amount of
random noise according to the sensitivity of microaggregated degree queries. As Dε

only contains aggregated frequency values for clusters of tuples in a dK-distribution,
I perform post-processing using a randomized algorithm K′ to randomly select tu-
ples within each cluster of Dε until the aggregated frequency value of the cluster is
reached. Previously, Dwork and Roth [30] proved that differential privacy is immune
to post-processing, i.e., the composition of a randomized algorithm with a differen-
tially private algorithm is differentially private. This leads to the lemma below.

Lemma 6. Let Dε be a ε-differentially private dK-distribution and K′ be a randomized algo-
rithm for post-processing Dε. Then K′(Dε) is also a ε-differentially private dK-distribution.

Based on K′(Dε), a dK-graph can be generated using a dK-graph generator [71;
72]. Following Lemma 6, Definition 20, and the proposition of Dwork and Roth
[30] on post-processing, I have the following theorem for the framework, which
corresponds to a randomized mechanism K = f dK ◦ M ◦ KdK ◦ K′ ◦ f̂ dK, where
f̂ dK : D → G is a dK-graph generator.

Theorem 1. K generates ε-differentially private dK-graphs.

6.5.2 Complexity Analysis

I analyze the time complexity of the algorithms MDAV-dK and MPDC-dK. For
MDAV-dK with a constraint on the minimum size k of clusters, given a dK-distribution
D as input, the complexity of MDAV-dK for clustering is similar to MDAV [21], i.e.
O(n2), where n is a number of tuples (entries) in D. For MPDC-dK with a constraint
on the distance interval τ, in order to generate clusters, MPDC-dK needs to perform
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a sequential search over all degree pairs in D. Firstly, MPDC-dK needs to enumerate
boxes for all the degree pairs, and each degree pair is covered by at most (τ + 1)2

boxes (Line 4 of Algorithm 1), hence the cost of enumerating boxes is O(τ2n) (Line
3-6 of Algorithm 4).

Secondly, MPDC-dK sorts the boxes based on the corresponding degree pairs be-
ing covered, and selects and removes the box with the maximum count iteratively.
Although it takes O(nlogn) to sort and greedily select the box with the maximum
count for the first iteration, each later iteration only costs O(τ2logn) (Line 8 of Algo-
rithm 4) because each box overlaps with at most 4τ2 other boxes and removing one
box only affects the count of O(τ2) boxes (Lines 11-15 of Algorithm 4). Hence, the
cost of selecting and removing boxes is O(τ2nlogn) (Lines 7-15 of Algorithm 1). The
overall complexity of MPDC-dK for clustering is O(τ2nlogn).

6.6 Experiments

I have evaluated the proposed framework to answer the following questions:

• Q1. How does dK-microaggregation reduce the amount of noise added into
dK-distributions while still providing ε-differential privacy guarantee?

• Q2. How does our microaggregation algorithms perform in providing better
within cluster homogeneity for dK-distributions?

• Q3. What are the trade-offs between utility and privacy when generating dif-
ferentially private dK-graphs?

6.6.1 Experimental Setup

Datasets. I used three network datasets in the experiments:

1. polbooks1 contains 105 nodes and 441 edges. It is a network of books about US
politics.

2. ca-GrQc1 contains 5,242 nodes and 14,496 edges. It is a network of scientific
collaborative networks between authors and papers.

3. ca-HepTh1 contains 9,877 nodes and 25,998 edges. It is also a network of scien-
tific collaborative networks between authors and papers.

Baseline methods. In order to evaluate our proposed framework, I considered the
following methods:

1. ε-DP, which is a standard ε-differential privacy algorithm in which noise is
added using the Laplace mechanism [29].

1polbooks is available at http://networkrepository.com/polbooks.php; ca-GrQc and ca-HepTh are
available at http://snap.stanford.edu/data/index.html
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Figure 6.4: Comparison on the Euclidean distance between original and perturbed dK-
distributions under varying k, τ, and ε over three datasets: (a)-(d) polbooks dataset, (e)-(h)
ca-GrQc dataset, and (i)-(l) ca-HepTh dataset.

2. MDAV-dK, which extends the standard microaggregation algorithm MDAV
[21] for handling dK-distributions.

3. MPDC-dK is the proposed dK-microaggregation algorithm.

Additionally, I used Orbis [71] to generate 2K-distributions.

Evaluation measures. I used two evaluation measures:

1. I used Euclidean distance [85] to measure network structural error between
original and perturbed dK-distributions.

2. For clustering algorithms, I measure within cluster homogeneity using the sum
of absolute error [33] defined as

SAE =
N

∑
i=1

∑
∀xj∈ci

|xj − µi| (6.2)

where ci is the set of tuples in cluster i and µi is the mean of cluster i.

6.6.2 Experimental Results and Discussion

To verify the overall utility of ε-differentially private dK-distribution, I first con-
ducted experiments to compare the structural error between original and perturbed
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Table 6.1: Performance of MDAV-dK under different values of k.

Datasets Measures k=1 k=3 k=5 k=7 k=9 k=11 k=13 k=15

polbooks SAE 0 144.6 184.67 224.84 273.6 292.21 299.15 334.25
# Clusters 161 53 32 23 17 14 12 10

ca-GrQc SAE 0 1073.3 1476 1810.5 2166.8 2313.7 2555.5 2730
# Clusters 1233 411 246 176 137 112 94 82

ca-HepTh SAE 0 968.72 1304 1599.8 1893.9 2063 2232.9 2389.7
# Clusterss 1295 431 259 185 143 117 99 86

Table 6.2: Performance of MPDC-dK under different values of τ.

Datasets Measures τ=1 τ=3 τ=5 τ=7 τ=9 τ=11 τ=13 τ=15

polbooks SAE 90.72 192.15 328.96 424.2 563.73 617.63 723.06 795.77
# Clusters 68 25 13 8 7 5 3 3

ca-GrQc SAE 725.38 1732.1 2630.6 3470.6 4262.9 5176.7 6170.1 7037.7
# Clusters 483 178 98 61 42 35 26 20

ca-HepTh SAE 841.87 1761.8 2773.3 3721.4 4719.2 5623.8 6402.6 7034.2
# Clusters 412 140 73 37 34 24 19 15

dK-distributions generated by the algorithms MDAV-dK, MPDC-dK and the base-
line method ε-DP. Figure 6.4 presents the experimental results. For ε-DP, I used the
following privacy parameters ε = [0.01, 0.1, 1.0, 10.0], which cover the range of dif-
ferential privacy levels widely used in the literature [46]. The results for ε-DP is
displayed as horizontal lines, as ε-DP does not depend on the parameters k and τ.

From Figure 6.4, it can be seen that, for all three datasets, the proposed algo-
rithms MDAV-dK and MPDC-dK lead to less structural error for every value of ε

as compared to ε-DP. This is because, by approximating a query f to f ◦M via dk-
microaggregation, the errors caused by random noise to achieve ε-differential privacy
are reduced significantly. Thus, dK-microaggregation introduces overall less noise to
achieve differential privacy.

I then conducted experiments to compare the quality of clusters, in terms of
within cluster homogeneity, generated by MDAV-dK and MPDC-dK. The results are
shown in Tables 6.1 and 6.2. I observe that, for values of k and τ at which MDAV-
dK and MPDC-dK generate almost the same number of clusters, as highlighted in
bold, MPDC-dK outperforms MDAV-dK by producing clusters with less SAE over
all three datasets. This is consistent with the previous discussion in Section 6.4. As
MPDC-dK always partitions degree pairs under a distance constraint rather than a
fixed-size constraint, thus it generates more homogeneous clusters as compared to
MDAV-dK.

Discussion. I have analyzed the trade-offs between utility and privacy of dK-graphs
generated in the proposed framework. To enhance the utility of differentially private
dK-graphs, I approximated an original query f to f ◦M. This thus introduces two
kinds of errors: one is random noise to guarantee ε-differential privacy, and the other
one is due to microaggregation. I have noticed that, the second kind of error can
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be reduced by generating homogeneous clusters during microaggregation. On the
other hand, for the first kind of error which depends on the sensitivity of f ◦M, it
dominates the impact on the utility of differentially private dK-graphs generated via
dk-microaggregation. By reducing sensitivity I can increase the utility of dK-graphs
without compromising privacy.

6.7 Summary

In this chapter, I have formalized a general microaggregation-based framework for
anonymizing graphs that preserves the utility of dK-graphs while enforcing edge dif-
ferential privacy. Based on the proposed framework, I have proposed an algorithm
for microaggregating dK-distributions under a distance constraint. I have theoret-
ically analyzed the privacy property of the framework and the complexity of the
algorithm. The effectiveness of my work has been empirically verified over three
real-world datasets.



Chapter 7

dK-Projection: Publishing Graph
Joint Degree Distribution with
Node Differential Privacy

7.1 Overview

In this chapter, I study the problem of publishing higher-order network statistics,
i.e., joint degree distribution, under the guarantee of node differential privacy (node-
DP). To the best of my knowledge, this is the first study to publish higher-order
graph statistics under node-DP, while enhancing graph data utility. I observe that
dK-distributions [72; 71] can serve as a good basis for representing higher-order net-
work statistics. Informally, dK-distributions [72; 71] are a set of reproducible graph
properties, which capture degree correlations within d-sized subgraphs of a network.
As networks are structures of connections between nodes, dK-distributions provide
rich information about network structures for analysis. To explore the sensitivity of
higher-order network statistics under node-DP, I theoretically analyze the sensitivity
of dK-distributions for d = 2, i.e., joint degree distribution [73]. It is known that joint
degree distribution contains useful information about connectivity in a graph, i.e.,
given a joint degree distribution, one can always restore both the degree distribution
and average degree [73; 23].

To alleviate the challenge posed by high sensitivity of higher-order network statis-
tics under node-DP, I propose a “graph projection” technique that can transform a
graph G into a θ-bounded graph Gθ such that the maximum degree in Gθ is no larger
than a threshold θ. The motivation behind graph projection is to bound the sensi-
tivity of publishing network statistics through a control on node degrees. In doing
so, a query f for higher-order network statistics with high sensitivity on a graph
G is transformed to an approximate query f ◦ P which has lower sensitivity than
f , where P refers to a graph projection algorithm that transforms a graph G to a
θ-bounded graph Gθ .

Figure 7.1 provides a high-level overview of the proposed framework. Given a
graph G, a graph projection algorithm transforms G into a θ-bounded graph Gθ .
Then higher-order network statistics such as dK-distributions [72] are extracted from

93
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Figure 7.1: A high-level overview of dK-Projection.

Gθ , and extracted dK-distributions are perturbed yielding ε-differentially private dK-
distributions.

The main contributions of this chapter are as follows:

• I present a novel framework to publish higher-order network statistics under
node-DP.

• I analyse the sensitivity of publishing joint degree distribution in the proposed
framework.

• I introduce a new graph projection algorithm to reduce sensitivity of publishing
network statistics under node-DP.

• I conduct comprehensive experiments over four real-world networks, and the
results demonstrate that the proposed framework can effectively enhance the
utility of differentially private network statistics.

The rest of this chapter is organized as follows. Section 7.2 introduces the prob-
lem definition. Section 7.3 presents sensitivity analysis to publish joint degree dis-
tribution of a graph. Section 7.4 first introduces a novel graph projection technique
and then incorporates it into a node-DP releasing mechanism. Section 7.5 discusses
the experimental results, which empirically verify the utility enhancement and pri-
vacy guarantee of the proposed framework against the baseline methods. Section 7.6
summarises the chapter.

7.2 Problem Definition

Let NG(v) = {u ∈ V|(u, v) ∈ E} denote the set of neighbors of a vertex v in G, deg(v)
the degree of a node v, and deg(G) = max{deg(v)|v ∈ V} the maximum degree of
nodes in G. Below, I define the notion of neighboring graphs under node-DP.

Definition 23. (Node neighboring graphs) Two graphs G = (V, E) and G′ = (V ′, E′)
are said to be node neighboring graphs, denoted as G n∼ G′, iff V ′ = V ∪ {v+}, E′ =
E ∪ E+, and E+ is the set of all edges incident to v+in G′.
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Figure 7.2: An illustrative example of dK-distribution and its maximum change on two node
neighboring graphs G n∼ G′, when d = 2.

Given a graph, I represent its topology properties as dK-distributions [72]. Recall
the definitions of dK-distribution and dK function presented in Chapter 6.

Definition 24. (dK-distribution) A dK-distribution over a graph G = (V, E), denoted
as dK(G), is a probability distribution p : T → N such that p(a1, . . . , ad) refers to the total
number of connected subgraphs of size d in G with the nodes {v1, . . . , vd} and ai = deg(vi)
for i = 1, . . . , d.

Definition 25. (dK-function) Let D be the set of all possible dK-distributions over G.
A dK function f dK : G → D mapping a graph G ∈ G to its dK-distribution in D s.t.
f dK(G) = dK(G).

When d = 2, f dK(G) returns the joint degree distribution of G, i.e., p(i, j) is a
frequency value, referring to the number of edges connecting nodes of degrees i and
j. Consider Figure 7.2, which depicts the 2K-distribution of a graph G. p(2, 4) = 3
because G contains 3 edges between 2 degree nodes (i.e., A, D, and E) and 4 degree
node (i.e., C).

To release dK-distribution under the guarantees of node-DP, I perturb dK- distri-
bution by adding controlled noise from Laplace mechanism [29] defined in Chapter
3. Formally, I define the following Laplace mechanism to perturb the dK-distribution
returned by a dK function over a graph G.

Definition 26. (Perturbed dK-distribution) Let ε > 0 be the privacy parameter
(smaller values provide stronger privacy guarantees). The following Laplace mechanism is
applied to produce a perturbed output of f dK:

K(G) = f dK(G) + Lap
(

∆ f
ε

)|V|d
where ∆ f = max

G∼G′
( f dK(G)− f dK(G′))

and Pr[Lap(β) = x] =
1

2β
e−|x|/β

Here, ∆ f refers to the sensitivity of the dK-function f dK, which is the maximum
variation in its output, i.e., dK-distribution, over two node neighboring graphs G n∼
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G′. We will discuss in detail how to compute the sensitivity of a dK-function under
node-DP in Section 7.3.

Below, I formulate the notion of ε-differentially private dK-distribution (i.e., an
anonymized version of f dK(G) satisfying differential privacy) based on node neigh-
boring graphs and perturbed dK-distribution.

Definition 27. (Differentially Private dK-distribution) A randomized mechanism
K is ε-differentially private, if for each pair of node neighboring graphs G n∼ G′ and all
possible perturbed dK-distributions Dε ⊆ range(K), the following holds:

Pr[K(G) ∈ Dε] ≤ eε × Pr[K(G′) ∈ Dε]. (7.1)

The challenge of releasing differentially private dK-distributions is to determine
how much noise should be added to perturb dK-distributions. Adding more noise
can better guarantee node-DP; however, data utility deteriorates. When ε is specified,
the magnitude of noise depends on the sensitivity of dK-function.

7.3 Sensitivity Analysis

In this section, I analyze the sensitivity of dK-function f dK(G) for d = 2, to publish
joint degree distribution of a graph G. The goal is to derive the minimum amount of
noise needed to achieve node-DP.

Suppose that a node v+ is added to G with a set E+ of edges, each edge (v+, vi) ∈
E+ may cause at most 2× deg(G)+ 1 entries of f 2K(G) being changed. Thus, for each
vj ∈ N(vi), p(deg(vi), deg(vj)) may decrease by one and p(deg(vi) + 1, deg(vj)) may
increase by one, which amount to the number 2× deg(G) of entries being changed
if each vj ∈ N(vi) has the maximum degree, i.e., deg(vj) = deg(G). In addition to
this, p(deg(v+), deg(vi)) increases by at least one. Thus, the total number of entries
of f 2K(G) being changed by all edges in E+ is upper bounded by (2× deg(G) + 1)×
|E+|.

Lemma 7. Let G n∼ G′ be two node neighboring graphs. When d = 2, f dK(G) and f dK(G′)
differ in at most (2× deg(G) + 1)× |E+| entries, where |E+| is the set of all edges incident
to v+.

Prior studies [59; 85] have shown that, in large social networks, deg(G) is upper
bounded by O(

√
|V|). Thus, for such networks, the sensitivity of 2K-function is

upper bounded by O(2× |V|
√
|V|+ |V|).

Consider Figure 7.2 in which a node v+ and two edges {(v+, F), (v+, A)} are
added into a graph G, resulting in the graph G′. There are 7 entries of f 2K(G) being
changed: (1) (v+, F) leads to changing 3 entries, i.e., p(1, 4) decrease by one, and
p(2, 4) and p(2, 2) increase by one; (2) (v+, A) leads to changing 5 entries, i.e., p(1, 2)
and p(2, 4) decrease by one, and p(1, 3), p(3, 4) and p(2, 3) increase by one. Although
p(2, 4) = 3 in both G and G′, it is changed twice by increasing one and decreasing
one. If G is a complete graph with deg(G) = 4 and |E+| = 2, 18 entries of f 2K(G)
would be changed, which is the worst case.
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Algorithm 5: Stable-Edge-Removal (SER)
Input: A graph G = (V, E);

a projection parameter θ;
a stable ordering Γ

Output: A θ-bounded graph Gθ = (V, Eθ)
1 Eθ := E
2 deg[v]← deg(v), ∀v ∈ V
3 foreach (v, u) ∈ Seq(E,�Γ) do
4 if deg[v] > θ then
5 Eθ ← Eθ \ {(u, v)}
6 deg[u]← deg[u]− 1
7 deg[v]← deg[v]− 1

8 Return Gθ = (V, Eθ)

7.4 Proposed dK-Projection Approach

In this section, I first introduce a novel graph projection technique and then incorpo-
rate it into a node-DP releasing mechanism.

7.4.1 Stable-Edge-Removal Graph Projection

Existing graph projection techniques generally fall into two categories: (1) vertex
ordering methods such as truncation [53]; (2) edge ordering methods such as edge-
removal [5] and edge-addition [14]. However, these methods have some limitations.
Vertex ordering methods often truncate all nodes v ∈ V with deg(v) > θ [53], which
severely affects the topological structure of a graph. Indeed, up to θ edges incident
to these nodes may be preserved in a θ-bounded graph. For edge ordering methods
[5; 14], they handle edges based on a random edge ordering, which may cause an
excessive number of edges to be lost from an original graph.

To alleviate these limitations, I propose Stable-Edge-Removal (SER) that transform
a graph G to a θ-bounded graph Gθ with θ < deg(G) based on a two-level ordering
strategy on G.

Definition 28. A two-level ordering over G = (V, E) is a pair Γ = (�N ,�V) where �N
is a local neighbor ordering such that, for each v ∈ V, there is a bijection: NG(v) →
{1, . . . , |NG(v)|}; �V is a global node ordering such that there is a bijection: V →
{1, . . . , |V|}.

The intuition behind such a two-level ordering is to provide the flexibility of
ranking nodes from two aspects: (i) global importance in a graph, and (ii) local
importance in neighbourhoods. Given a two-level ordering Γ, an edge ordering is
defined. Specifically, for a graph G = (V, E), there exists a total ordering �Γ on
edges in E such that, for any two edges e1 = (v1, u1) and e2 = (v2, u2) (assume
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Figure 7.3: An illustration of Stable-Edge-Removal with θ = 1.

vi �V ui for simplicity), I have e1 �Γ e2 if and only if v1 �V v2, or u1 �N u2 when
v1 = v2.

For two node neighboring graphs G n∼ G′, one important property of a graph
projection algorithm P is to ensure that θ-bounded graphs P(G) and P(G′) are also
node neighboring graphs, i.e., P(G)

n∼ P(G′). To obtain this property, I require Γ,
upon which P depends, to be stable on two node neighboring graphs G n∼ G′.

Definition 29. (Stable Ordering) Given two node neighboring graphs G = (V, E) and
G′ = (V ′, E′), a two-level ordering Γ = (�N ,�V) is stable if and only if,

• for any node v in V ∩V ′, the relative orderings of their common neighbors in (NG(v)∩
NG′(v)) are the same in �N (G) and �N (G′), and

• for any two nodes in V ∩ V ′, their relative orderings are the same in �V (G) and
�V (G′).

Algorithm 5 describes the main steps of the SER algorithm. Given an input graph
G = (V, E), a projection parameter θ, and a stable ordering Γ as describe above, I
initialize Eθ with all edges in E and a list deg which holds degrees of all nodes in V,
where V is the set of all nodes (Line 1). Let Seq(E,�Γ) denote the sequence of edges
from E according to the edge order �Γ. Then for each edge (v, u) in this sequence
Seq(E,�Γ), if the degree of a node v is greater than projection parametet θ, I remove
the edge (v, u) from Eθ and also decrease the degree count of nodes v and u in deg
list by 1 (Lines 2-4). Finally, the algorithm returns a θ-bounded graph Gθ (Line 5).

Example 7. Assume that a two-level ordering Γ = (�N ,�V) on a graph G in Figure 7.3
is obtained by sorting nodes based on degrees from highest to lowest (�V), and for each node
v sorting their neighbours in NG(v) in a similar manner (�N). Thus, I have a sequence of
edges ordered by �Γ, i.e., 〈(C, A), (C, D), (C, E), (C, F), . . . , (F, C)〉. Then, following this
sequence, by checking whether deg(C) > θ, SER first removes edge (C, A) and decreases the
degree counts of nodes C and A by 1. Similarly, SER removes edges (C, D) and then the
other edges if their node degree counts is greater than θ until Gθ is obtained.

SER generates θ-bounded graphs that are maximal in the sense that no edge from
E − Eθ can be added into such θ-bounded graphs without making their maximal
node degree be above θ. However, SER does not guarantee that these θ-bounded
graphs are optimal, i.e., keeping the largest possible number of edges, because SER
depends on the ordering f which may be locally optimal.
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Algorithm 6: θ-dKε algorithm
Input: A graph G = (V, E);

a privacy parameter ε

Output: A perturbed d̂K
1 Gθ ← Project G by Algorithm 5
2 dKθ ← Query Gθ with f 2K

3 d̂K ← Perturb dKθ w.r.t. Def. 26
4 Return d̂K

7.4.2 Releasing dK-distribution via Projection

Given a graph G, as shown in θ-dKε Algorithm, instead of extracting a dK-distribution
from an original graph G directly, I extract a dK-distribution from a θ-bounded graph
Gθ (Line 1) which is transformed from G by a graph projection algorithm P (Line
2). In this work, P refers to the SER algorithm. By Lemma 10 and the fact that the
maximum degree in Gθ is no larger than θ, I have the following lemma about the
sensitivity of f dK ◦ P .

Lemma 8. Let G n∼ G′ be two node neighboring graphs. Then the sensitivity of f dK ◦ P is
upper bounded by (2θ + 1)× θ, where d = 2.

Based on the sensitivity of f dK ◦ P , the perturbation is performed over the dK-
distribution being extracted from Gθ to generate a ε-differentially private joint degree
distribution (Line 3). A high-level description of this algorithm of releasing differen-
tially private joint degree distribution via projection, namely θ-dKε, is presented in
Algorithm 6. Since the perturbation in Algorithm 6 is conducted using the Laplace
mechanism based on the sensitivity of f dK ◦ P , I have the following lemma regarding
the privacy guarantee of θ-dKε.

Lemma 9. θ-dKε generates ε-node-differential private dK-distribution.

7.5 Experiments

In this section, I have conducted experiments to evaluate the proposed approach and
discussed the experimental results.

7.5.1 Experimental Setup

Datasets. I used four network datasets in the experiments from different domains
including social network and citation networks:

1. Facebook1 is a network of social interactions and personal relationships, contain-
ing 4,039 nodes and 88,234 edges.

1Network datasets are available at http://snap.stanford.edu/data/index.html
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Table 7.1: Comparison on the preserved edge ratio |Eθ |/|E| of EAD and the proposed SER
graph projection approach under different values of θ.

Dataset
θ = 16 θ = 32 θ = 64 θ = 128 θ = 256

EAD SER EAD SER EAD SER EAD SER EAD SER

Facebook 0.27 0.61 0.44 0.71 0.66 0.84 0.88 0.96 0.97 0.98
Wiki-Vote 0.19 0.59 0.32 0.66 0.50 0.76 0.71 0.87 0.88 0.96
Ca-HepPh 0.16 0.61 0.24 0.68 0.31 0.77 0.39 0.84 0.46 0.96
Email-Enron 0.17 0.52 0.22 0.61 0.29 0.71 0.36 0.80 0.43 0.89

2. Wiki-Vote1 is a voting network of Wikipedia users, containing 7,115 nodes and
103,689 edges.

3. Ca-HepPh1 is a scientific collaborative networks between authors and papers,
containing 12,008 nodes and 118,521 edges.

4. Email-Enron1 is a Email communication network from Enron, containing 36,692
nodes and 183,831 edges.

Baseline methods. I first compared the projection method, Stable-Edge-Removal
(SER), with the state-of-the art graph project method Edge-Addition (EAD) [14]. Then,
I compared the utility of the following methods for generating differentially private
dK-distributions:

1. SER-θ-dKε, which applies the proposed θ-dKε algorithm on projected graphs
generated by SER.

2. EAD-θ-dKε, which applies the proposed θ-dKε algorithm on projected graphs
generated by EAD.

3. ε-DP, which is a standard ε-differential privacy algorithm in which noise is
added on an original graph using the Laplace mechanism [29].

Utility metrics. Following [14; 53; 84], I use three utility metrics:

1. Preserved edge ratio |Eθ |/|E| measures the ratio of edges being preserved by
graph projection, where |E| and |Eθ | denote the number of edges before and
after applying graph projection, respectively.

2. L1 distance (or L1 error) measures the network structural error between an orig-
inal dK-distribution p and its perturbed dK-distribution p′, i.e.,

‖p− p′‖1 =
deg(G)

∑
j=1

deg(G)

∑
i=1
|p(i, j)− p′(i, j)| (7.2)

where I pad entries for degree pairs (i, j) with 0 if such degree pairs do not
exist in p or p′
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Figure 7.4: Comparison of graph project methods under varying θ over four datasets: (a)-(d)
L1 distance and (e)-(h) KS distance.

3. Kolmogorov-Smirnov distance (or KS distance) quantifies the closeness between an
original dK-distribution p and its perturbed dK-distribution p′, i.e.,

KS(p, p′) = maxi|CDFp(i,j) − CDFp′(i,j)| (7.3)

where CDFp(i,j) is the value of cumulative distribution function on degree pairs
(i, j) from distribution p.

Parameter settings and others. For the privacy parameter ε, I choose ε ∈ [0.01, 10.0]
which cover the range of differential privacy levels widely used in the literature
[46; 47]. For the projection parameter θ, I followed [84; 14; 16] to choose θ ∈
{1, 2, 4, . . . , 22log2(|V|)}. I used Orbis [71] to generate 2K-distributions.

7.5.2 Experimental Results and Discussion

Evaluating graph projection. I first compared the method SER with the state-of-the-
art graph projection method EAD [14].

(1) Preserved edge ratio. Table 7.1 shows the results for preserved edge ratio. For
every value of θ, SER outperforms EAD by preserving more edges over all four
datasets. This is consistent with the discussion in Section that the two-level ordering
can generally preserve more edges than a random edge ordering.

(2) L1 distance. Figure 7.4(a)-(d) presents the results for L1 distance. For all four
datasets, the projection method SER leads to less network structural error for every
value of θ as compared to EAD. This verifies that SER can better preserve topological
structure of a graph than EAD and maintain the shape of distribution after projection.
Thus, the utility of projected dK-distribution by SER is higher as compared to EAD.
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Figure 7.5: Comparison on the L1 distance (left) and KS distance (right) of differentially
private dK-distributions under varying θ, and ε over four datasets: (a)-(d) Facebook dataset,
(e)-(h) Wiki-Vote dataset, and (i)-(l) Ca-HepPh dataset, and (m)-(p) Email-Enron dataset.

(3) KS distance. Figure 7.4(e)-(h) presents the results for KS distance. I can see that,
for every value of θ, the projection method SER outperforms EAD with smaller KS-
distances over all four datasets. Thus, projected dK-distributions generated by SER
are more similar to their original dK-distributions.

Evaluating differentially private dK-distributions. I compared the overall utility of
differentially private dK-distributions generated by the method SER-θ-dKε against
the baseline methods. Figure 7.5 presents the results.

(1) L1 distance. For all four datasets, the method SER-θ-dKε yields less network struc-
tural error than ε-DP for every value of ε and θ. Compared to ε-DP, the results of
SER-θ-dKε and EAD-θ-dKε are close and both much less. This is because, by approx-
imating f dK to f dK ◦ P via a graph projection P , two kinds of errors are introduced:
one is random noise to guarantee node-DP and the other one is due to projection. I
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notice that, the first kind of error, which depends on the sensitivity of f dK ◦ P , dom-
inates the impact on the utility of differentially private dK-distributions generated
w.r.t. L1 distance. Thus, by reducing the sensitivity of a dK function via projection,
the amount of random noise being added to achieve node-DP is reduced significantly
and the L1 errors of differentially private dK-distributions are thus also reduced sig-
nificantly.

(2) KS distance. I observe that ε-DP outperforms SER-θ-dKε and EAD-θ-dKε for smaller
datasets, except for the largest network Email-Enron. This is because, a projection
method may change the topological structure of an original graph. However, for
large networks such as Email-Enron, due to their high sensitivity, SER-θ-dKε and
EAD-θ-dKε generally perform better than ε-DP. In addition, for smaller values of θ,
differentially private dK-distributions generated by SER-θ-dKε are more similar to
their original dK-distributions than EAD-θ-dKε. However, for larger θ values, the
results of SER-θ-dKε and EAD-θ-dKε are close. This is because for larger θ values the
amount of noise injected to achieve DP is high, and the fact that SER-θ-dKε preserves
more edges leads to more noise being added to frequency values of degree pairs in
dK-distributions.

7.6 Summary

In this chapter, I have studied the problem of publishing higher-order network statis-
tics such as joint degree distribution under node-DP. I have theoretically analyzed the
sensitivity for publishing joint degree distribution and proposed a novel projection-
based method in order to enhance the utility of released network statistics under
node-DP. The effectiveness of the work has been empirically verified over four real-
world networks.
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Chapter 8

dK-Personalization: Publishing
Network Statistics with
Personalized Differential Privacy

8.1 Overview

In this chapter, I study the problem of publishing network data distributions, partic-
ularly degree distribution, and joint degree distribution, which guarantees personalized
(edge or node) differential privacy while enhancing network data utility. To the best
of my knowledge, there is no work which considers both variations of differential
privacy while considering personalization. I incorporate personalization into differ-
ential privacy mechanism such that individuals (nodes) in a network can specify their
own privacy preference (i.e., degree of privacy protection) to guarantee personalized
differential privacy (PDP) under edge-DP and node-DP. Undertaking the problem of
releasing network data distributions under PDP brings up two challenges:

(i) Each node in a network has its own privacy preference in personalized settings
whereas each data point in data distribution reflects information about more
than one node.

(ii) Network data is highly sensitive to structural changes under DP. To address
these challenges, I propose four PDP mechanisms and introduce degree queries
for controlled sensitivity.

To address these challenges, I propose four PDP mechanisms and present degree
queries for controlled sensitivity. To the best of my knowledge, this is the first study to
publish network data distributions under PDP, while enhancing network data utility.

The main contributions of this chapter are as follows:

• I show how to publish network data distributions in a personalized differen-
tially private manner under edge-DP and node-DP.

• I analyse the sensitivity of degree queries for publishing degree distribution, and
joint degree distribution under edge-DP and node-DP

105
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Figure 8.1: An illustrative example of two (edge or node) neighboring graphs G ∼ G′ with
their corresponding dK-distributions, for d = 1, and d = 2.

• I introduce four approaches for generating personalized differentially private
network data distributions while enhancing utility.

• I conduct comprehensive experiments over four real-world networks, and the
results demonstrate that the proposed approaches can effectively enhance the
utility of differentially private network data distributions with personalization.

Informally, personalization refers to different privacy levels chosen by different
individuals based on their own preferences. For instance, in social networks an
individual (user) tends to share their personal information with their close ones and
only share obscured data with acquaintances or strangers. Thus, having different
privacy levels based on their preferences. Personalized differential privacy (PDP)
[29] have been proposed [49; 2; 32] to provide freedom to each individual to have a
personalised privacy preference.

8.2 Problem Definition

Personalization allows each v ∈ V to specify its own privacy preference ε in G. How-
ever, given two (edge or node) neighboring graphs G ∼ G′ where G′ is obtained
from G by adding (or deleting) an edge (or node) can affect more than one node.
Thus, PDP should be formalized in terms of all affected nodes to guarantee ε-
indistinguishability. In a privacy specification Φ = {ε1, . . . εn}, denote Φv the privacy
preference ε of a node v. For edge neighboring graphs G e∼ G′, adding (or deleting)
an edge affects exactly two nodes u and v; likewise, for node neighboring graph
G n∼ G′, adding (or deleting) a node v+ affects |E+| nodes incident to v+ and v+

itself. I formally define edge and node PDP below.

Definition 30. (Edge Φ-PDP) A randomized mechanism K satisfies edge Φ-personalized
differential privacy, if for each pair of edge neighboring graphs G e∼ G′, and all possible
outputs O ⊆ range(K), it holds:

Pr[K(G) ∈ O] ≤ emin{Φu,Φv} × Pr[K(G′) ∈ O].
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Definition 31. (Node Φ-PDP) A randomized mechanism K satisfies node Φ-personalized
differential privacy, if for each pair of node neighboring graphs G n∼ G′, and all possible
outputs O ⊆ range(K), it holds:

Pr[K(G) ∈ O] ≤ emin{Φv|(v+,v)∈E+} × Pr[K(G′) ∈ O] and

Pr[K(G) ∈ O] ≤ eΦv+ × Pr[K(G′) ∈ O]

Given a graph G, I represent its topology properties as dK-distributions [72],
where f dK queries dK-distribution s.t f dK(G) = dK(G), as describe in Chapter 6.
Figure 8.1 provides an illustrative example of two (edge or node) neighboring graphs
with their corresponding dK-distribution for d = 1, and 2. In the work, for each dK-
distribution D, I want to generate DΦ that is an anonymized version of D satisfying
(edge or node) Φ-PDP. Thus, I view the response to f dK for d = 1 and 2 as a collection
of responses to degree queries, one for each tuple (entry) in a dK-distribution. Recall
the definition of degree query presented in Chapter 6.

Definition 32. (Degree query) A degree query fq : f dK(G) → N maps a degree tuple
t ∈ f dK(G) to a frequency value in N s.t. (t, fq(G)) ∈ f dK(G).

As DP implies PDP [49], to guarantee (edge or node) Φ-PDP, I perform perturba-
tion over real responses of fq by adding controlled noise from Laplace stochastic pro-
cess [29]. The response to each fq can be combined into a complete dK-distribution
using the parallel composition property of differential privacy [76]. More specifically,
I add random noise into the real response fq(G), yielding a randomized response
fq(G) + Lap(∆( fq)/ε), where ∆( fq) denotes the sensitivity of fq and Lap(∆( fq)/ε)
denotes random noise drawn from a Laplace distribution. Here, ε refers to a per-
sonalized privacy preference. I will discuss in detail how to utilize ε to perform
personalized perturbation in Section 8.4.

8.3 Sensitivity Analysis

The key challenge of releasing dK-distributions under PDP is to determine the right
amount of noise that guarantees both privacy and accuracy. Unlike previous studies
[85; 97; 47; 14; 45] that analyzed the entire dK-distribution sensitivity, I focus on the
sensitivity of a single dK-distribution entry, i.e., degree query fq.

Sensitivity of fq for 1K-distribution under node-DP. Suppose that a node v+ is
added to G with a set E+ of new edges. Each edge in E+ can cause at most one
change in a current 1K-distribution entry, so the total change in an entry is at most
|E+|. Furthermore, the new node v+ can cause an additional change in the same
entry. Thus, the maximum change in fq is at most |E+|+ 1.

Lemma 10. Let G n∼ G′ be two node neighboring graphs. When d = 1, fq(G) and fq(G′)
differ by at most |E+|+ 1.
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In the worst case, |E+| can be |V|. Thus, the total number of changes in fq(G),
for d = 1, by adding a node is upper bounded by |V|+ 1.

Sensitivity of fq for 2K-distribution under node-DP. For a 2K-distribution, when it
is connected to a maximum degree node, each new edge (v+, vi) in E+ can affect
at most deg(G) edges. If all the vis incident to v+ have the same degree, then the
maximum increase in an entry is deg(G)× |E+|. This can be further increased if v+

has the same degree as all the vis. Hence, the maximum change in fq is at most
(deg(G) + 1)× |E+|.

Lemma 11. Let G n∼ G′ be two node neighboring graphs. When d = 2, fq(G) and fq(G′)
differ by at most (deg(G) + 1)× |E+|.

Prior studies [59; 85] have shown that, in large social networks, deg(G) is upper
bounded by O(

√
|V|). Thus, for such networks, the sensitivity of fq for d = 2 of two

node neighboring graphs is upper bounded by O(|V|3/2).

Sensitivity of fq for 1K-distribution under edge-DP. This is straightforward, because
each new edge can affect at most two nodes.

Lemma 12. Let G e∼ G′ be two edge neighboring graphs. When d = 1, fq(G) and fq(G′)
differ by at most 2.

Sensitivity of fq for 2K-distribution under edge-DP. This is similar to the node-DP
case. But since only one edge is added, it can affect at most 2 × deg(G) existing
edges. The new edge itself can further increase the entry by 1 when its end nodes
have the same degrees as the those of the affected edges.

Lemma 13. Let G e∼ G′ be two edge neighboring graphs. When d = 2, fq(G) and fq(G′)
differ by at most 2× deg(G) + 1.

Prior studies [59; 85] have shown that, in large social networks, deg(G) is upper
bounded by O(

√
|V|). Thus, for such networks, the sensitivity of fq for d = 2 is

upper bounded by O(
√
|V|) too.

I have observed that, by adding a single node or edge in G, the maximum change
induced in the entries of G’s corresponding dK-distribution is two times greater than
the maximum change induced in a single entry of a dK-distribution. Thus the sensi-
tivity of degree query fq, is half as compared to dK-function f dK. This shows that the
analysis as compared to analysis in existing studies [85; 97; 46; 14; 47] significantly
enhances utility of published dK-distribution.

8.4 Proposed Personalized Approaches

In this section, I present four mechanisms for generating personalized differentially
private dK-distribution for d = 1 and d = 2.
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8.4.1 Local Least Based Personalized Perturbation

A straightforward perturbation can be done over dK-distribution D by invoking the
Laplace mechanism with the strongest privacy preference in G. This will, however,
overprotect some individuals and degrade the output utility. To address this issue, I
propose Local Least (LL-dK) mechanism to perturb the entries of D with the strongest
local privacy preference. More specifically, LL-dK perturbs each entry xi ∈ D with
the smallest privacy preference εxi associated the corresponding nodes for xi. For
instance, in Figure 8.2 the frequency p(1) = 2 in 1K(G), and the frequency p(2, 4) =
3 in 2K(G) are perturbed with the privacy preference ε = min(ΦB, ΦF), and ε =
min(ΦA, ΦC, ΦD, ΦE), respectively.

In LL-dK, the perturbation is conducted using the Laplace mechanism based on
the sensitivity of fq, and personalized privacy preferences εxi Thus, by the parallel
composition property of DP [76] I have the following lemma.

Lemma 14. LL-dK generates (max
i

εxi)-personalized differentially private dK-distributions.

As LL-dK uses the local strongest privacy preferences, which may lead to adding
excessive noise when nodes with strong privacy preference have high centrality. To
control the amount of random noise and improve personalization, another option is
to simply discard high degree privacy conscious nodes.

8.4.2 Threshold Projection Based Personalized Perturbation

The threshold projection (TP-dK) approach (Algorithm 7) first transforms a graph G
to a θ-bounded graph Gθ with θ < deg(G) [14; 16], removes all nodes in Gθ with
Φv < µ to get Gθ,µ, where min(Φv) < µ < max(Φv) is a global threshold, and then
perturbs entries of f dK(Gθ,µ). Since I have deg(G) ≤ θ, the sensitivity of fq is reduced;
likewise, with threshold µ all nodes with high privacy concerns are removed which
results in adding less noise to release D of Gθ,µ.

Algorithm 7: TP-dK algorithm
Input: A graph G = (V, E);

a value d in 1, 2;
a threshold µ;
a projection parameter θ;
a projection algorithm P

Output: a perturbed d̂K
1 Gθ ← Project G by P w.r.t. θ

2 Gθ,µ ← Truncate Gθ w.r.t. µ

3 dKθ,µ ← Query Gθ,µ with f dK

4 d̂K ← Perturb dKθ,µ

5 Return d̂K
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Figure 8.2: An illustrative example of aggregation based perturbation over dK-distributions,
for d = 1, and d = 2.

In Algorithm 7, the perturbation is conducted using the Laplace mechanism (Line
4) based on the sensitivity of fq, and personalized privacy preference µ. Thus, by the
parallel composition property of DP [76] I have the following lemma.

Lemma 15. TP-dK generates µ-personalized differentially private dK-distributions.

The main challenge in this approach is to select good thresholds (i.e., θ, and µ)
that can lower the sensitivity and preserve as much topological structure of a graph
as possible [14]. To address this limitation, I now propose a personalized mechanism
based on sampling.

8.4.3 Sampling Based Personalized Perturbation

Sampling is shown to be a powerful tool that can be integrated into differential pri-
vacy to amplify privacy protection [64; 49]. The sampling (ST-dK) approach (Algo-
rithm 8) first splits each entry xi ∈ D such that frequency count of each xi is equal to
one. Then samples each xi with probability pi = 1 if εxi ≥ µ, and samples other en-
tries i.i.d. with probability pi =

eεxi−1
eµ−1 if εxi < µ, where min(Φv) < µ < max(Φv), and

εxi is the smallest privacy preference associated the corresponding nodes for xi. The
inclusion probability for each xi depends on the corresponding εxi , and the global
threshold µ.

Algorithm 8: ST-dK algorithm
Input: A graph G = (V, E);

a value d in 1, 2;
a threshold µ;

Output: a perturbed d̂K
1 dK ← Query G with f dK

2 dKµ ← Split and Sample dK
3 d̂K ← Perturb dKµ

4 Return d̂K
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In Algorithm 8, the perturbation is conducted using the Laplace mechanism (Line
3) over sampled dK-distribution based on the sensitivity of fq, and personalized pri-
vacy preference µ. Thus, by the parallel composition property of DP [76] I have the
following lemma.

Lemma 16. ST-dK generates µ-personalized differentially private dK-distributions.

Our sampling mechanism is inspired by the results from [64; 49], where sampling
prior to DP is shown to benefit privacy by combining two sources of randomness;
however, introducing two kinds of errors: sampling error, and perturbation error.
I observe that, smaller µ increases perturbation error, and larger µ increases sam-
pling error, and vice versa. To reduce overall error, I now propose a personalized
mechanism based on aggregation.

8.4.4 Aggregation Based Personalized Perturbation

The technique of aggregation is shown to reduce noise and enhance the utility of
publishing differentially private histogram [14; 85]. Since degree distribution is ob-
tained from normalizing the degree histogram [14], the idea of aggregation can be
equivalently applied. the aggregation mechanism AG-dK (Algorithm 9) computes a
table T by combining privacy preferences ε of corresponding nodes associated with
each xi ∈ D as a sorted list. Then, performing aggregation over f dK(G) consists of
two steps: (i) entries with similar degrees and privacy preferences are partitioned
into the same group; (ii) the frequency values of entries in the same group are ag-
gregated. For instance in Figure8.2, a dK-distribution with d = 1, and d = 2 is
partitioned into multiple groups, then the frequency values of entries in each group
are aggregated by an aggregation process. The perturbation is performed over each
aggregated frequency value with the smallest privacy preference εpi associated with
the corresponding nodes for each partition pi.

Algorithm 9: AG-dK algorithm
Input: A graph G = (V, E);

a value d in 1, 2;
a partitioning parameter k;
a partitioning algorithmM

Output: a perturbed d̂K
1 dK ← Query G with f dK

2 T ← Compute corresponding ε

3 dKp
i ←M(dK) with k and T

4 dKa
i ← Aggregate dKp

i

5 d̂K ← Perturb dKa
i

6 Return d̂K

In Algorithm 9, the perturbation is conducted using the Laplace mechanism (Line
5) over aggregated dK-distribution based on the sensitivity of fq, and personalized
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privacy preferences εpi associated to each partition. Thus, by the parallel composition
property of DP [76] I have the following lemma.

Lemma 17. AG-dK generates (max
i

εpi)-personalized differentially private dK-distributions.

AG-dK significantly reduces the total amount of noise to achieve PDP, particularly
when the number of partitions in aggregated dK-distribution is smaller.

8.5 Experiments

In this section I have evaluated the proposed approaches, and discussed the results.

8.5.1 Experimental Setup

Datasets. I used four real-world network datasets from different domains including
social, citation, and email networks:

1. Facebook1 contains 4,039 nodes and 88,234 edges.

2. Wiki-Vote1contains 7,115 nodes and 103,689 edges.

3. Ca-HepPh1 contains 12,008 nodes and 118,521 edges.

4. Email-Enron1contains 36,692 nodes and 183,831 edges.

Privacy Specifications. Following [49], I randomly divided nodes in a network into
three groups: conservative with fraction FC = 0.54, moderate with fraction FM = 0.37,
and liberal with fraction FL = 1.0− (FC + FM), having high (randomly drawn from
range [εC, εM]), medium (randomly drawn from range [εM, εL]), and low (fixed at
εL = 1.0) privacy preferences, respectively. I used εC, εM, εL ∈ [0.01, 1.0], which cover
the range of DP levels used in the literature [46; 47; 49], where default values of
εC = 0.01, and εM = 0.2 [49].

Utility metrics. Following [14; 16; 45], I used two utility metrics to measure the
difference between the original dK-distribution D and its private version DΦ:

1. L1 distance measures the network structural error by calculating

‖D− DΦ‖1 =
deg(G)

∑
i=1
|Di − DΦi | (8.1)

where I pad a distribution entry with 0 if it does not exist in D or DΦ

2. Kolmogorov-Smirnov (KS) distance measures the closeness between the cumula-
tive distribution functions of D and DΦ by calculating

KS(D, DΦ) = maxi|CDFDi − CDFDΦi
| (8.2)

1Network datasets are available at http://snap.stanford.edu/data/index.html
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Baseline methods. I compared the utility of the following methods for generating
personalized differentially private dK-distributions:

1. PDPmin is a standard DP algorithm using Laplace mechanism [29] with the
minimum privacy preference in a network [49].

2. LL-dK is the proposed local least approach.

3. TP-dK is the threshold projection approach which extends the projection algo-
rithm Stable-Edge-Removal [45] for graph projection.

4. ST-dK is the sampling approach.

5. Additionally, I investigate two variations of TP-dK, and ST-dK with threshold
[49] µ = max(Φv), and µ = 1

n ∑ Φv (i.e., the average privacy preference in a
network). I denote these as TP-dKavg, and ST-dKavg.

6. AG-dK is the proposed aggregation based approach which extends the algorithm
MDAV-dK [47] for partitioning dK-distributions.

Parameter settings and others. I choose θ ∈ {1, 2, 4, . . . , 22log2(|V|)} [14; 16], for projec-
tion in TP-dK. I vary sample size m ∈ [30%, 70%] [65] to study the impact of sample
size in ST-dK. Following [21; 47; 46], I choose k ∈ {2, 4, 6, . . . , 100} for partitioning in
AG-dK. For each method, I ran 3 times and took the average result [46]. I use Orbis
[71] to generate dK-distributions for d = 1 and d = 2.

8.5.2 Experimental Results and Discussion

Evaluating personalized differentially private 1K-distributions. Figure 8.3 presents
the experimental results. For all four datasets, w.r.t. L1 distance, under both edge-
PDP and node-PDP, the methods yield less network structural error than PDPmin
for every value of k, θ, and m, except for the largest network Email-Enron, where
PDPmin performs better than ST-dK andST-dKavg, when sample size is greater than
30%. This is because, by increasing the sample size for larger dataset, perturba-
tion error dominates the impact on the utility. Overall, the methods AG-dK, TP-dK,
and TP-dKavg outperform all other methods, because aggregation reduces the overall
noise and projection reduces the sensitivity, thus enhancing output utility signifi-
cantly. When measured by the KS distance, for all four datasets, under edge-PDP
the method AG-dK, and under node-PDP the method LL-dK outperforms PDPmin
by generating more similar 1K-distributions after perturbation. Overall, TP-dK, and
TP-dKavg yield higher values of KS distance under both edge-PDP and node-PDP
because graph transformation may change the topological structure of an original
graph which results in generating less similar dK-distributions.

Evaluating personalized differentially private 2K-distributions. Figure 8.4 presents
the experimental results. For all four datasets, w.r.t. L1 distance, under both edge-
PDP and node-PDP, the methods yield less network structural error than PDPmin for
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Figure 8.3: The L1 and KS distance of 1K-distributions on four datasets varying θ, k, and m:
(upper half) under edge-PDP and (lower half) under node-PDP.

every value of k, θ, and m. Also, unlike to 1K-distribution, in 2K-distribution ST-
dK, and ST-dKavg perform better than LL-dK because sensitivity of 2K-distributions
is high as compared to 1K-distribution, thus overall more noise is added into 2K-
distribution as compared to sampled 2K-distribution. Overall, the methods TP-dK,
and TP-dKavg outperform all other methods, w.r.t. L1 distance, and the results of AG-
dK, for larger k values, are close to them, because aggregation and projection enhance
the overall utility. On the other hand, w.r.t. KS distance, for all four datasets, under
edge-PDP the method AG-dK, and under node-PDP the method LL-dK outperforms
PDPmin by generating more similar 2K-distributions after perturbation. In addition,
under edge-PDP, the results of LL-dK, ST-dK, ST-dKavg and PDPmin are close, which
reflects both sampling error and perturbation error contribute towards the results.
Contrary, under node-PDP, the results of ST-dK, ST-dKavg and PDPmin are almost
same which reflect the impact of high sensitivity, where perturbation error domi-
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Figure 8.4: The L1 and KS distance of 2K-distributions on four datasets varying θ, k, and m:
(upper half) under edge-PDP and (lower half) under node-PDP.

nates. Overall, TP-dK, and TP-dKavg yield higher values of KS distance under both
edge-PDP, and node-PDP because of graph transformation.

Discussion. I have analysed the trade-offs between utility and privacy of dK-distributions
under PDP generated using the proposed approaches. I have noticed that, the error
caused by random noise which depends on the sensitivity and the personalized pri-
vacy preference ε dominates the impact on output utility. Increasing ε and decreasing
sensitivity can help to reduce error, though, generating more similar dK-distributions
to their original dK-distribution is challenging due to noise addition. Reducing sen-
sitivity can increase the output utility without compromising privacy; however, it is
more challenging for node-PDP than for edge-PDP as graph data is highly sensitive
under node-PDP.
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8.6 Summary
In this chapter, I have studied the problem of publishing degree distribution and joint
degree distribution under PDP. I have theoretically analyzed the sensitivity of these
distributions under edge-PDP and node-PDP. I have proposed four personalized
privacy-preserving mechanisms while enhancing output utility. The effectiveness
of the proposed work has been empirically verified over four real-world networks.



Chapter 9

Conclusions and Future Work

In this thesis, I have studied the problems that are related to privacy-preserving
data publishing under the framework of differential privacy for different data struc-
tures, such as relational data and graph data, while significantly enhancing the util-
ity of privacy-preserving data. First, I have explored privacy-preserving relational
data publishing for which I have introduced a general new framework for pub-
lishing relational data under differential privacy, which is built upon microaggre-
gation to enhance the data utility (Part 1: Chapter 4 - 5). I have further investigated
privacy-preserving graph data publishing for which I have developed novel privacy-
preserving data publishing mechanisms for publishing higher-order graph statistics
under edge, node, and personalized differential privacy while enhancing output util-
ity (Part 2: Chapter 6 - 8). In the following, I provided conclusions for two of these
research areas.

9.1 Relational Data Publishing

In Chapter 4, I have studied the problem of generating ε-differentially private datasets
by incorporating microaggregation into the relational data publishing process. I pre-
sented a microaggregation-based framework for generating ε-differentially private
datasets and formulated the notion of 2-stable microaggregation to characterize the
correspondence of clusters in microaggregated datasets. I then proposed a stable
microaggregation algorithm that can ensure the correspondence of clusters in the
microaggregated datasets of two neighboring datasets. I finally verified the util-
ity enhancement of the proposed framework on two real-world datasets containing
numerical data. It shows that the algorithm can effectively enhance the utility of re-
leased data by providing better within-cluster homogeneity and reducing the amount
of noise, in comparison with the state-of-the-art methods.

In Chapter 5, I have extended the preliminary work described in Chapter 4, and
proposed a general framework called α-stable microaggregation which generalized sta-
ble microaggregation. The general framework introduce a parameter (i.e., α) to en-
force particular correspondence among clusters in the microaggregated datasets of
two neighboring datasets. In doing so, the amount of noise added to differentially
private datasets can always be controlled by the parameter α and stable microag-
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gregation becomes a special case of general framework with α = 2. Conceptually,
α indicates a trade-off between error introduced during microaggregation and error
needed for achieving differential privacy. I further presented two algorithms under
the proposed framework. I verified the utility and privacy trade-off in microaggre-
gated and differentially private datasets achieved by the proposed framework on
three real-world datasets containing numerical data. I showed in the experiments
that the proposed framework outperforms the state-of-the-art methods in terms of
preserving output utility while guarantee differential privacy.

For future work, one of the interesting directions to explore further is data-
oriented microaggregation techniques [19] using locality-sensitive hashing (LSH) [83]
to perform near-neighbor search [39] in order to find similar items (records) in a very
large collection of items without looking at every pair to improve efficiency for larger
datasets. The connection of LSH with the anonymization problem (i.e., the problem
of grouping similar record and then anonymize each group in order to reduce in-
formation loss) can be used to address challenges of high dimensionality (two or
more attributes) in the relational data setting while performing microaggregation.
For instance, in relational data with high dimensions, nearest-neighbor search using
LSH can be performed to form groups containing similar records by searching the
nearest neighbor of sensitive records, and then aggregation and noise addition can
be performed to achieve differential privacy. Hence, it would be interesting to extend
and explore the applicability of the mechanisms proposed in Chapter 4 and Chapter
5 to data-oriented microaggregation in a way that the amount of noise needed to
achieve differential privacy can be reduced if the noise is added to a microaggre-
gated dataset, where microaggregation is done through a specially designed locality
sensitive hashing (LSH) mechanism.

9.2 Graph Data Publishing

In Chapter 6, I have studied the problem of publishing anonymized graphs under
guarantee of edge differential privacy. I proposed a microaggregation-based frame-
work for graph anonymization which preserves the topological structures of an orig-
inal graph at different levels of granularity while achieving edge differential privacy.
I enhanced the utility of graph data by reducing the magnitude of noise needed to
achieve differential privacy. Within the proposed framework, I further developed a
simple yet effective microaggregation algorithm under a distance constraint. I have
empirically verified the noise reduction and privacy guarantee of the proposed al-
gorithm on three real-world graph datasets. I showed in the experiments that the
proposed framework can significantly reduce noise added to achieve differential pri-
vacy over graph data, and thus enhance the utility of anonymized graphs.

In Chapter 7, I have studied the problem of publishing higher-order graph statis-
tics under node differential privacy. I presented a novel framework to publish higher-
order network statistics under node differential privacy. I have analysed the sensi-
tivity of publishing joint degree distribution in the proposed framework, and intro-



§9.2 Graph Data Publishing 119

duced a new graph projection algorithm to reduce sensitivity of publishing network
statistics under node differential privacy. I finally validated the effectiveness of the
proposed algorithm over four real-world networks, and the results demonstrated
that the proposed work can effectively enhance the utility of differentially private
network statistics.

In Chapter 8, I have studied the problem of publishing network data distributions
in a personalized differentially private manner under edge and node differential pri-
vacy. I have analysed the sensitivity of degree queries for publishing degree distri-
bution, and joint degree distribution under edge and node differential privacy. Then,
I introduced four approaches for generating personalized differentially private net-
work data distributions while enhancing utility. I finally conducted experiments to
validate the effectiveness of the proposed approaches over four real-world networks.
The results demonstrated that the proposed approaches can effectively enhance the
utility of differentially private network data distributions with personalization.

The research conducted on graph data can be used to explore the release of graph
statistics in dynamic graphs. Thus, it would be interesting to explore: how well the
graph statistics release methods proposed in Chapter 6 and Chapter 7 under edge
and node differential privacy can perform for dynamic graphs. Moreover, topological
structures of real-world networks (e.g., social networks) often remain unchanged but
privacy preferences of individuals (nodes) are dynamically updated under dynamic
conditions such as changing social status. Hence, it would be interesting to extend
and explore the applicability of the personalized approaches proposed in Chapter
8 to dynamic graphs. Furthermore, the privacy-preserving graph data publishing
mechanisms proposed in this thesis can be used to study in local settings, i.e., local
differential privacy [52]. Another interesting direction to explore in future research
is to release statistics about social groups in a graph while protecting privacy of
individuals under zero knowledge privacy (ZKP) [37], as zero knowledge privacy is
strictly stronger than the notion of differential privacy and is particularly attractive
when modeling privacy in social networks.
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