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Abstract

Leakage of personal information in online conversations raises serious privacy con-
cerns. For example, malicious users might collect sensitive personal information
from vulnerable users via deliberately designed conversations. This thesis tackles
the problem of privacy leakage in textual conversations and proposes to mitigate the
risks of privacy disclosure by detecting and rewriting the risky utterances. Previous
research on privacy protection in text has a focus on manipulating the implicit se-
mantic representations in a continuous high dimensional space, which are mostly
used for eliminating trails of personal information to machine learning models. Our
research has a focus on the explicit expressions of conversations, namely sequences of
words or tokens, which are generally used between human interlocutors or human-
computer interactions. The new setting for privacy protection in text could be ap-
plied to the conversations by individual human users, such as vulnerable people,
and artificial conversational bots, such as digital personal assistants.

This thesis consists of two parts, essentially answering two research questions:
How to detect the utterances with the risk of privacy leakage? and How to modify or rewrite
the utterances into the ones with less private information?

In the first part of this thesis, we aim to detect the utterances with privacy leakage
risk and report the sensitive utterances to authorized users for approval. One of the
essential challenge of the detection task is that we cannot acquire a large-scale aligned
corpus for supervised training of natural language inference for private information.
A compact dataset is collect to merely validate the privacy leakage detection models.
We investigate weakly supervised methods to learn utterance-level inference from
coarse set-level alignment signals. Then, we propose novel alignment models, i.e.,
Sharp-Max and Sparse-Max, for utterance inference. Our approaches manage to
outperform competitive baseline alignment methods. Additionally, we develop a
privacy-leakage detection system integrated in Facebook Messenger to demonstrate
the utility of our proposed task in real-world usage scenarios.

In the second part of this thesis, we investigate two pieces of work to rewrite
the privacy-leakage sentences automatically into less sensitive ones. The first work
discusses obscuring personal information in form of classifiable attributes. We pro-
pose to reduce the bias of sensitive attributes, such as gender, political slant and race,
using an obscured text rewriting models. The rewriting models are guided by corre-
sponding classifiers for the personal attributes to obscure. Adversarial training and
fairness risk measurement are proposed to enhance the fairness of the generators, al-
leviating privacy leakage of the target attributes. The second work protects personal
information in the form of open-domain textual descriptions. We further explore
three feasible rewriting strategies, deleting, obscuring, and steering, for privacy-aware
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text rewriting. We investigate the possibility of fine-tuning a pre-trained language
model for privacy-aware text rewriting. Based on our dataset, we further observe the
relation of rewriting strategies to their semantic spaces in a knowledge graph. Then,
a simple but effective decoding method is developed to incorporate these semantic
spaces into corresponding rewriting models.

As a whole, this thesis presents a comprehensive study and the first solutions
in varying settings for protecting privacy in conversations. We demonstrate that
both privacy leakage detection and privacy-aware text rewriting are plausible using
machine learning methodologies. Our contributions also include novel ideas for
text alignment for natural language inference, training technologies for text attribute
obfuscating, and open-domain knowledge guidance to text rewriting. This thesis
opens up inquiries into protecting sensitive user information in conversations from
the perspective of explicit text representation.
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Chapter 1

Introduction

Personal information could be revealed in conversations, from human users, their rel-
atives, their friends or their owned devices. Unconscious information leakage could
result in incalculable consequences, e.g., the phishing attacks by malicious interlocu-
tors who utilize the disclosed information to forge their relationship to the victims.
In this thesis, we propose to protect the privacy of users by mitigate the disclosure
of their sensitive personal information.

In the modern world, more and more conversations are conducted via digital
platforms or devices and privacy disclosure may occur in different type of conver-
sations, such as human-human and human-bot conversations. The most common
type of conversation is human-human conversation between two human users. Hu-
man might accidentally and inattentively disclose their personal information to other
(malicious) user [Lipford et al., 2008; Schofield and Joinson, 2008; Chawdhry et al.,
2013]. In addition, privacy paradox phenomenon states that even users with high level
of privacy concerns do not always take appropriate actions although those measures
are fairly easy to perform [Norberg et al., 2007]. People in vulnerable groups are
especially fragile to privacy leakage issues. For example, children are more likely to
unconsciously disclose their sensitive information. Another type is human-bot con-
versation conducted between human and bots. Due to the rapid growth of smart
speakers or home robots,1 the human-bot conversations poses more and more ra-
tios of conversations in our daily lives. The digital devices or bots of the users also
pose serious privacy concerns, as the recent advanced dialogue models are mostly
trained as black-box models and we have limited understanding and control of their
behaviors. These models could disclose their owners’ sensitive information to the
out-side interlocutors, including malicious attackers. As a result, there is an urgent
requirement for protecting personal information in conversations for both (vulnera-
ble) people and their bot agents.

1.1 Privacy Protection on Explicit Text

Privacy preservation for data has a long history spanning multiple disciplines. One
of the popular research directions is privacy preservation in algorithm which intends

1https://www.opus.global/media/44137/opus-q3-2018-report-eng.pdf
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2 Introduction

to eliminate the influence of sensitive information in an algorithm. For example,
the decisions from a machine learning classifiers do not discriminate users from
different groups according to their gender or age. Another example is encoding fea-
tures, including sensitive personal attributes, into high-dimensional representations
that cannot be confidently categorized into sensitive groups by adversarial classi-
fiers. Most of these algorithms are motivated and utilized by institutions, such as
governments, research organizations, commercial companies and etc., for various
purposes, such as decision-making, advertisement recommendation, and providing
personalized services. In these cases, the private information of individual users is
assumed to be collected, stored, processed and protected properly by those institu-
tions. Changing the perspective from institutions to individuals, we unfortunately
cannot guarantee that all institutions and companies will endeavor to provide proper
privacy protection components for each individual user. In even worse cases, i) “Data
Leakage” incidents could be caused or perpetrated by insiders [Taal et al., 2017] and ii)
data privacy issues are normally associated with company merger and acquisition,
especially cross-border transfers of information or other activity with cross-border
implications [Sherer et al., 2015]. Hence, your private data could be leaked by these
institutions or misused by untrustworthy third parties.We suggest that privacy dis-
closure in text, such as online conversations and personal tweets, could be prevented
before they are sent out and collected by these institutions. The new privacy protec-
tion systems should work on behalf of individuals and ideally run independently on
individual users’ own devices. We consider both human users and robotic assistants
as individuals, who have requirements for privacy protection. The privacy protection
for individuals should focus on the explicit representation of the data, or rather texts
in this thesis, as the sensitive information is more naturally encoded in the original
textual expressions. We further demonstrate some more detailed usage scenarios of
privacy protection for individual users with regard to both human and bot.

(a) Preventing Scams: Scams and frauds are targeting everyone.2 Scammers are
getting smarter and taking advantages of new technologies to acquire informa-
tion to fraud victims [Titus and Gover, 2001]. For example, the criminal can
find details of their victim by reviewing social media of a victim and call the
back to change the victim’s password.3 The phishing attack also skyrocketed
after COVID-19 pandemic and led to an increase in loses [Bitaab et al., 2020;
Competition et al., 2020]. Reducing users’ personal information disclosure to
public could be a way to decrease the risks from scam attacks.

(b) Digital Personal Assistant: Recent research on dialogue generation demon-
strates the success in improving the quality of utterances by integrating per-
sonal information [Zhang et al., 2018b; Liu et al., 2020]. However, giving digital
personal assistants the access to their owners’ personal information introduces

2https://www.scamwatch.gov.au/get-help/protect-yourself-from-scams
3https://www.9news.com.au/national/cyber-hackers-criminals-getting-smarter-accessing-bank-a

ccounts/a32121f0-5ba0-492f-b4de-3d27ddb81d7f

https://www.scamwatch.gov.au/get-help/protect-yourself-from-scams
https://www.9news.com.au/national/cyber-hackers-criminals-getting-smarter-accessing-bank-accounts/a32121f0-5ba0-492f-b4de-3d27ddb81d7f
https://www.9news.com.au/national/cyber-hackers-criminals-getting-smarter-accessing-bank-accounts/a32121f0-5ba0-492f-b4de-3d27ddb81d7f
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the risk that the assistants may disclose the information to malicious inter-
locutors, when the bots are sent out for tasks. For example, when a personal
assistant is asked to buy a meal, the address of the owner could be provided
to the cashier involved in this trade, while not to a stranger. Detecting and
rewriting the risky utterances helps the bots respond properly.

(c) Pre-trained Language Model: The development and deployment of large-scale
pre-trained language models have extended the state of the art on a wide array
of NLP tasks [Wang et al., 2019]. Despite the great success of these models,
the ethical boundaries of these technologies are ambiguous. For example, i)
pre-trained language model may disclose personal information in the training
corpus; ii) pre-trained language model may generate unexpected sentences that
include toxicity or bias [Pan et al., 2020; Bender et al., 2021; Shen et al., 2021].
These concerns limit the usage of pre-trained language models in real-world
applications. Our research could serve as an auxiliary component i) to identify
the information leakage in the model outputs or the training corpus; and ii)
to rewrite the generated sentences with unexpected information or patterns to
more proper ones.

1.2 Proposed Tasks

In order to protect the privacy leakage from the side of individual users, we focus
on the representations of explicit text. We summarize two primary requirements for
privacy protection in text:

(a) Identifying the utterances with privacy leakage risks? Detecting those risky utter-
ance could potentially be used to alarm users from scams when they intend to
disclose their private information to malicious interlocutors, e.g., a juvenile in-
tends to tweet his or her home address and recent family travel arrangements.
The digital personal assistants can also be interrupted when they intend to
generate inappropriate responses to untrustworthy interlocutors, e.g., provid-
ing sensitive personal information of the owners. We use an utterance or a
label to represent the sensitive personal information. The information leakage
is decided by a text similarity module or a discriminator, respectively.

(b) Modifying the risky utterances and mitigating the privacy leakage risks. This func-
tion could potentially be used to enhance the current dialogue systems and lan-
guage models by reducing their privacy concerns, e.g., eliminating the risky in-
formation when the dialogue systems generate the owners’ names, ages, iden-
tity numbers, and etc. in their responses. The suggested modifications can also
be served as advice to human users when privacy leakage issues are raised,
e.g., obscuring the home address and the travel schedule from the tweets.

In alignment with these requirements, we propose to detect and rewrite the utter-
ances, or sentences, with potential privacy risk. The two steps are correspondent to
two modules:
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(a) Detection Module detects the utterances that disclose personal information,
and reports the sensitive ones to the authorized users.

(b) Rewriting Module rewrites the sensitive utterances to mitigate the influence
of the privacy leakage, given corresponding personal information as control
signals.

1.3 Challenges and Key Contributions

In this section, we decompose our tasks into more detailed challenges and list corre-
sponding contributions in this thesis:

• Problem definition of privacy leakage protection in conversations. We pro-
pose and define a new task of protecting user privacy in their explicit textural
expressions, with a focus on conversational usage scenarios. We discuss the
emergent requirements of this task and potential usage scenarios. We propose
to alleviate the privacy issues by detecting and rewriting the risky texts. (In
Chapter 1)

• How to identify the privacy leakage utterances in conversations? We first pro-
pose to transfer the question as a natural language inference problem, namely
identify the utterances that can infer the interlocutor’s personal information.
Then, we collect the first corpus for evaluation. A weakly supervised align-
ment framework is proposed to learn the inference model, given coarse align-
ment signals between utterances and personal information descriptions. Based
on this framework, we derive two novel alignment approaches that outperform
existing baseline methods. (In Chapter 3)

• How plausible is the detection approach in real-world applications? We de-
velop a privacy monitor system that intervenes sensitive messages on a real-
world social media platform, i.e., Facebook Messenger. The system demon-
strates a way to protect privacy from disclosure using our privacy-leakage de-
tection model. (In Chapter 3)

• How to obscure the sensitive information utterances? In our preliminary
work on privacy-aware text rewriting, we propose to obscure the classifiable
personal attributes in text via rewriting. Given non-parallel corpora with sensi-
tive personal attributes of the writers, we develop privacy-aware text rewriting
models based on a back-translation framework. In particular, the attributes are
eliminated in back-translation step, through a ‘fair’ or ‘neutralized’ translator,
optimized by adversarial training or fairness-risk measurement as additional
constraints with regard to the given sensitive attributes. (In Chapter 4)

• How to eliminate the influence of the privacy disclosure? Inspired by the
treatment for gender bias in [Strengers et al., 2020],4 we propose three rewrit-

4We consider gender category a special case of sensitive personal information.
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ing patterns deleting, obscuring and steering to eliminate the privacy leakage in
utterances. We also consider protecting sensitive personal information in the
form of open-domain textual descriptions, which is more diverse than classi-
fiable attributes. We collect a compact parallel dataset for this rewriting task.
Then, we investigated i) fine-tuning pre-trained language model for this tasks;
and ii) incorporating prior knowledge from semantic knowledge graph into
the decoder of our generation model. Our work demonstrates the plausibil-
ity of training generation models to modify personal information in text using
different patterns. (In Chapter 5)

1.4 Summary

In this thesis, we propose a new research direction of protecting privacy in explicit
conversational text. In order to achieve such goal, we propose to detect and rewrite
the utterances with privacy risk. The background and related work of this thesis will
be introduced in Chapter 2. A systematic solution of privacy leakage detection and
its application will be described in Chapter 3. Privacy-aware text rewriting researches
will be discussed in Chapter 4 and Chapter 5, based on different settings. Finally, a
conclusion of this thesis will be summarized in Chapter 6.
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Chapter 2

Background and Related Work

Privacy is an essential human right that consolidates freedom of association, thought
and expression, as well as freedom from discrimination [Schofield and Joinson, 2008;
aus]. However, information technology not only introduces advantages and conve-
nience to our daily lives, but also increases the risk of disclosing or misusing our
personal information. Such right includes being able to control who can view or use
information about you. Recently, there has been a lot of work on various directions
towards protecting personal information. For example, encryption technology pre-
vents the unauthorized parties or users form accessing sensitive information by con-
verting the original data into encrypted ones [Kessler, 2010]. As another example,
fairness-aware machine learning models intend to provide decisions independent
of some given variables, especially those considered sensitive [Robert et al., 2020;
Holstein et al., 2018]. As a result, sensitive personal attributes of the users are not
incorporated in or inferred from these decision systems.

Our work focuses on the problem of privacy leakage in conversational texts, and
proposes to alleviate it by detecting and rewriting the sensitive utterances. To pave
the way towards our task, we first review the machine learning methods developed
for privacy protection in Section 2.1. Some of these ideas will be served as guidelines
for our design of privacy-aware text rewriting in Chapter 4. Then, we introduce
the related research on personal information detection in Section 2.2, which is the
background of Chapter 3. Finally, we review the recent progress of controllable text
generation in Section 2.3 related to our privacy-aware rewriting research in Chapter 4
and Chapter 5.

2.1 Privacy Protection in Machine Learning

There are several techniques for privacy protection in machine learning, motivated
by different settings. In this section, we will give a brief introduction of these works
and connect them with our work.

7
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2.1.1 Differential Privacy

Using data of users to train machine learning models is a common practice in many
IT companies. However, these models may release private information about some
users involved in the training dataset [Shokri et al., 2017]. Then, the challenge is how
to guarantee the user information in training dataset is not likely to be inferred by querying
a machine learning model?

Differential Privacy is a property that guarantees the effect on the model outputs
is minor, as quantified by a parameter ε, given an arbitrary single element removed
or added in a dataset. With such constraint, the query results cannot be used to
infer the attributes about any single individual in the dataset, and therefore privacy
is preserved.

ε-Differential Privacy provides an essential mathematical formulation for the prop-
erty. Given a randomized algorithm, represented as a function f (·), if for all databases
D1 and D2 differ on a single element, and all subsets S ⊆ Im( f )

Pr[ f (D1) ∈ S] ≤ exp(ε) · Pr[ f (D2) ∈ S]. (2.1)

Then, the l1 sensitivity ∆ f of function f is determined over all pairs of neighboring
D1 and D2 as:

∆ f = max
D1,D2

‖D1−D2‖1≤1

‖ f (D1)− f (D2)‖1 (2.2)

which captures the upper bound of the output changes given the modification of a
dataset is less or equal to one.

Group Differential Privacy extends Differential privacy to k groups by replacing
bounding parameter ε with k · ε for the cases that several elements are sequentially
modified, e.g., for D1 and D2 differing on k items,

Pr[ f (D1) ∈ S] ≤ exp(k · ε) · Pr[ f (D2) ∈ S]. (2.3)

Generalized Differential Privacy for text. In NLP applications, the difference be-
tween two datasets could be estimated by a generalized distance dist(D1, D2) [Fer-
nandes et al., 2019], e.g., Earth Mover Distance on word embedding [Kusner et al.,
2015a],

Pr[ f (D1) ∈ S] ≤ exp(ε · dist(D1, D2)) · Pr[ f (D2) ∈ S] (2.4)

Differential privacy was proved effective in distinguishing writing style whilst pre-
serving enough rest information and variation for accurate content classification [Fer-
nandes et al., 2019].

Differential privacy is a strong constraint which applies on the whole database.
Applying classical differential privacy to language models, with regard to token pre-
diction, may lead to poor model performance [Shi et al., 2021]. In our work, we refer
to the idea from differential privacy and integrate fairness objectives while training
language generation models.
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2.1.2 Algorithmic Fairness

Fairness is a long-standing topic in philosophy, psychology, and recently in machine
learning research. In machine learning, an algorithm is fair, or have incorporated
fairness, if the results of the models are independent of given variables. This prop-
erty is used to make sure that the decision do not reflect discrimination towards
particular groups of people [Mehrabi et al., 2021]. An example of an AI system with
biased decisions is that African-American offenders are usually falsely predicted to
be at a higher risk of committing a crime than Caucasian offenders.1 We consider a
language generation system is aware of privacy attributes, e.g., gender and race, if
the output utterances could not be discriminated to a certain group. The sensitive
attributes of generated sentences could be protected by incorporating algorithmic
fairness on those attributes. We introduce several definitions of fairness, which in-
spire our model design for privacy-aware text generation in Chapter 4.

• Equal Opportunity. “A binary predictor Ŷ satisfies equal opportunity with
respect to A and Y if P(Ŷ = 1|A = 0, Y = 1) = P(Ŷ = 1|A = 1, Y = 1)” [Hardt
et al., 2016]. This indicates that a person in a positive class should be of the same
probability to be assigned positive outcome for both protected and unprotected
groups, e.g., gender and race. An algorithm is considered to be fair under equal
opportunity if its true positive rate (TPR) is the same between different groups.

• Equalized Odds. “A predictor Ŷ satisfies equalized odds with respect to pro-
tected attribute A and outcome Y, if Ŷ and A are independent conditional on
Y. P(Ŷ = 1|A = 0, Y = y) = P(Ŷ = 1|A = 1, Y = y), y ∈ {0, 1}” [Hardt et al.,
2016]. This indicates that a person in both positive class and negative class
should be of the positive output for both protected and unprotected groups.
Equalized odds is similar to equal opportunity, but it considers false positive
rate (FPR), in addition to TPR.

• Demographic Parity, also known as statistical parity. “A predictor Ŷ satisfies
demographic parity if P(Ŷ|A = 0) = P(Ŷ|A = 1)” [Kusner et al., 2017; Dwork
et al., 2012]. The person in each protected group has the same probability of
being classified with the positive outcome.

Among these aforementioned methods, demographic parity does not depend on
the confusion matrix, making it generalizable to privacy-aware language generation
tasks. We will use fairness as additional constraints for obfuscating rewriting models,
as discussed in Chapter 4.

2.1.3 Adversarial Training for Deep Neural Network

Recently developed deep learning models have achieved state-of-the-art performance
in many tasks [Devlin et al., 2019a; Liu et al., 2021]. However, the prediction process

1https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-do
esnt-like-black-people

https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-people
https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-beauty-contest-doesnt-like-black-people
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of these back-box models are complicated, therefore it is challenging to integrate
rigorous fairness property to these models. Adversarial learning [Zhang et al., 2018a;
Li et al., 2018b] exhibits a way toward more fair representations by mitigate the bias
of the groups with sensitive attributes. The models are generally trying to maximize
the accuracy of the predictor on Y, and simultaneously minimize the performance of
adversary to predict the protected sensitive attributes. As demonstrated in Figure 2.1,

Figure 2.1: The architecture of the adversarial network, by [Zhang et al., 2018a].

the adversarial framework consists of two parts, namely predictor and adversary. The
predictor is trained to predict the Y, given X, by minimizing Lp(ŷ, y). On the other
hand, the output layer ŷ is passed to another adversary network, which attempts to
predict the sensitive attribute Z. To achieve Demographic Parity, as an example,
the predictor aims at preventing the adversary from learning Z. Given the various
fairness definitions to be achieved, the adversaries may vary with different inputs
and losses.

2.2 Personal Information Detection

In the last section, we introduced machine learning methods for eliminating the in-
fluence of specific attributes. In this section, we will connect our privacy leakage de-
tection task to some relevant tasks. Authorship anonymization, in Section 2.2.1, tries
to guarantee the individuals are unidentifiable based on their disclosed information,
although the information itself could still be sensitive. Text anonymization, in Sec-
tion 2.2.2, identifies and tags the sensitive concepts in pre-defined categories. The
anonymization process harms the utility of the original sentence, while our privacy-
aware rewriting attempts to trade off between privacy protection and utility of the
output sentences. Our main approach to detect privacy leakage is based on i) nat-
ural language inference models trained on weakly supervised alignment data, in
Section 2.2.3, and ii) regression models for scoring the sensitivity of the texts, in
Section 2.2.4.

2.2.1 Authorship Anonymization

The target of authorship anonymization is to eliminate the trials of individual users
from others, while their (sensitive) personal information is still collected and utilized



§2.2 Personal Information Detection 11

by service providers. The anonymization process could be formulated by data trans-
formation or text rewriting to new ones with differential privacy (DP) property, as
DP guarantees the personal trials and attributes could not be inferred back from the
decision models. SynTf [Weggenmann and Kerschbaum, 2018] represents a series
of research that protects the privacy of textual data, focusing on the numeric vector
representation. The original feature vectors of a given document are replaced with
or transformed to vectors that are differential private but with high utility on origi-
nal target tasks. Embedding Reward Auto-Encoder (ER-AE) [Bo et al., 2021] further
extends the problem to natural language and incorporates the differential privacy to
text generation model through reinforcement learning by the rewards for i) removing
personal traits and ii) semantic coherence and grammatical fluency.

Authorship anonymization considers the privacy is preserved if the user is not
identifiable from a large group of users. The DP approaches are mostly mending the
stylistic of the author but not the content, i.e., semantic of the original text. Because
DP is only guaranteed on the post-processed outputs of an analyzing system, your
sensitive personal information in the original (input) texts is still under potential
privacy risk, when those texts are disclosed to or misused by a third party. Our work
focuses on detecting and eliminating the detailed sensitive personal information of
the users, instead of eliminating their identifiability.

2.2.2 Text Anonymization

Data anonymization provides a more strict privacy protection paradigm, as it iden-
tifies and anonymizes the pre-defined sensitive information within given data sam-
ples [Medlock, 2006]. Our work refers to the data in form of text. The text anonymiza-
tion basically conducts the following two steps:
Identification process detects the sensitive phrases, spans of tokens that refer to sen-
sitive concepts, in the documents. For example, ‘Joe Bloggs’ and ‘Somerton Bank’
disclose the name and job of the person mentioned in the example. [Microsoft, 2021]
summarizes some sensitive concepts as private, such as card numbers, names, loca-
tions, financial data and etc.
Anonymization process neutralizes the sensitive reference by removal, categoriza-
tion and pseudonymization, as suggested by [Medlock, 2006]. They are replacing
the sensitive reference with a placeholder ‘<REF>’, a categorical label, or a vari-
ant expression of the same type, respectively. Table 2.1 gives examples for these
anonymization methods.

removal: Joe Bloggs works at Somerton Bank −→ <REF> works at <REF>
categorisation: Joe Bloggs works at Somerton Bank −→ <PER> works at <ORG>
pseudonymisation: Joe Bloggs works at Somerton Bank −→ Phil Day works at Higgins Bank

Table 2.1: Examples of text anonymization processes, by [Medlock, 2006]

Due to the fact that text anonymization focus on sensitive phrases, it provides
protection on fine-grained granularity in text. Presidio [Microsoft, 2021] is a repre-
sentative text anonymization application which is used in businesses. However, the
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main anonymization approach has two limitations. The first one is that it does not
consider personal aspect of the users and social aspect of the texts. In particular,
the sensitivity of the same text varies from different senders/receivers of the text
and target of the conversation. For example, mentioning ‘Bill Gates’ is probably not
considered sensitive in my conversations, as I do not know him personally, while it
could be sensitive in the dialogues of Mr Gates’ close relatives. Our detection module
could fix this issue by defining personalized sensitive information for each user. The
second limitation is that replacing the sensitive references could weaken the semantic
relevance and grammatical fluency of the sentences. Our rewriting module explores
the rewrites that trade off among multiple constraints.

2.2.3 Weakly Supervised Data Alignment

In our work, we assume that we have the access to some of the sensitive information
by interlocutors. Identifying the leakage of personal information could be formulated
as linking the utterances that infer corresponding personal information. The existing
dataset [Zhang et al., 2018b] collected personal information descriptions and utter-
ances from the same speaker. However, there is not utterance-level inference labels
for supervised training. Weakly supervised data alignment [Hessel et al., 2019a] is
used to discover the implicit alignments between two sets of utterances. In previous
work, the alignment methods were explored for concept-word alignment [Lee et al.,
2018] and image-sentence alignment in multi-modal documents [Hessel et al., 2019a].
Given two sets of data X and Y for alignment, M = {mij} is the similarity matrix
between all paired elements in X and Y, where mij = sim(xi, yj). As better alignment
indicates higher set similarity, the alignment problem is formulated as optimizing
the weighted average of the similarity score

sim(X, Y) = ∑
i,j

wij ·mij. (2.5)

The different heuristics of the alignment algorithms are reflected by various con-
straints for optimising sim(X, Y). Linear Sum Assignment Problem [Hessel et al.,
2019a] assumes 0-1 hard alignment and sum of each row and column of the weight
matrix W is less or equal than one,

∀i, ∑
j

wij ≤ 1; ∀j, ∑
i

wij ≤ 1; ∀i, j, wi,j,k ∈ {0, 1}. (2.6)

Optimal Transport [Kusner et al., 2015a] optimises soft alignment and sum of each
row and column of the weight matrix W is less or equal than one,

∀i, ∑
j

wij ≤ 1; ∀j, ∑
i

wij ≤ 1; ∀i, j, wi,j,k ∈ [0, 1]. (2.7)

We observe that there is no guarantee of the number of the aligned elements in our
personal information inference task. In Section 3.4.2, new alignment methods are
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proposed based on our observation.

2.2.4 Text Classification and Regression

The measurement of sensitivity of the information included in a text is one of the
essential parts to decide whether the text requires protection. It could be defined as
binary classification problem, whether a given text is sensitive or not sensitive [Be-
rardi et al., 2015]. Regression model could also be utilized to evaluate the sensitivity
score of the text [Xu et al., 2021]. In this section, we give an overview of deep learning
methods for text classification and regression.
Framework. Both text classification and regression models share similar framework
with each other, as demonstrated in Figure 2.2. Given an input text x, the feature
extraction model f (·) transform it into intermediate feature representation h = f (x).
We reuse the pre-trained large-scale language models as backbone feature extrac-
tor, as they have been demonstrated to achieve outstanding performance in many
downstream NLP tasks [Qiu et al., 2020]. Then, an output layer g(·) transform the
representation to the predicted output y of the task, e.g., classification or regression.
The model is trained by minimizing the loss L between model prediction y and
ground truth label y′.

Figure 2.2: The framework of text classification or regression.

Classification and Regression. The main different adaptations to classification and
regression are the output layers and loss functions. For regression problems, the
output layer generally conduct a linear transformation W on h, i.e., y = W · h + b,
where b is a bias parameter. Mean Squared Error (MSE) serves as loss function for
optimization, when training on corpus D = {xi, y′i}N

i=1 and N is the total number of
training samples.

L(D) = 1
N

N

∑
i=1

(yi − y′i)
2 (2.8)

For classification problem, the output layer normalize the outputs to probability dis-
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tribution using an additional softmax module, i.e., y = softmax(W · h + b). Cross
Entropy is used as loss function for optimizing the classifier.

L(D) = 1
N

N

∑
i=1

C

∑
c=1

1{y′i = c} log yi,c, (2.9)

where C is the total number of categories.

2.3 Privacy-Aware Text Generation

The second task to solve in this thesis is privacy-aware text rewriting. Privacy leakage
in text can be mitigated by rewriting sensitive expressions into less or non-sensitive
ones. The rewriting problems are often formulated as controllable natural language
generation, which yields text according input control signals. We consider the per-
sonal information as control signals that guide the rewriting. A brief introduction
of language generation model will be given in Section 2.3.1. Then, in Section 2.3.2,
we describe the generation models that incorporate control signals, such as style at-
tributes. Our rewriting model starts from this series of research and tackles more
challenge settings, such as i) open-domain description of personal information and
ii) multiple rewriting strategies.

2.3.1 Language Generation

Language generation task is to generate natural language output (text), based on
the inputs, e.g. structured data, key words, images. Our work has a focus on natural
language generation with text as inputs, which is similar to the settings of paraphras-
ing and translation [Bannard and Callison-Burch, 2005]. Given the input text X, the
generation model predict the output word sequence Y with probability P(Y|X).

P(Y|X) =
T

∏
t=1

P(yt|X, y<t) (2.10)

where Y is a sequence of T words 〈y1, · · · , yT〉. The prediction of the tth word is
based on both input X, and previously generated t− 1 words.

P(yt|X, y<t) = P(yt|X, y1, y2, ·, yt−1) (2.11)

The mainstream generation models are designed as encoder-decoder architecture,
as demonstrated in Firuge 2.3. The encoder transform the discrete input text, e.g.,
‘How are you?’, into an intermediate feature representations as a continuous vectors.
Then, the decoder generate the output words sequentially, given the intermediate
representations.

Model Architectures. Deep learning model for language generation could be sum-
marised into two stages. In the first stage, recurrent neural network (RNN) are used
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Figure 2.3: Encoder-decoder architecture for Language Generation. The encoder
encodes the input sentence into an intermediate representation. Then, the decoder
generates the output sentence based on the representation.

to capture the contextual information of words with short-term memory, such as
GRU [Chung et al., 2014] and LSTM [Hochreiter and Schmidhuber, 1997]. In practice,
bi-directional GRUs and LSTMs are used to incorporate information from both left
and right sides of a word [Chiu and Nichols, 2016]. More recently, fully-connected
self-attention models (i.e. Transformer) are proposed to capture global context of
the words in a document [Vaswani et al., 2017]. Our rewriting models in Chapter 4
utilize the Transformer as backbone architecture for back-translation.

Pre-trained Generative Models. Deep learning based generation models normally
have a huge number of parameters, while the training corpora for downstream tasks,
e.g. our privacy-aware text rewriting, are relatively small. Pre-trained language mod-
els for generation is proved effective for many language generation tasks, such as ma-
chine translation, text summarization, and dialogue generation [Brown et al., 2020;
Lewis et al., 2020]. These models are trained on a large-scale corpus and fine-tuned
on downstream tasks. The ideas of pre-training methods for three representative
models are illustrated in Figure 2.4. BERT [Devlin et al., 2019a] is pre-trained by
predicting the masked tokens given their context. GPT [Radford et al., 2018] predicts
tokens auto-regressively, namely predict the t-th token given previous t− 1 tokens.
BART [Lewis et al., 2020] takes the advantages of both BERT and GPT, by utilizing
bidirectional encoder and autoregressive decoder. Our rewriting models in Chapter 5
are fine-tuned based on BART model.

2.3.2 Controllable Text Generation

Incorporating specific attributes in the generated text, mostly defined as style trans-
fer, recently attracts attention in NLG research. Different attributes, formality [Rao
and Tetreault, 2018], politeness, authorship, simplicity [Xu et al., 2016a], sentiment
[Fu et al., 2018] and etc, leads to various sub-tasks of controllable text generation.
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(a) BERT [Devlin et al., 2019a] replace
random tokens with masks and encodes
the document bidirectionally. The predic-
tion of missing tokens depends on the full
context, therefore, using BERT for gener-
ation is not straightforward.

(b) GPT [Radford et al., 2018] predict to-
kens auto-regressively, which could be
used for generation. However, it can-
not learn bidirectional interactions, as all
words can only condition on left context.

(c) BART [Lewis et al., 2020] takes the advantages of both BERT and GPT, as (1)
bidirectional encoder incorporates both left and right context and (2) autoregressive
decoder is adaptive for generation tasks.

Figure 2.4: A comparison of BART, with BERT and GPT, by [Lewis et al., 2020].

In general, the methodologies to solve the problem could be categorised based on
whether the dataset possessed parallel text with different styles or several non-
parallel corpora.

2.3.2.1 Methods on Parallel Data

Most style transfer model adopt encoder-decoder architecture for generation, but
with additional style attribute S as input of the model P(Y|X, S). Given the paral-
lel corpus, style transfer model can be optimised via supervised training [Xu et al.,
2012; Mathews et al., 2016; Rao and Tetreault, 2018]. The collection of parallel corpus
for each sub-task is challenge, meaning that their scale should normally be smaller
than those corpora for other generation tasks, such as machine translation [Koehn
et al., 2005; Tiedemann, 2012] and text summarisation [Rush et al., 2015; Nallapati
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et al., 2016]. [Niu et al., 2018] proposed to jointly learn style transfer model and ma-
chine translation model. The experiments showed that the auxiliary task significantly
improved the performance of style transfer model.

2.3.2.2 Methods on Non-Parallel Data

It is difficult to obtain the parallel data for rewriting with a specific constraint. For
example, rewriting a text into a paraphrase with the style of Mark Twain’s novels is
excessive for crowd-source workers. On the other hand, collecting documents with
specific attributes is traceable, e.g., a collection of Mark Twain’s novels. Hence, the
majority of related work investigates the approaches based on non-parallel corpora.
Two representative series of work are disentanglement and prototype editing.

Disentanglement usually includes three steps, i.e., encode, manipulate and decode [Li
et al., 2018b; Prabhumoye et al., 2018a]:

1. Encode original text x into a latent representation z;

2. Manipulate z to remove the source attribute to z′;

3. Decode z to text x′ with target attribute a′.

One example is removing the personal attributes in text by encoding the text into
continuous high-dimensional vector space, z ∈ Rk, and the attributes are extracted
and removed using adversarial methods [Li et al., 2018b; Elazar and Goldberg, 2018].
[Prabhumoye et al., 2018a] utilizes pivot language as latent representation, and trans-
late x into pivot language, e.g., English to French. Then, the attributes are transferred
during back-translation from French to English.

Prototype editing follows a pipeline, i.e., delete, retrieve and generate [Li et al., 2018a;
Sudhakar et al., 2019; Madaan et al.], for attribute manipulation:

1. Detect and delete {wa}, a set of the words that reflect the attributes in input
sentences x, remaining content-only words in sentence x̂ = x− {wa};

2. Retrieve candidate text expressions c′ carrying the desired attribute a′;

3. Generate fluent sentences with new attribute based on x̂ and c′.

In this thesis, disentanglement and prototype editing are explored and utilized in
Section 4 and Section 5, respectively. The related work introduced in this sub-section
is mostly steering the attribute of a text to another target attribute, while our work
goes beyond steering. Our work in Section 4 proposes to protect the sensitive attribute
by obscuring texts to neutral expressions. Our work in Section 5 explores three
strategies for rewriting.
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2.3.2.3 Methods on Low-Resource Data

In our open-domain privacy-aware text rewriting task, in Section 5, the personal
information is very sparse and collecting the rewriting samples is expensive and
time-consuming. Under low-resource setting, it is almost infeasible to train end-to-
end models from scratch. The controllable generation system could be decomposed
into two distinct components [Dathathri et al., 2019], such as

P(Y|X, S) =
P(Y|X)P(S|Y, X)

P(S|X)
(2.12)

∝ P(Y|X)P(S|Y, X) (2.13)

= P(Y|X)P(S|Y) (2.14)

where X is the original text, Y is the generated text with style transfer, and S is the
variable for style.

• Language model P(Y|X) controls the linguistic quality of the generated content,
such as grammatical fluency and semantic relevance.

• Attribute controller P(S|Y) determines the contents relevant to the target at-
tribute, e.g., a scorer for selecting simpler words in text simplification task.

The main advantage of decomposing the generator is that both sub-modules could
be acquired or trained separately. The language model module benefits from fine-
tuning large-scale pre-trained language models, as described in Section 2.3.1. The
attribute controller module could be trained as a classifier in a specific domain. The
classifiers could be plugged in as a sampler [Su et al., 2018] or jointly optimized
distribution [Dathathri et al., 2019]. This work inspires our approach to integrate
knowledge constraints into decoder in Section 5.3.2.

2.4 Summary

The privacy protection task for text is related to a wide range of research topics.
Firstly, in Section 2.1, we discussed several machine learning methods that inspires
privacy protection, including differential privacy, algorithmic fairness and adversar-
ial training. Then, in Section 2.2, we introduced related work for detecting privacy
leakage in text. Finally, in Section 2.3.2, we reviewed methodologies related to text
rewriting with control signals.



Chapter 3

Privacy Leakage Detection in
Conversations

In Chapter 1, we introduced the private information leakage problem in conversa-
tions. In order to prevent the disclosure of this information, we propose to detect
and report the utterances with potential risk of disclosing sensitive personal infor-
mation. In this chapter, we describe our work on detecting privacy leakage in conver-
sations. We first introduce the usage scenario the privacy leakage detection system
in Section 3.1. Then, we formulate the detection problem as an alignment problem
between utterance and personal information in Section 3.2. In Section 3.4, we sug-
gest to train the inference model using weakly supervised alignment framework, and
two new methods are proposed for better alignment performance. We collect a new
dataset to test the performance of alignment models in Section 3.3. In our privacy
leakage analysis, in Section 3.5, we test our detection model on both human-human
and human-bot dialogues. The results show that more advanced dialogue models
generally tend to leak more personal information and our best model manages to
detect most of them. Finally, we demonstrate our privacy monitoring system which
integrates to a real-world social media conversation platform in Section 3.7.

3.1 Introduction

Personal information can be dispersed through various types of media. In this work,
we focus on natural language utterances in conversations articulated by digital per-
sonal assistants (PAs) or humans. The ways of controlling such textual information
vary significantly w.r.t. platforms, PAs, user preferences, and social circles. Since
there is no universally applicable control strategy, we take the first step towards
privacy protection by designing a Personal Information Leakage Detection module
(PILD) that warns users or alerts PAs whenever an utterance is associated with per-
sonal information, as illustrated in Figure 3.1. The warning module gives authorized
users the capability to control information leakage from the start. Then, it is up to
users and the design of PAs to decide how they deal with utterances leaking per-
sonal information. PAs will communicate with other interlocutors using secure or
approved utterances.

19
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Figure 3.1: Given utterances (U) and personal information descriptions (P) from a
conversational assistant (a), PILD module (b) detects risky utterances with corre-
sponding personal information and sends a warning (red arrow) to an authorized
user (c). The authorized user manually approve or reject the utterances. Then, only
the approved utterances (green arrow) are sent to interlocutors (d) who could be
authorized or malicious.

We formulate detection of utterances causing personal information leakage as a
text alignment problem, which aims to link information leaking utterances to the cor-
responding textual descriptions of personal information. We consider personal infor-
mation provided in text, because i) user profiles on popular social network platforms
include a significant proportion of textual descriptions, and ii) it is natural for users
to share their information with PAs in natural language. Figure 3.2 demonstrates
an example of aligning utterances in a dialogue with a set of personal information
descriptions. Those red lines depict the ground-truth alignments between utterances
and personal information descriptions. The true alignments are sparse as not all ut-
terances leak personal information, e.g., U1, U3 and U6. Meanwhile, an utterance
may be associated with more than one descriptions of personal information, e.g., U2
and U4, and vice versa.

In the absence of direct supervision signals, we explore low annotation-cost solu-
tions to this text alignment problem by considering a weakly supervised setting. In
this setting, we only know who speaks what and what are the PI descriptions of each
interlocutor during training, without knowing true alignments. The additional chal-
lenges are imposed by the complex relationships between utterances and descriptions
of PI, which could be sparse alignment, and one-to-one, one-to-many, many-to-one,
or many-to-many mapping.

The main contributions of the work in this chapter are the following:
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Figure 3.2: The alignment (b) of an utterance set (a) and a personal information
description set (c) by a user. The matched sentence-level utterance-PI pairs are high-
lighted using red lines.

• We propose to protect privacy in conversation using PILD. Due to the lack
of datasets for the new task, we construct a testing dataset PERSONA-LEAKAGE
by extending the test set of the personalised dialogue corpus PERSONA [Zhang
et al., 2018b] with alignment annotations through crowdsourcing.

• Under weakly supervised setting, we propose two novel alignment models
Sharp-Max and Sparse-Max, which leverage coarse grained alignment signals
to deliver sparse solutions. Our experiments on PERSONA-LEAKAGE show that
our models achieve superior performance than competitive baselines.

• We empirically evaluated four representative dialogue models as persona as-
sistants on PERSONA-LEAKAGE by letting them act as one of the interlocutors in
a dialogue. We found that more advanced dialogue models are prone to leak
higher proportion of personal information of the interlocutors they represent.
Our PILD module works well on recently proposed dialogue agents.

• We design a privacy-leakage monitoring system that intervenes in risky re-
sponses and reports them to authorized users. To show the plausibility of our
design, we develop and integrate the system to a real-world social media con-
versation platform.
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3.2 Problem Statement

A dialogue between two interlocutors A and B is composed of two sets of utter-
ances UA and UB. The corresponding persona profiles PA and PB are two sets of
PI descriptions. A personalized dialogue dataset D = {〈Ui, Pi〉|i = 1, 2, · · · , N}
consists of 〈Ui, Pi〉 associated with the same interlocutor i in a conversation, where
Ui = {ui,j|j = 1, 2, · · · , ni} and Pi = {pi,k|k = 1, 2, · · · , mi}. In the weakly supervised
setting, a 〈Ui, Pi〉 from the ‘same interlocutor’ provides a set-level training signal for
learning an alignment between the utterance set and the PI description set. An align-
ment is a set of links between an utterances set and an description set. This can also
be viewed as identifying the edges of a bipartite graph between the two sets of ver-
tices Ui and Pi. In the absence of alignment annotation during training, we relax the
problem by learning alignment strength between ui,j and pi,k as an association score
ai,j,k, which constitute an association matrix Ai ∈ Rni×mi for each 〈Ui, Pi〉. Then, it is
up to the system design of a PA or the preference of an interlocutor to decide if an
association score indicates that pi,k is leaked through ui,j. For example, one can check
if ai,j,k is above a pre-specified threshold.

3.3 PERSONA-LEAKAGE Dataset

In order to evaluate models under the weakly supervised setting, we constructed a
dataset PERSONA-LEAKAGE as the test set by annotating the test set of the personal-
ized dialogue corpus PERSONA [Zhang et al., 2018b]. In that corpus, each dialogue
is conversed between two human interlocutors, where each interlocutor is charac-
terized by three to five descriptions of PI. A description of PI describes one aspect
of that person, e.g., ‘I am a handyman’. For each dialogue, we collected link can-
didates by pairing each utterance of a interlocutor to each description of his PI. As
a result, we constructed a set of link candidates for each interlocutor in a dialogue.
For each link candidate, we asked three annotators to judge if the utterance indicates
the corresponding PI description. A candidate was considered as aligned if at least
two annotators agreed on that decision. In total, we annotated alignments for 968
dialogues, in which there are 6,894 aligned utterance-PI pairs out of 67,601 candidate
pairs.

Moreover, in order to understand the user perception on sensitivity of PI, we col-
lected a set of all possible PI descriptions in test and dev set of PERSONA, and asked
five annotators to judge if the descriptions were sensitive or not. A PI description
is considered as sensitive if annotators would suggest not to share it with strangers,
given that it describes their friends. We collected 306 descriptions (31.48% among all
972 descriptions) with more than 2 sensitive annotations.1 For sensitivity score pre-
diction in Section 3.6, we use the ratio of sensitive annotations for each description.

1Appendix A.1 describes more details about data collection.
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3.4 Personal Information Leakage Detection

Recent advances in pre-trained language models, such as BERT [Devlin et al., 2019a],
demonstrate their strengths of encoding semantic information into the produced text
representations. Thus we apply a pre-trained language model f (·) (BERT in this
work) to convert each utterance and each PI description into its representation vec-
tors. As a widely accepted practice, we take the representation of the [CLS] token to
represent an input text. Then, we apply a projection matrix M to map those vectors
into a semantic space shared by utterances and PI descriptions,

r(u)i,j = M · f (ui,j)

r(p)
i,k = M · f (pi,k) (3.1)

The association score between an utterance ui,j and a PI description pi,k is calculated
by the cosine similarity between their representations, where 〈·, ·〉 denotes the inner
product of two vectors,

ai,j,k =
〈r(u)i,j , r(p)

i,k 〉

‖r(u)i,j ‖‖r
(p)
i,k ‖

(3.2)

As we freeze the parameters of BERT in both training and testing, the only tunable
parameters of this model is the matrix M.

3.4.1 Alignment Framework

Learning an association matrix between an utterance set and a PI description set in
the weakly supervised setting imposes two challenges. First, there is no ground-truth
label to guide the alignment training. Second, an utterance may indicate zero, one, or
multiple PI descriptions, while a PI description may also be associated with varying
number of utterances.

Loss. To address the first challenge, we observe that i) a linked utterance-PI pair
has high semantic relatedness; ii) the utterances in a dialogue are much more likely
to correlate with the PI of its interlocutors than that of other interlocutors. The latter
observation provides set-level alignment signals for contrastive learning. In light
of this, we maximize the set-level aggregated associated scores for utterance-PI pairs
from the same interlocutors 〈Ui, Pi〉, while minimizing those scores for the pairs from
different interlocutors 〈Ui, P̂〉 and 〈Û, Pi〉.

Alignment model. The second challenge imposes sparsity over the links in align-
ments. As it is difficult to enforce representation based cosine similarity values to
approach zero, we introduce an alignment weight wi,j,k for each utterance-PI pair
during training. The weight matrix Wi = {wi,j,k}ni×mi puts a focus on the more re-
liable utterance-PI pairs and reduces the influence from irrelevant links. Then, the
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similarity between Ui and Pi is the weighted sum of all elements in Ai.

sim(Ui, Pi) = Wi �Ai = ∑
j

∑
k

wi,j,kai,j,k (3.3)

where � denotes hadamard product. High weights in Wi will enhance the corre-
sponding association scores during training, while low weights or zeros in Wi dis-
courage participation of those corresponding scores.

By putting two ideas together, the loss for the ith training sample is defined as:

L(Ui, Pi) =max{0, α− sim(Ui, Pi) + sim(Ui, P̂)}+
max{0, α− sim(Ui, Pi) + sim(Û, Pi)}

(3.4)

where Û and P̂ are randomly sampled from D, α is a hyper-parameter controlling
the margin of the loss. Then the loss on training set is the sum of all example losses
L(D) = ∑N

i=1 L(Ui, Pi).

3.4.2 Sparse Alignment Models

The two models Sharp-Max and Sparse-Max differ in the regularizers used in
sim(Ui, Pi) for learning sparse weight matrices Wi. The matrices Wi are expected
to assign zeros or low weights to irrelevant pairs, while assigning high weights to
the aligned pairs. They are formulated as a constrained optimization problem of the
following form,

sim(Ui, Pi) = max
Wi
{Wi �Ai + γH(Wi)}

s.t. ∑
j

∑
k

wi,j,k = 1, ∀j, k; wi,j,k ∈ [0, 1]
(3.5)

where H(·) is a regularization term that determines the sparsity of Wi, and γ ∈ R+

adjusts the degree of regularization. If γ → 0, the solution of the above problem
is to assign the weight 1 to the maximal value in Ai. As we expect more than one
links in an alignment, the regularizer should encourage more non-zero entries in
Wi. If γ → +∞, the solution is weights with equal values, which aggregates Ai by
averaging all association scores.

Sharp-Max utilizes entropy as the regularizer because uniform distribution achieves
the maximum of entropy. In another words, this term encourages similar entries in
Wi.
Proposition 1. Let γ ∈ R+

H(Wi) = −∑
j,k

wi,j,k log wi,j,k

in Eq. (3.5), the solution of Wi is the following softmax function with temperature γ,

wi,j,k =
exp(ai,j,k/γ)

∑j ∑k exp(ai,j,k/γ)
(3.6)
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Proof Idea: The solution is derived by solving the Lagrangian of Eq. (3.5):

L(Wi, λ) =∑
j

∑
k

wi,j,kai,j,k

− γ ∑
j

∑
k

wi,j,k log wi,j,k

+ λ(1−∑
j

∑
k

wi,j,k)

(3.7)

Note that, when the temperature with γ < 1 is sufficiently small, the optimal Wi
enlarges the differences of the values in Ai (Sharp-Max). If γ = 1, we got the
conventional softmax, which is also referred to as Soft-Max in our experiments.

Sparse-Max considers the squared loss on Wi as the regularizer, as it controls the
sparsity of the matrix by encouraging equal contributions.
Proposition 2. Let γ = 1,

H(Wi) = −
1
2 ∑

j,k
w2

i,j,k

in Eq. (3.5), the solution of Wi is the sparsemax of Ai (Sparse-Max) [Martins and
Astudillo, 2016].

wi,j,k = [ai,j,k − τ(Ai)]+ (3.8)

where τ(·) is a dynamic threshold function and [t]+ = max{0, t}.

3.4.3 Experiments on Alignment Models

In this section, we explain our experiments for training decent alignment models.
Our experiments basically show that our new alignment methods outperform infor-
mation retrieval baselines and competitive alignment baselines.

3.4.3.1 Baselines

We apply the scoring function of two widely used information retrieval (IR) meth-
ods TF-IDF and BM25 [Manning et al., 2008; Robertson and Zaragoza, 2009], and
the most recent BERT-based IR [Dai and Callan, 2019] to measure the association
between a PI description and an utterance.

We also consider the following competitive alignment models proposed in recent
works.

• MEAN averages the contribution of association matrix, namely uniform weights
(1/(ni ·mi)). We consider MEAN as the solution of a special case of our opti-
mization problem with γ→ +∞.

• Avg-Max [Lee et al., 2018] uses the average of the maximum similarity scores
for all PI descriptions (Avg-Max-P) or utterances (Avg-Max-U).
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• LSAP (Linear sum assignment problem) [Hessel et al., 2019a] optimizes hard
alignments, where each row and column has less or equal than one link, i.e.,
∀j, ∑k wi,j,k ≤ 1; ∀k, ∑j wi,j,k ≤ 1; ∀j, k, wi,j,k ∈ {0, 1}.

• OPT (Optimal Transport) [Kusner et al., 2015a] optimizes soft alignments, where
weights are in [0, 1] and sums of the weights on each column and row are less
or equal to one, i.e., ∀j, ∑k wi,j,k ≤ 1; ∀k, ∑j wi,j,k ≤ 1; ∀j, k, wi,j,k ∈ [0, 1].

The weights of all alignment models are normalized to the sum of one.

3.4.3.2 Model Setting

In order to have a fair comparison, all alignment models share the same deep learn-
ing architecture which is composed of i) a pre-trained text representation model
(BERT), ii) a learnable linear transformation layer, and iii) a weight computation
module without back-propagation. The dimensions of pre-trained and final text
representations are 768 and 256, respectively. We use Adam as optimizer for all ex-
periments that require training. According to our preliminary experiments, we set
learning rate to 0.01, batch size to 128 and train 200 epochs for all experiments.2

We consider the hyper-parameters α ∈ {0.0, 0.1, 0.2, 0.4, 0.8} for all models and γ ∈
{1/4, 1/5, 1/6, 1/7, 1/8} for Sharp-Max.

We evaluate the models by testing whether the alignment links between sets are
correctly retrieved from all candidates links, following [Hessel et al., 2019a]. Given
the ground-truth alignment between two sets, we evaluate the association matrix Ai,
by using precision at K (P@K)3, R-Precision (Rprec), normalized discounted cumula-
tive gain (NDCG) and mean average precision (MAP)4. In addition, we use Hellinger
Distance (H-Dist) [Oosterhoff and van Zwet, 2012] 1

N ∑i
1
2 ∑j,k(

√wi,j,k −
√gi,j,k)

2 to
quantify the matching rate of alignment weights Wi with ground-truth alignment
weights Gi = {gi,j,k}ni×mi , where gi,j,k is normalized over j, k to sum to one.

3.4.3.3 Experimental Results

We compare our alignment models, Sharp-Max and Sparse-Max, with IR baselines
and alignment baselines, in Table 3.1The proposed model consistently outperform
baseline methods, indicating the effectiveness of our methods. H-dist is strongly cor-
related to other metrics, because better alignments lead to better H-dist. IR models
significantly outperform random guess, showing that semantic information provided
in utterances and descriptions provides strong guidance on inference. Although the
naive MEAN does not enforce sparsity during training, it outperforms the unsu-
pervised IR models with a large margin, more than 10% for all scores, showing
that coarse grain signal is effective for learning semantic relevant for the PI leakage.

2We have explored learning rate in R = {0.1, 0.01, 0.001} and number of training epochs in E =
{25, 50, 100, 200, 400}.

3As the average and maximum number of alignment links are 3.56 and 9 in our corpus, we choose
K ∈ {1, 3, 5}.

4https://trec.nist.gov/trec_eval/

https://trec.nist.gov/trec_eval/
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Avg-Max, OPT and LSAP further outperform MEAN with a margin more than 2%
for most of the metrics, as they apply the sparsity constraints in order to focus on
aligned utterances and PI descriptions during training. Although these approaches
set up competitive baselines on our task, Sharp-Max and Sparse-Max achieve con-
sistent improvement on all evaluation metrics. As Sparse-Max cuts off the weights
of irrelevant pairs, it performs the best.

Model P@1 P@3 P@5 Rprec NDCG MAP H-Dist

RANDOM 0.1124 0.1050 0.1099 0.1107 0.4349 0.1919 N/A
TF-IDF 0.6716 0.5434 0.4294 0.5088 0.7548 0.5832 N/A
BM25 0.6824 0.5364 0.4207 0.4988 0.7535 0.5785 N/A
BERT 0.5923 0.4149 0.3257 0.3762 0.6789 0.4677 N/A

MEAN (α = 0.1) 0.7573 0.6361 0.5230 0.6178 0.8331 0.7097 0.6801
Avg-Max-P (α = 0.4) 0.7856 0.6748 0.5545 0.6566 0.8561 0.7486 0.3797
Avg-Max-U (α = 0.2) 0.7785 0.6647 0.5452 0.6467 0.8493 0.7369 0.4680
OPT (α = 0.2) 0.7725 0.6605 0.5448 0.6434 0.8470 0.7340 0.4822
LSAP (α = 0.4) 0.7780 0.6670 0.5495 0.6522 0.8529 0.7434 0.4084

Soft-Max (α = 0.1) 0.7676 0.6554 0.5341 0.6350 0.8421 0.7247 0.6042
Sharp-Max (α = 0.4, γ = 1/6) 0.7942 0.6763 0.5517 0.6618 0.8577 0.7499 0.3208
Sparse-Max (α = 0.4) 0.7970 0.6839 0.5597 0.6695 0.8612 0.7562 0.3032

Table 3.1: Experimental results of random guess (RANDOM), unsupervised IR mod-
els (TF-IDF, BM25, and BERT), baseline alignment models (MEAN, Avg-Max-U, Avg-
Max-P, OPT and LSAP), and our proposed models (Soft-Max, Sparse-Max and Sharp-
Max).

3.4.4 Analysis on Alignment Model

We visualize the association scores of each alignment model in Figure 3.3, in order
to qualitatively demonstrate the strengths of our models. LSAP attempts to assign a
fixed number of aligned pairs, i.e., min{ni, mi}, which will lead to unavoidable false
positive alignment for sparse cases (U8-P5, U5-P3 and U4-P4, in Figure 3.3a LSAP)
and false negative alignment for dense cases (U4-P1 and U4-P2, in Figure 3.3b LSAP).
Avg-Max-P and Avg-Max-U also hold the similar drawback as the number of aligned
pairs is exact the number of columns or rows, while does not depend on the cases. In
contrast, Sparse-Max and Sharp-Max manage to adapt the number of ‘aligned pairs’
(deep colored), therefore achieve alignments closer to the ground truth. For Sharp-
Max, we can adjust the sharpness of the weight matrix using sharpness parameter
γ. Using sharper model with lower γ manages to alleviate the influence of the pairs
with relatively low similarity scores. For Sparse-Max, more deterministic alignments
are achieved by cutting off pairs with low association scores. Although Sharp-Max

and Sparse-Max do not differ much in terms of empirical performance, they are
driven by different theories of regularization. The comparison between these two
solutions proposed by us helps draw a conclusion that the similarity function should
be designed to find a proper degree of sparsity, which does not depend much on a
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particular choice of regularizer.

(a) A case with sparse alignment.

(b) A case with dense alignment.

Figure 3.3: Comparison of weights assigned to candidates between utterances (U1-
U8) and personal information descriptions (P1-P5). (a) case 12 and (b) case 85 are
test cases with sparse and dense alignments, respectively. The alignment weights of
Ground Truth and LSAP are all normalized to the sum of one for each case.

3.5 Privacy Leakage Analysis in Chatbots

In order to understand the risk of privacy leakage in personalized chatbot, we col-
lect and analyze human-bot dialogues using SOTA personalized chatbots and their
competitors:

• P2 Bot [Liu et al., 2020] achieved SOTA performance on automatic metrics
by incorporating mutual persona perception. P2 Bot (w/ Persona) and P2

Bot (w/o Persona) are models with and without personal information as input
when generating responses.

• Lost-In-Conversation [Dinan et al., 2019] topped the human evaluations in
ConvAI2 by fine-tuning a pre-trained language model GPT.

• Seq2Seq-Attn [Zhang et al., 2018b] is an LSTM-based sequence-to-sequence
model incorporateing persona via an attention module.

• Language Model [Zhang et al., 2018b] is an LSTM-based language module for
dialogue.
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For each chatbot, we provided interlocutor A’s dialogue history as input and
the bots responded as interlocutor B. The personalized chatbots [Dinan et al., 2019;
Zhang et al., 2018b] utilized B’s personal information as auxiliary inputs for better
generative results. We performed 60 dialogues and collected 770 utterances for each
chatbot. The responses by those chatbots are analyzed in three dimensions.

• Personal Information Engagement (PIE) is the proportion of the utterances
leaking PI,

|Utterances have PI Leakage|/|All Utterances|

• Disclosed PI Sensitivity (DPS) is the ratio of sensitive PI descriptions to the
leaked ones,

|Sensitive Disclosed PI descriptions|
|Disclosed PI descriptions|

.

• Hits-at-K (Hits@K) is the percentile of the leaked PI that can be retrieved from
top K = 5/10 results using alignment models.

Perplexity (PPL) and uni-gram F1 are supplementary metrics that reflect the perfor-
mance of bots [Liu et al., 2020].

Model PIE DPS Hits@5/10 PPL ↓ F1 ↑

Language Model 02.13 06.45 29.03 / 32.26 51.61 13.59
Seq2Seq-Attn 04.39 06.54 18.64 / 22.03 39.54 15.52
P2 Bot (w/o Persona) 08.94 10.77 51.54 / 56.15 - 17.77
Lost-In-Conversation 14.68 09.39 79.34 / 82.63 - 16.83
P2 Bot (w/ Persona) 37.19 16.86 73.62 / 77.04 18.89 19.08

Human 43.83 27.75 55.07 / 66.52 - -

Table 3.2: Analysis on the responses of personalized chatbots and human interlocu-
tors.

We analyze the engagement and sensitivity of chatbots in human-bot conversa-
tions. The experiments are designed to show the risk of privacy leakage when using
current chatbot models. For all generated utterances, we retrieved top 10 relevant
PI using Sparse-Max. Then we asked annotators to select the leaked ones from the
retrieved PI descriptions. Three annotators are asked to indicate if the utterances
leak those PI descriptions. Majority voting is used to decide if the utterance is leak-
ing corresponding personal information. The results are summarized in Table 3.2.
Compared with bots without PI as inputs, such as Language Model and P2 Bot (w/o
Persona), the bots with PI as input, namely Lost-In-Conversation and P2 Bot (w/
Persona), tend to acquire higher PIE with significantly higher magnitude. PIE of
P2 Bot even approaches that score of human interlocutors. DPS is correlated to PIE
showing that bots with higher PIE generally disclose higher portions of sensitive PI.
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Although higher PIE and DPS for the chatbots with PI as input is expected, there is
also a significant proportion of leakage for the bots without PI as input, e.g., P2 Bot
(w/o Persona). This raises serious privacy concerns in future research on PAs.

Furthermore, Hit@K measures the ability of our system for detecting PI leakage.
As a warning module, our model Sparse-Max manages to detect most of the ut-
terances leaking PI5. Our system achieves around 80% of Hit@10 on the responses
generated by the two most recent and advanced chatbots, Lost-In-Conversation and
P2 Bot (w/ Persona).

3.6 Sensitivity Scoring

We consider predicting the PI sensitivity scoring as a regression problem. We define
the sensitivity score to be the ratio of annotators consider the personal information is
sensitive as described in Section 3.3. We construct the model based on a pre-trained
text representation model and a linear transformation layer. Mean squared loss is
used as loss function during training. The experimental results are evaluated by Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE). We compare a few
models for text representations, such as averaged word vectors Word2Vec [Mikolov
et al., 2013], BERT [Devlin et al., 2019a], and ALBERT [Lan et al., 2019]. For all
models, we conduct five experiments and report the averaged scores and variances in
Table 3.3. Deep learning models, BERT and ALBERT, are competitive and outperform
Word2Vec. ALBERT works slightly better than BERT and achieves the best results.

Model RMSE MAE

Word2Vec 1.303 ± 0.011 1.039 ± 0.011
BERT 1.249 ± 0.031 0.996 ± 0.026

ALBERT 1.232 ± 0.033 0.987 ± 0.033

Table 3.3: The experimental results of linear regression models for sensitivity score
estimation, using Word2Vec, BERT and ALBERT for sentence representations.

3.7 Application: Privacy Monitoring Service

We developed a privacy-leakage monitoring system on a social media conversation
platform, which is Facebook Messenger in this work. This system detects an out-
going message imposing privacy risk and alerts authorized users to inspect it. Then
it is up to the users to decide how they handle the message. Figure 3.4.a shows how
conversations are conducted between interlocutors through a conversation platform.
The outside interlocutors, on the right-hand side, may intentionally acquire sensi-
tive information from the interlocutors requiring protection, e.g., vulnerable users

5According to our preliminary experiments, Sparse-Max achieves the best Hits on the whole test set
of PERSONA-LEAKAGE.
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and digital personal assistants, by conversing with them on the conversation plat-
form. Figure 3.4.b demonstrates the workflow of our privacy monitoring service. A
privacy monitor detects the utterances that leak sensitive personal information and
alerts the authorized users, i.e., guardians of the vulnerable users or owners of the
digital personal assistants. The authorized users can choose to modify the utterances
into less sensitive ones or directly approve the original responses. The modified
or approved utterances will be sent back to conversation platform and finally come
forth to the outside interlocutors.

Figure 3.4: The paradigm of conversations with our privacy monitoring service. In-
terlocutors from outside (right) might get access to vulnerable users or your personal
assistants (left) through a conversation platform. Some of the intended responding
utterances (U) might be sensitive, as demonstrated in orange arrows. The privacy
monitor is designed to detect and intercept the sensitive utterances in red. Only the
authorized users are allowed to approve or to modify these messages. Finally, the
approved or modified messages are sent to the outside interlocutors.

Our system supports two modes, designed for human-human and human-bot
conversations, respectively. For human-human conversations, vulnerable users can
only contact the unreliable interlocutors through our monitor. This paradigm could
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Figure 3.5: The system design and workflow of Privacy Monitoring Service (PMS).
Each intended utterance from a vulnerable interlocutor passes a privacy detection
process [S1-S5] and a user approval process [S6-S8], before it is sent to outside inter-
locutors.

be used in social media platforms for vulnerable group privacy protection. For
human-bot conversations, we integrate a personalized chatbot as a personal assis-
tant monitored by our system.

3.7.1 System Overview

In this section, we detail the system design and implementation of our Privacy Mon-
itoring Services (PMS), as depicted in Figure 3.5, which contains two main compo-
nents, a Privacy Detection Service and a Webhook Service.

Privacy Detection Service detects the utterances that disclose privacy by i) de-
tecting relevant personal information, and ii) scoring the sensitivity of the retrieved
personal information. Personal Information (PI) Detection module utilizes an unsu-
pervised utterance-persona alignment model as described in Section 3.4, while sen-
sitivity scoring module relies on a regression model as an estimator as described in
Section 3.6. Given the PI detection and sensitivity scoring models, we deploy them as
web service based on Flask6 and exposes REST APIs to our Webhook Service. At each
request, Privacy Detection Service receives the conversation context and the antici-
pated respondent utterance (S1 and S2). For the privacy leakage utterance, an alarm
with the disclosed personal information descriptions and corresponding sensitivity
scores are reported to an authorized user for approval (S4 and S5). The approved or
written utterances are then sent back to outside interlocutors (S6 to S8).

6https://flask.palletsprojects.com/
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3.7.2 Demonstration and Scenarios

We demonstrate a practical conversational scenarios in Messenger with our privacy
monitoring service integrated. The interfaces for interlocutors and authorized users
are demonstrated in Figure 3.6. For a sensitive message, the authorized user re-
ceives a warning with corresponding conversation history, intended responses and
disclosed personal information. The message is blocked from displaying to the the
outside interlocutor, until the authorized user approve it by responding a ‘[Heart]’
or rewrite it by ‘[Reply]’ to the alarm message.

We demonstrate our privacy monitoring service for human-human and human-
bot conversations. In both scenarios, normal conversations interlocutors communi-
cate without interruption, except privacy leakage parts are intercepted and notified
to the authorized user for approval. A screenshot video of our demo system is avail-
able at Google Drive7.

• Human-human conversation. Malicious outside interlocutors might get access
to private information by communicating with vulnerable users, such as chil-
dren or intellectually challenged people. PMS monitors the messages from the
vulnerable users on behalf of their guardians.

• Human-bot conversation. Malicious outside interlocutors might obtain the
personal information of a person by querying his digital personal assistants.
PMS intercepts and reports the privacy leaking messages from digital personal
assistants to the owners of the bots before the messages are sent out.

3.8 Summary

In this chapter, we have investigated the first problem towards privacy protection
in conversations by detecting the utterances with the risk of privacy leakage. We
proposed to learn the models via weakly supervised alignment problem and demon-
strate the effectiveness of our approach. We collected PERSONA as test dataset and
analyze the privacy leakage risk in dialogues. Finally, a privacy monitoring sys-
tem was developed to show the feasibility of privacy leakage detection in real-world
conversational platforms.

7https://drive.google.com/file/d/131Zq94FH1gi1EITqesnz9cGVsbdR7ttF/view

https://drive.google.com/file/d/131Zq94FH1gi1EITqesnz9cGVsbdR7ttF/view?usp=sharing
https://drive.google.com/file/d/131Zq94FH1gi1EITqesnz9cGVsbdR7ttF/view


34 Privacy Leakage Detection in Conversations

(b) Authorized User Interface

(a) Protected Interlocutor

(c) Outside Interlocutor

Each sensitve message 
triggers a warning to an 
authorized user for approval.

Conversa�ons

Approve the message by       , or
Reply with a rewri�en message of 
less privacy leakage

Figure 3.6: The screenshots of (a) an Interlocutor Interface chatting with (c) an outside
interlocutor, and (b) an Authorized User Interface, with a warning message from (a)
to (b) and an approved utterance from (b) to (a).



Chapter 4

Obscuring Personal Attributes for
Privacy-Aware Text Rewriting

In Chapter 3, we presented our work on detecting utterances with privacy leakage
risk, and demonstrated a monitor system for privacy leakage. Given the detected
utterances with privacy leakage risk, the next challenge is to rewrite them into less
sensitive ones. In Chapter 4 and Chapter 5, we investigate automatic privacy-aware
text rewriting using deep learning based language generation models. Inspired by
the related work of eliminating bias in text [Emmery et al., 2018; Strengers et al.,
2020], we initialize our research by obscuring the personal attributes, e.g., gender,
political slant and race, in the original utterances. We follow back-translation frame-
work [Prabhumoye et al., 2018b] for text style transfer without parallel training cor-
pus in Section 4.2. Then, we explore how to obscure attributes in back-translation
and propose to use i) adversarial training and ii) fairness-risk measurement to learn
the obscuring strategy for rewriting, with more details in Section 4.3 and Section 4.4.
We consider three datasets with gender, political slant and race as sensitive personal
attributes of the writers, with more details in Section 4.5.1. Our experiments on these
three datasets suggests that our rewriting methods manage to obscure the implicit
sensitive attributes with different strength, while better privacy protection is nor-
mally accompanied with more loss of semantic relevance and grammatical fluency.

4.1 Problem Statement

Privacy-aware rewriting modifies text to obscure a sensitive attribute. The method-
ologies aim to minimize the loss of fluency as well as the change in the underlying
semantics. We consider a setup in which we have a set of input text {X1, ..., XN},
where each text Xi is a word sequence 〈x1, ..., xl〉. Each text is associated with a sensi-
tive attribute S, such as gender or race. The goal is to find a privacy-aware translator
f (X) : X → Y to modify X into another word sequence Y = 〈y1, ..., yl〉, such that an
attacker g(Y) : Y → S fails to predict the values of the sensitive attribute S from the
translated text Y.

35
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4.2 Privacy-Aware Back-Translation

Privacy-aware rewriting can be regarded as a special monolingual machine transla-
tion (MT) task, which aims to remove sensitive information through rephrasing. In
our experiment, there is no existing parallel corpus to learn the patterns of privacy-
preserved rewriting. We use Back-Translation to obtain a meaning-preserving rep-
resentation in the target language, and translate the sentences back to the source
language [Prabhumoye et al., 2018a]. Since we aim to preserve sensitive information,
we consider the risk from an attacker in the back-translation phase. Directly using
style transfer generation approach [Prabhumoye et al., 2018a] could be viewed as a
solution for steering in Chapter 5, while the work in this chapter is a method for
obscuring, which avoids providing false/deceptive information [Xu and Zhao, 2012].

In our work, the source language is English and the target language is French. Let
Z denote the space of target language, we build two translation models Ten→fr : X →
Z and Tfr→en : Z → X, respectively. We use the Transformer-based model [Vaswani
et al., 2017] for each translation model. The back-translation procedure is formulated
as,

f (X) = T f r→en(Ten→ f r(X)) (4.1)

For each input text, the outcome of this model is a sequence of words in English.
The goal of learning privacy-aware back-translation is two-fold. Firstly, it aims to

find an optimal predictor f ∗ that minimizes an expected reconstruction loss

EX,Y[L( f (X), Y)]

with L( f (X), Y) : X × Y → R, which measures the discrepancy between predicted
sequences f (X) and true target sequences Y. Secondly, the predictor should be rea-
sonably fair to S by achieving a low risk loss with regard to privacy R(X, Y, S) :
X × Y × S → R. Let F denote the space of all possible predictors, we find the
optimal rewriting model f ∗ by

f ∗ = arg min
f∈F

EX,Y[L( f (X), Y)] + αR(X, Y, S) (4.2)

where α controls the degree of privacy protection.

4.3 Adversarial Training

Given an accurate classifier, the risk of privacy is able to be estimated by the negative
classification loss on the sensitive information. Our target is finding the representa-
tions that are good at reconstructing the sentences, while poor in predicting sensitive
labels. The setting is well-aligned with generative adversarial networks [Goodfel-
low et al., 2014]. We construct the back-translation model as f (X) = m(h(X)), where
h(X) employs the two translators to map X into a sequence of hidden representations
of decoded words in the source language. Then, m(·) maps the hidden representa-
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tions into the corresponding words. An adversarial classifier adv(h(X)) is a linear
classifier, which takes the mean of all hidden representations from h(X) to predict
S. The risk is formulated as adversarial classification loss Lc(adv(h(X)), S). The
encoder h(·) is trained to fool the adversarial classifier adv(·) while optimizing the
back-translation predication f (X) in Eq.(4.4). Eq.(4.3) merely optimizes the adver-
sarial classifier. The training is conducted by jointly optimizing the following two
objectives:

arg min
adv
Lc(adv(h(X)), S) (4.3)

arg min
h,m
Lg(m(h(X)), X)− αLc(adv(h(X)), S) (4.4)

where Lg is the cross entropy loss with Label Smoothing [Szegedy et al., 2016] for
the transformer-based generator and Lc is the cross entropy loss for the adversarial
classifier. The negative parameter −α is implemented by a gradient-reversal layer
(GRL)[Ganin and Lempitsky, 2015] during back-propagation and α controls the in-
tensity of adversarial training.

4.4 Fairness-Risk Measurement

In this section, we define the privacy risk loss using fairness risk measurement. The
perfect fairness for rewriting is a statement of conditional independence of generated
text Y ⊥⊥ S|X. Holding such condition, the sensitive translator conduct similar gen-
eration results. Therefore, attackers will not be able to infer the dependent attributes.
A privacy-aware translator f (X) learns a distribution P(Y|X), while P(Y|X, S = a)
denotes the distribution of a subgroup translator depending on a particular demo-
graphic group attribute S. The conditional independence is formulated as,

P(Y|X) = P(Y|X, S = a) (4.5)

[Agarwal et al., 2018] pointed out that given finite samples in training data, it is
impossible to ensure perfect fairness on the test sample. An approximate formalism
of fairness measurement is used to quantify the discrepancy of demographic parities,
namely maximal deviation between subgroup predictions (MDSP) [Calmon et al.,
2017].

sup
y,s,s′
|Pr(Ŷ = y|S = s)− Pr(Ŷ = y|S = s′)| (4.6)

where Ŷ is a single variable.
Inspired by the single-variable MDSP, we define the sequential MDSP (SMDSP)

for text rewriting as,

sup
a∈S
| log P(Y|X)− log P(Y|X, S = a)| (4.7)

where Y is the generated sequences. We obfuscate the sensitive attribute by reducing
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the discrepancy between privacy-aware translator and the most different subgroup
translator.

The challenge of using the SMDSP is that it is optimized on the whole sequences.
However, the state-of-the-art encoder-decoder architecture [Vaswani et al., 2017; Klein
et al., 2017] generate words in a word-by-word manner.We derive an upper bound of
SMDSP by applying calculus on the sequential deviation

D(X, Y, S = a) .
= | log P(Y|X)− log P(Y|X, S = a)|

= |
l

∑
i=1

log P(yi|X, y<i)−
l

∑
i=1

log P(yi|X, y<i, S = a)|

≤
l

∑
i=1
| log P(yi|X, y<i)− log P(yi|X, y<i, S = a)|

.
= Ua(X, Y)

The composition of MDSP for each word is an upper bound of SMDSP.

Ru(X, Y, S) = sup
a∈S
Ua(X, Y) (4.8)

We replace the approximate fairness risk by its upper bound Eq.(4.8) and obtain a
joint training objective.

Lα(X) = L( f (X), X) + αRu(X, Y, S) (4.9)

In training, each subgroup translator is pre-trained beforehand with the training data
labeled with the corresponding sensitive attribute value. Their parameters are kept
fixed when minimizing the privacy-aware rewriting model.

4.5 Experimental Setup

In this section, we describe the settings of our experiments for privacy-aware text
rewriting.

4.5.1 Datasets

In this paper we conduct experiments on three tasks, which can lead to potential
social-good applications, namely obscuring gender, political slant and race of the
authors.

Gender [Reddy and Knight, 2016] is a dataset of reviews from Yelp annotated
with the gender of the authors, either male or female. The sentences with low indi-
cation of gender (likelihood of gender lower than 0.7) is filtered out.

Politics [Voigt et al., 2018] is a dataset of comments on Facebook posts from 412
members from the United States Senate and House. Each comment is associated
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with the corresponding Congressperson’s party affiliation as the sensitive attribute,
S ∈ {democratic, republican}.

Race [Blodgett et al., 2016] is a dataset based on the dialectal tweets corpus
(DIAL), including 59.2 million tweets. The tweets are categorized into African-
American English (AAE) or Standard American English (SAE), which is highly cor-
related to the race of the author. The predictor takes into account both the content
of the tweets and the geolocations of the the authors. We filter out the samples with
predicted confidence lower than 80%, and tweets with less than 3 words. We con-
sider race as sensitive information of the dataset. We also maintain the sentiment
classification as a target task for this corpus to check if the sentiment information is
still preserved after rewriting. The sentiment labels are derived from emojis which
are associated with sentiments.

All the aforementioned corpora are split into four disjoint parts: Class, train-
ing corpus for sensitive attribute classifier; Train, training corpus for privacy-aware
text rewriting; Valid, validation set; and Test, test set. The number of sentences for
each split of these datasets are listed in Table 4.1.1 The datasets cover some spe-
cific attributes for sensitive personal information. For other sensitive attributes, we
recommend to collect datasets with corresponding attribute labels.

Dataset Class Train Valid Test

Gender [Reddy and Knight, 2016] 2.6M 200K 4K 4K
Politics [Voigt et al., 2018] 80K 200K 4K 4K
Race [Blodgett et al., 2016] 80K 100K 4K 4K

Table 4.1: Data splits of Gender, Politics and Race.

4.5.2 Models

We consider the following three models for privacy-aware text rewriting.

• Back Trans is the naive back translation model, considered as baseline.

• Adv is the model using adversarial training to obscure the sensitive attributes.

• SMDSP model use Sequential Maximal Deviation between Subgroup Predic-
tions in training.

We also compare the quality of generated text of our systems with an open-domain
Paraphrase generation system [Iyyer et al., 2018].

4.5.3 Implementation Details

We use Transformer [Vaswani et al., 2017] as the translation architecture in our exper-
iments. We re-implement the transformer model based on OpenNMT [Klein et al.,

1The datasets are publicly available at https://github.com/xuqiongkai/PATR.

https://github.com/xuqiongkai/PATR
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2017]. In our experiments, we use the same configurations, including 2 encoder
and decoder layers, 256-dimensional word embedding and 256-dimensional hidden
layers, drop out rate 0.1, label smoothing weight 0.1. All models use Beam Search
decoding algorithm with beam size 5.

We train English-French machine translation (En-Fr) and French-English back-
translation (Fr-En) using Europarl v7 from WMT15 [Bojar et al., 2015]. The words
are tokenized using Moses tokenizer [Koehn et al., 2007]. Our translation system
achieves the BLEU scores of 36.24% and 37.36% on En-Fr and Fr-En, respectively.
The En-Fr model is used to generate the parallel corpus for all experiments.

4.5.4 Evaluation

The generated sentences are evaluated according to both linguistic quality of the
sentences and obfuscation of the sensitive attribute. For each of these two aspects,
we conduct automatic evaluation and human evaluation, respectively.

Linguistic Quality focuses on evaluating the quality of the results based on their
semantic relevance to the original text and gramatical fluency of the generated sen-
tences. We adopt four automatic evaluation metrics, BLEU, GLEU, METEOR and
WMD. BLEU [Papineni et al., 2002] and GLEU [Wu et al., 2016] measure the n-gram
matching between hypothesis and reference, where GLEU considers both precision
and recall. METEOR [Banerjee and Lavie, 2005] further applies stemming and syn-
onym matching. Word Mover Distance (WMD) [Kusner et al., 2015b] calculates the
optimal transport distance between word embedding in original and generated sen-
tences2. Intuitively, BLEU and GLEU evaluate fluency of the sentence as they are
based on the quality of n-grams, while WMD measures semantic relevance as words
can be regarded as atom semantic components of sentences.

We also conduct human evaluation to judge the fluency and relevance of the
results. The criteria are as follows:
Grammar and Fluency [1-5].

- 5: Without any grammatical error;

- 4: Fluent and has one or two minor grammatical error that does not affect
understanding;

- 3: Basically fluent and has three or more minor grammatical errors or one
serious grammatical error that does not have strong impact on understanding;

- 2: Can not understand what is the meaning, but is still in the form of human
language;

- 1: Not in the form of human language.

Coherence and Consistency [1-5].

2We use pre-trained word2vec model trained on Google News dataset from https://code.google.co
m/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
https://code.google.com/archive/p/word2vec/
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- 5: Accurate paraphrase with exact the same meaning of the source sentence;

- 4: Basically the same meaning of the source sentence but does not cover some
minor content;

- 3: Cover part of the content of source sentence and has serious information
loss;

- 2: Topic relevant but fail to cover most of the content of source sentence;

- 1: Topic irrelevant or even can not understand what it means.

Sensitive Attribute

- For Gender samples, please judge whether they are posted by male or female.

- For Politics samples, please judge whether they are from democratic or re-
publican members from the United States Senate and House.

- For Race samples, please judge whether they are in African-American English
or Standard-American English.

For each set of the results, two annotators are asked to judge the quality of the
results between the scales of 1-5. The Kappa coefficients [McHugh, 2012] on Gender,
Politics and Race are 0.45, 0.47 and 0.74, respectively.

Obfuscation evaluates the leakage of sensitive attributes of generated text. For
automatic evaluation, we estimate the probability of sensitive attribute on generated
sentences using a Logistic Regression with L2 regularization [Pedregosa et al., 2011].
For all the experiments, we use top 3K frequent words as features. Based on the
prediction of classifier pi = P(S = i|X), we propose to evaluate the obfuscation of
the results using the following three metrics:

1. Entropy evaluates the averaged entropy (∑i−pi log pi) of all predictions. Higher
Entropy indicates better less sensitive information leakage.

2. P-Acc, prediction accuracy, calculates the portion of correct prediction of the
sensitive attribute. In the case of binary classification, the score is better if it is
closer to 50%.

3. M-Acc, modification accuracy, calculates the label probabilities of source and
generated sentences. If the probability of the sensitive attribute decreases after
rewriting, the modification is accepted. M-Acc counts the rate of accepted
sentence modifications.

In human evaluation, annotators are asked to judge the sensitive attribute values
of 300 sampled sentences in test set. We use accuracy to evaluation the awareness
of sensitive information by human and automatic annotators. Due to the fact that
human judgments underperform automatic judgments (see Table 4.4), we rely more
on automatic metric to evaluate the rewriting results.
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4.6 Results and Analysis

We first conduct human evaluation and discuss their relation to automatic evalua-
tion metrics with regard to semantic relevance, grammatical fluency and obfusca-
tion. Then, we compare our privacy-aware models according to linguistic quality
and obfuscation. Later on, we test the semantic loss of our models on the target task.
Finally, we provide some sample outputs for case study.

4.6.1 Human Evaluation

Firstly, we ask human annotators to evaluate linguistic quality of Back Trans, Adv
(α = 1) and SMDSP (α = 1), based on the rewriting results from 300 test samples,
with regard to fluency (Flu) and relevance (Rel). We calculate the Pearson Correlation
between human and automatic evaluation metrics. Table 4.2 shows the correlation of
semantic relevance between human and automatic evaluation. WMD is clear winner
among all automatic metrics across the three datasets. According to Table 4.3, GLEU
is the measure that most correlated to human judgement in terms of fluency, though
METEOR falls slight short on the gender corpus. Unsurprisingly, the widely used
BLEU is the relatively less correlated to human perception, which was also observed
in machine translation [Wu et al., 2016; Callison-Burch et al., 2006].

Exp BLEU GLEU METEOR WMD
Gender(Adv) 0.489 0.557 0.559 0.651
Gender(SMDSP) 0.414 0.507 0.511 0.645
Politics(Adv) 0.372 0.460 0.496 0.573
Politics(SMDSP) 0.358 0.474 0.476 0.563
Race(Adv) 0.311 0.545 0.532 0.127
Race(SMDSP) 0.242 0.386 0.367 0.382

Table 4.2: Correlation between semantic relevance and automatic evaluation metrics
on Gender, Politics and Race. The most correlated automatic metrics are bold.

Exp BLEU GLEU METEOR WMD
Gender(Adv) 0.265 0.287 0.222 0.297
Gender(SMDSP) 0.192 0.231 0.186 0.361
Politics(Adv) 0.180 0.260 0.277 0.200
Politics(SMDSP) 0.149 0.236 0.236 0.231
Race(Adv) 0.168 0.403 0.433 0.333
Race(SMDSP) 0.068 0.150 0.124 0.046

Table 4.3: Correlation between fluency and automatic evaluation metrics on
Gender, Politics and Race. The top two correlated automatic metrics are
bold and underlined (the highest) and underlined (the second highest).

Secondly, we compare the performance of predicting sensitive information be-
tween human annotators and automatic classifiers. We ask human annotators to
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Gender Politic Race
Automatic 77.3 93.7 82.7
Human 66.0 60.3 71.0

Table 4.4: Comparison of human and automatic judgments on Gender, Politics and
Race, with regard to their accuracy on the sensitive attribute.

classify the sensitive attributes of 300 original sentences in test set. The accuracy of
the annotations are illustrated in Table 4.4. To our surprise, human judgments are
more than 10% worse than our classifiers on all the experiments. For Politics, we
ask one more annotator for additional annotation and the accuracy of the annotation
is still lower than 65%. After investigating the datasets, we found that a large pro-
portion of samples are difficult for human annotators while our classifier can predict
them correctly. For example, in Gender, human struggled in deciding whether “the
food is delicious” and “the people were nice” are posted by male or female authors.
For Politics, we observe several cases that human tends to annotate them with the
opposite political slant when the sentences are in negative sentiment, while actually
the speaker and the mentioned people support the same party, e.g., “Patty Murray
couldn’t be any more dishonest than this!”. Other examples like “today is such a
wonderful day!” and “God bless you guys” are neutral to our annotators. Correctly
annotating these samples might require extensive background in American politics.
The top weighted words of male or female for Gender, democratic or republican for
Politics, and SAE for Race are listed in Appendix A.2 to show the difficulty for
human annotators to capture subtle indicators. To sum up, human annotators fail to
incorporate subtle indicators into their decision, however, the classifiers manage to
detect them.

The human evaluation studies conclude that i) we can rely on sensitive attribute
classifiers for obfuscation evaluation, and ii) we should look at WMD for semantic
relevance and GLEU for fluency.

4.6.2 Adversarial Learning vs. SMDSP

We conduct automatic evaluation on text generated by Back Trans, Adv and SMDSP.
The overall observations are i) Back Trans provides a preliminary baseline for our
task; ii) both Adv and SMDSP are able to reduce the leakage of sensitive informa-
tion; and iii) SMDSP retains better linguistic quality, while Adv manages to preserve
sensitive information.

We first compare the linguistic quality of the results in Table 4.5. The Back Trans
outperforms both Adv and SMDSP on average because it does not cope with sensitive
attributes in training. The performance of Adv model with the highest α obtains
less than half GLEU than that of Back Trans. Although SMDSP with higher α also
shows performance reduction, the quality of generated text are still competitive with
Back Trans, with less than 10% score reduction. In particular, SMDSP with (α =
1) achieves even higher GLEU on both Politics and Race than the baseline. We
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Figure 4.1: Log perplexity(PPL) on valid set of Gender, Politics and Race. Red
areas indicate pre-training epochs and Blue areas represent the epochs for privacy-
aware training.

attribute this to the regularization effect of SMDSP on language modeling. Results
of human evaluation are coherent to automatic evaluation, in Table 4.7. SMDSP
achieves highest fluency results and competitive relevance results.

Then, we show the obfuscation performance in Table 4.6. Back Trans is a compet-
itive baseline that obfuscates the classifiers to some extent. Adv and SMDSP are able
to further reduce the obfuscation score on all three datasets. Generally, models with
higher α achieve better obfuscation performance. Adv tend to be more aggressive
on privacy preservation than SMDSP. However, we observe that Adv acquires better
privacy preservation by sacrificing the linguistic quality, e.g., Adv (α = 5) basically
chooses to ‘keep silent’ (produces almost no words) to protect the sensitive infor-
mation on Politics3. We believe that generating totally non-sense sentences is too
conservative for our task. On the other hand, SMDSP manages to protect sensitive
attribute while keeping the semantic meaning as much as possible. For example,
SMDSP (α = 1) achieves both higher relevance score and better obfuscation score
than Adv (α = 1) on Gender and Politics.

Finally, we demonstrate the training stability of our models. The reconstruction
losses of each model on validation set of Gender, Politics and Race are shown in
Figure 4.1. We pre-train the back translation model for 10 epochs on Gender and 20
epochs on Politics and Race. Then, we train Adv model and SMDSP model based
on the pre-trained model. We also include the pre-trained model with the same
total number of training epochs in Black lines. After pre-training, Back-Trans models
start to overfit and get slightly worse results on validation set. In most cases, the
losses of Adv are higher than Transformer, and higher adversarial training intensity
α decreases the performance of translation model. Adv (α = 5) is not included in the
plots, because their losses are out of the range. In contrast, SMDSP achieves better
performance than Adv. The performance of SMDSP is even better than Back Trans
on Gender and Race.

3All the generated sentences are empty on test set.
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Figure 4.2: Sample of original text, with sensitive attribute labels, and corresponding
rewritten text using Back Trans, Adv (α = 1) and SMDSP (α = 1) on Gender and
Politics.

4.6.3 Target Task Performance

We evaluate sentiment classification (Sent) as the target task and racial (Race) as sen-
sitive attribute on the Race. The ideal rewriting should not change the predictive
results of the non-sensitive attributes. Hence, we intend to observe better perfor-
mance on Sent which implies better semantic preservation. As shown in Table 4.8,
the prediction performance of both Race and Sent using Adv models decrease as the
hyperparameter α increases. Such trend shows that Adv improves privacy preserva-
tion by obscuring the semantic meaning of the original text. In contrast, Risk models
successfully decrease the accuracy on Race, while preserving the accuracy on Sent,
showing the robustness of the model on preserving semantic meanings of the text.

4.6.4 Case Study

We demonstrate generated examples in Figure 4.24. For Gender, Back Trans generates
the words with clear tendency of gender, such as ‘yummy’ and ‘girlfriend’, while
privacy-aware models use ‘delicious’, ‘amazing’ and ‘friend’ instead. For Politics,
Adv and SMDSP skip the name after Sir to hide the political affiliation of the person.
In the second example, Adv and SMDSP replace ‘love you’ with ‘help’ to reduce the
political slant.

4.7 Summary

In this chapter, we have explored automatically obscuring personal attributes for
privacy-aware text rewriting. Inspired by style transfer and obfuscation, we proposed
to obscure the classifiable personal attributes in back-translation process and utilize

4Because the samples in Race are full of porny and violent words, they are excluded in the thesis.
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i) adversarial training and ii) fairness-risk measurement to supervise the training
of obscured back-translation models. Our results demonstrated the feasibility of
obscuring some sensitive personal attributes with different strength, while we have
observed that the rewrites with higher privacy protection scores are normally of
lower linguistic and semantic quality.
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Model Gender Politics Race
Flu Rel Flu Rel Flu Rel

Back Trans 4.68 4.09 4.60 4.31 4.31 3.88
Adv 4.66 4.13 4.42 4.01 3.84 3.53
SMDSP 4.73 4.14 4.60 4.21 4.37 3.98

Table 4.7: Human evaluation of fluency (Flu) and relevance (Rel) on Gender,
Politics and Race based on the results of Back Trans, Adv (α = 1) and SMDSP
(α = 1) with the scales of 1 to 5.

Model Race Sent
Test(Ori) 86.33 74.08
Back Trans 74.68 70.18
Adv(α = 1) 74.08 70.15
Adv(α = 2) 73.40 69.88
Adv(α = 5) 65.75 65.70
SMDSP(α = 1) 74.85† 69.88
SMDSP(α = 2) 74.40 70.23†

SMDSP(α = 5) 74.30 70.15†

SMDSP(α = 10) 74.08 70.60
SMDSP(α = 100) 74.10 70.83†

Table 4.8: Prediction accuracy (P-Acc) of classification results of race and sentiment
classification task on Race. The results with higher accuracy than Back Trans are
marked with daggers (†).



Chapter 5

Open-Domain Privacy-Aware Text
Rewriting

In Chapter 4, we presented our research on obfuscating personal attributes for pro-
tecting privacy in text. The recent advance of natural language generation (NLG)
system, such as the dialogue system of personal digital assistant, emerges urgent
requirement of preventing the disclosure of diverse personal information. Moreover,
as human, we have several natural and rational methods to mitigate the influence of
privacy leakage in conversations, e.g., deleting, obscuring, and steering the sensitive
information. Inspired by these requirements, we discuss and amend two limitations
of the setting in our work in Chapter 4, i) the representation of personal informa-
tion is constrained to some pre-defined categories and ii) only obscuring is consid-
ered as rewriting strategy. In this Chapter, we further extend the privacy-aware text
rewriting to more flexible and challenging setups. Firstly, we relax the personal in-
formation attributes to open-domain textual descriptions, which potentially provide
infinite representations of private information. Secondly, inspired by [Strengers et al.,
2020], we consider three rewriting strategies in this work: Deleting, Obscuring, and
Steering. Overall, we collected a rewriting corpus with three strategies based on the
dataset collected in Section 3.3. The rewriting model first detect the sensitive parts
in the original utterance, and then rewrite them, as described in Section 5.3. We ex-
plore the feasibility of fine-tuning large-scale pre-trained language models for each
rewriting strategy. Moreover, we observe that the strategies are correlated with se-
mantic spaces in a knowledge graph, and therefore, propose a decoding method to
incorporate such information into generated text, as described in Section 5.3.2.

5.1 Problem Statement

In this section, we discuss our extension of the settings for the privacy-aware text
rewriting problem. We consider i) open-domain utterances to describe personal in-
formation and ii) multiple possible strategies for privacy-aware text rewriting.

49
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Original: Well, I do not like heights very much and I love animals.
Persona: I am afraid of heights.

Deleting: Well, I like animals.
Obscuring: Well, I love animals but I feel uncomfortable at certain places.
Steering: Well, I don’t like depth and I like animals.

Table 5.1: An example of rewrites using Deleting, Obscuring and Steering as rewriting
strategies, given the same original sentence (Original) and the corresponding personal
information (Persona).

5.1.1 Open-Domain Personal Information Descriptions

The perception of sensitive personal information vary among the people with differ-
ent culture backgrounds and usage scenarios. Users may be interested in protecting
heterogeneous personal information, such as religion, relationship, living place, oc-
cupation and etc. [Li et al., 2015]. Considering the diverse information for descrip-
tion, we use complete sentences as personal information. Compared with labeled
attributes, full sentences provide more flexibility to describe the diverse personal
information and to satisfy different requirements of privacy protection for various
users. As an example in Table 5.1, ‘I am afraid of ___ .’ could be served as one
template to describe a series of fears of the people.

5.1.2 Multiple Rewriting Strategies

In order to eliminate the influence of disclosing personal information, there are mul-
tiple rewriting strategies could be conducted. Inspired by [Strengers et al., 2020], we
consider three rewriting strategies in this work: Deleting, Obscuring, and Steering. The
strategy Deleting simply removes all sensitive words from a text message. To make
rewritten messages natural and easy-to-understand, Obscuring substitutes sensitive
expressions for more abstract and general expressions. The proposed approaches
in Chapter 4 are basically for Obscuring. In a similar manner to Obscuring, Steering
replaces sensitive expressions by semantically relevant ones, which are not general or
abstract expressions. Then, the challenge lies in the trade-off between readability and
privacy protection of the rewrites. In our study in Section 5.2, we find that different
rewriting patterns possess different levels of semantic relevance and privacy protec-
tion to the original inputs. As the rewrites shown in Table 5.1, Deleting eliminates
more contents than the other two strategies, while Obscuring tends to generate the
ones more semantically similar to the original sentence. Steering allows gentle modi-
fication on the semantic of the private information, while Steering tries to make such
information less inferable. In real-world applications, it could be up to the users to
select which strategy they prefer according to usage scenarios.
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5.2 ODPAR Dataset

The first step toward privacy-aware text rewriting in open domain is to collect a
corpus for the task. We constructed an Open-Domain Privacy-Aware Rewriting
dataset, ODPAR, by collecting rewrites for the sentences that leak personal informa-
tion (persona) in PERSONA-LEAKAGE [Xu et al., 2020], as described in Section 3.3. In
that corpus, personal information is annotated with a privacy score. We collect the
privacy-leaking sentence-persona pairs and filter out those with privacy score lower
than 60% form PERSONA-LEAKAGE. For each sentence-persona pair, we ask annotators
from Amazon Mechanical Turk1 (AMTurk) to rewrite the original sentences using
the following three rewriting strategies,

• Deleting: removing the words or phrases that leak the provided personal infor-
mation from the original sentences;

• Obscuring: generalizing or blurring the words or phrases that leak the provided
personal information from the original sentences;

• Steering: replacing the words or phrases that leak the provided personal infor-
mation with semantically similar expressions, which steer slightly away from
the original meanings.

In our preliminary experiments, we observe that even though annotators endeavor
to generate decent rewrites, many of them could not clearly identify and strictly
stick to the required strategies. To make sure that the annotators are aware of the
correct strategy, we wrap up 15 utterance-persona pairs as a batch and ask anno-
tators to rewrite them using the required strategies. Then, we manually check the
batches rewritten utterances, we only accept those that are written using the required
strategy. The averaged acceptance rate of the rewrites is 47.97%, demonstrating the
challenge of collecting a high-quality rewriting dataset with specific rewriting re-
quirements. Finally, we split our dataset into train, valid and test sets with 600x3,
150x3 and 195x3 paralleled rewriting samples, respectively. We also split the dataset
w.r.t. rewriting strategies into three subsets, namely DELETE, OBSCURE and STEER.

We analyze the each subset using averaged word length in sentences (Len.) and
distinct unigrams divided by the total number of words (Dist.) [Li et al., 2016]. The
statistics of the dataset is given in Table 5.2. DELETE tends to contain more concise
rewrites, while OBSCURE and STEER includes slightly longer sentences than ORIGI-
NAL. Although the average length increases, the Dist. score on OBSCURE and STEER
are still ascending, compared with original sentences. This shows the high diversity
of word/token usage in OBSCURE and STEER.

Then, we ask annotators to evaluate the quality of the rewrites, based on the
grammatical fluency of the rewrites (Fluency), semantic relevance to the original
sentence (Semantic), and privacy protection quality compared with corresponding
personal information (Privacy) with scores scaled between 0 (the worst) and 3 (the

1https://www.mturk.com
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Train Valid Test
Len. Dist. Len. Dist. Len. Dist.

ORIGINAL 13.7 0.148 13.6 0.257 13.5 0.248

DELETE 8.0 0.190 8.4 0.298 8.5 0.279
OBSCURE 14.1 0.160 13.9 0.266 14.3 0.250
STEER 14.1 0.167 14.3 0.285 14.2 0.256

Table 5.2: Statistics of original sentence (ORIGINAL), rewrites with Deleting, Obscur-
ing and Steering on train, valid and test set of corresponding subsets of the ODPAR,
DELETE, OBSCURE, and STEER, using average length (Len.) and distinct token (Dist.)

best). Each sentence is evaluated by three annotators, hired from AMTurk. More
details about the annotation guideline are provided in Appendix A.3. The overall
fluency of human rewrites is very high. There is no free lunch for privacy-aware
rewriting task, better privacy preservation is generally accompanied with relatively
lower semantic scores.

Fluency Semantic Privacy

DELETE 2.63 1.77 2.57
OBSCURE 2.59 2.35 1.58
STEER 2.59 0.67 2.67

Table 5.3: Human evaluation of grammatical fluency (Fluency), semantic rele-
vance(Semantic) and privacy protection (Privacy) score of the rewrites with Deleting,
Obscuring and Steering as rewriting patterns, scaled in [0-3].

5.3 Methodology

Privacy-aware rewriting is concerned with the protection of personal information.
Therefore, a practical assumption is that descriptions of sensitive personal informa-
tion are only visible to owners of such information, such as private textual descrip-
tions in user profiles of social networks. In this work, we show that it is still feasible
to achieve decent performance with the approaches requiring minimal training data.

As illustrated in Figure 5.1, we present a system for privacy-aware text rewriting,
which is composed of a privacy-leakage detection module and a rewriting module.
The detection module identifies sensitive words in a sentence by aligning them with
those in a provided persona. The rewriting module is a sequence-to-sequence model
that rephrases the given sentence according to one of the strategies (A): Deleting,
Obscuring, and Steering.

Formally, given a text message X = 〈x1, ..., xm〉 with xi from a vocabulary V ,
a persona P = 〈p1, ..., pn〉 with pi ∈ V describing sensitive personal information,
the detection task aims to identify all words in X that refer to sensitive information
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Figure 5.1: The workflow of our proposed knowledge guided privacy-aware rewrit-
ing system (KGPR). Given the original sentence (X) and persona (P) as inputs, the
system i) detects the sensitive parts Xs and non-sensitive parts Xs of X; and ii) rewrites
the text based on the required rewriting strategy (A) and Xs, Xn. Our proposed de-
coding model incorporates constraint knowledge as derived from A and Xs.

in P, and the rewriting task is to revise X into a message Y = 〈y1, ..., yT〉 by either
Deleting, Obscuring, or Steering, such that i) the sensitive information in X is removed;
ii) semantic relevance to non-sensitive part of X is maximally preserved; iii) Y is as
natural as possible.

5.3.1 Privacy Detection by Alignment

We consider an open-domain privacy detection problem, given each message pairing
with a persona describing the corresponding sensitive information. It is common in
social networks and PAs that a software system knows which messages are sent by
which interlocutor, as well as a list of sensitive personas of that interlocutor. We as-
sume that there are pre-processing software components, such as the ones proposed
in Section 3.4 [Xu et al., 2020], which are able to align privacy-leaking messages with
the corresponding sensitive personas.

As we already know that sensitive information is described in a provided persona,
we design a module to detect which part of the message conveys such information.
We formulate it as an alignment problem between the words in X and the words in P.
More specifically, we adopt linear sum assignment problem algorithm (LSAP) [Hessel
et al., 2019b] for unsupervised image-sentence alignment to this word alignment
problem.

Given a message X and a persona P, we construct a word-level association matrix
A = {aij}n×m, in which each entry aij is the similarity score between a word xi ∈ X
and a word pj ∈ P. The similarity score is calculated as the cosine similarity of
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the contextual representation of the word pairs. Given the association matrix A,
an alignment is a set of edges in such a bipartite graph that maximizes the sum of
similarity values, which is represented as a matching matrix M{mij}n×m. We assume
that each node has at most one edge because a word is unlikely associated with more
than one words. Let a binary variable mij denote the alignment edge between a node
i and a node j, the alignment problem is formulated as the following integer linear
program (ILP).

sim(X, P) = max
mij

∑
i,j

mijaij

s.t.∀i, ∑
j

mij ≤ 1, ∀j, ∑
i

mij ≤ 1 (5.1)

where the outcome of the ILP program can be viewed as the alignment score between
X and P.

To compute similarity values between a pair of words, we map X and P to a
sequence of vectors by using a neural encoder g(·), respectively. The encoder is
implemented by applying a pre-trained BERT [Devlin et al., 2019b] model to map a
word sequence to an embedding sequence, followed by using a linear layer to project
each embedding into a shared embedding space between X and P. Given a projected
embedding ei of xi and a projected embedding ej of pj, mij is calculated as the cosine
similarity between ei and ej, i.e.,

aij =
〈ei, ej〉
‖ei‖‖ei‖

. (5.2)

We train the encoder by optimizing a contrastive loss. The rationale behind this is
that the alignment model should align persona better to original message, sim(Xk, Pk),
than to the rewritten text, sim(Yk, Pk), as original utterance should disclose more cor-
responding personal information. For each rewriting samples (Xk, Yk, Pk) in dataset
D, the loss is calculated as

L(Xk, Yk, Pk) = max{0, α− sim(Xk, Pk) + sim(Yk, Pk)} (5.3)

where sim(Xk, Pk) evaluates the similarity between original sentence and persona,
and sim(Yk, Pk) estimates the similarity between rewritten sentence and persona, re-
spectively. α ∈ R+ is the margin of the loss. Then the loss on training set is the
sum of all example losses L(D) = ∑K

k=1 L(Xk, Yk, Pk). In this work, we use the subset
DELETE for training detection model, instead of using the whole dataset, because the
sensitive parts are more distinguishable by rewrites using deleting as the strategy.

5.3.2 Strategy-Specific Rewriting

Given identified sensitive words in messages, the rewriting task aims to rephrase the
messages by following one of the three strategies. As the sensitive words are known,
represented as a mask token, the rewriting module should learn how to rewrite
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the sensitive part using the corresponding pattern. Deleting is relatively straight-
forward, as the generator could serve as a language model and paraphrased the
masked sentence to a fluent one. Thus, we focus on discussing the methods for
Obscuring and Steering.

Both Obscuring and Steering choose to remove sensitive information while maxi-
mally preserving original meanings. Obscuring considers more general and abstract
expressions than sensitive expressions, while Steering favors expressions that are nei-
ther more general nor paraphrases of sensitive expressions. In another words, they
define different semantic spaces of rewritten texts, w.r.t. given sensitive expressions.
Therefore, the key challenge herein is how to map sensitive expressions into the
target semantic space.

Large-scale transformer-based conditional language models trained on web-scale
corpora are able to generate grammatically coherent and semantically relevant text
[Lewis et al., 2020; Yan et al., 2020]. Such models are trained to compute the proba-
bility of an output sequence Y, given an input text X.

Pr(Y|X) =
T

∏
t=1

Pr(yt|X, y<t) (5.4)

In this work, we choose pre-trained BART [Lewis et al., 2020] to rewrite messages
because its pre-training tasks learn to reconstruct input texts corrupted by arbitrary
noising functions, which are close to our task setting. As there is only a handful of
parallel data available for training, we expect minimal changes to the model such
that we steer the generation process of the model only when it is likely to generate
sensitive words.

In light of the above analysis, our key idea is to encourage substituting sensitive
words for the ones from the target semantic space and penalize the use of sensitive
words during decoding. For each sensitive word xi ∈ Xs, we look up a set of sub-
stitution candidates Sxi in ConceptNet [Speer et al., 2017] along the relations implied
by the target rewriting strategy. For Obscuring, we consider isA, CapableOf, HasPre-
requisite, Desires, and SimilarTo, while we select Antonym, DistinctFrom, HasProperty
and AtLocation for Steering. The selection of target relations are based on the corpus
analysis in Section 5.5.3. As we encourage selecting a word from Sxi in place of xi,
the substitution candidate sets provide constraints to form a semantic space for the
target strategy.

During decoding, we increase the probabilities of substitution candidates and de-
crease the probabilities of sensitive words. Let v denote the logit vector computed by
the conditional language model at time t, we modify the logit vector by multiplying
it with a masking vector for constraints c.

Pr(yt|X, y<t) = softmax(v ◦ c) (5.5)

where ◦ denotes element-wise multiplication, i.e., Hadamard product. Let Xs be the
set of sensitive words from X, λu ∈ [1,+∞] and λd ∈ [1,+∞] denote a scaling up
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and a scaling down hyper-parameter respectively, we have

cx =


λu x ∈ ⋃

x′∈Xs
Sx′ − Xs

1/λd x ∈ Xs

1 Otherwise

In this way, the model intends to select substitution candidates if the corresponding
logit computed by the LM is sufficiently large and the selection of sensitive words
is disabled by a large λd. This method injects the hyper-parameters λu and λd only
during beam search thus does not change model parameters.

5.4 Experimental Setup

In this section, we describe the baselines and evaluation metrics for detection module
and rewriting module, respectively.

5.4.1 Privacy-Leakage Word Detection

Methods. We compare six methods in this study. i) Random guess (RANDOM) is a
preliminary baseline by randomly estimating if a word is sensitive or not. ii) TOKEN
MATCH removes those tokens from messages that also appear in the corresponding
personas. iii) BERT MATCH applies the pre-trained BERTbase [Devlin et al., 2019b]
to map messages and personas to word embedding sequences. For each pair of
message and persona, it computes the cosine similarity of embeddings between each
token from the message and each token from the persona. The score of a token in
a message is its maximal similarity score w.r.t. tokens in the persona. It yields a
ranking list of tokens in a message based on the scores. iv) MEAN computes a word
similarity matrix in the same way as BERT MATCH. Instead of taking the maximum,
it takes the average score for each token in a message. v) OPT applies optimal
Transport [Hessel et al., 2019b] to optimize the soft alignments, where alignment
weights are in [0, 1]. vi) LSAP applies the LSAP algorithm introduced in Section 5.3.1.

Evaluation Details. As the above methods produce ranking of tokens, we evalu-
ate them by IR metrics: precision at K (P@K), R-Precision (Rprec), normalized dis-
counted cumulative gain (NDCG) and mean average precision (MAP)2. We also tune
a threshold θ for the best performing method and keep only the tokens above the
threshold. Note that, stop words and punctuation are excluded in all those experi-
ments.

2https://trec.nist.gov/trec_eval/

https://trec.nist.gov/trec_eval/
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5.4.2 Privacy-Aware Rewriting

Methods. We consider the following methods as well as their variations. i) COPY
merely copies input messages as system outputs. ii) BackTrans (Back Translation) is
a widely used paraphrasing system that translates messages into a pivot language,
e.g., French, and then translate it back to English. The mixture models for diverse
machine translation [Shen et al., 2019] with single expert is used as a baseline. iii)
SEQ2SEQ [Sutskever et al., 2014]3 is pre-trained on PAWS-X [Yang et al., 2019] and
fine-tuned on each rewriting pattern of our corpus.

In our work, we propose to use pre-trained language model BART [Lewis et al.,
2020] and its variations, because in our preliminary experiments, BART without fine-
tuning (BART) outperforms GPT2 [Radford et al., 2019] and T5 [Raffel et al., 2020] on
our dataset. Its variations include a) fine-tune BART with messages as input on the
train set (Src); b) fine-tune BART that takes non-sensitive parts of messages as input
(Mask); c) fine-tune BART that takes additionally personas as input Persona [Wolf
et al., 2019]; d) decoding with our semantic constraint-based method using Concept-
Net (Constraint). We consider the variation (d) as our novel method.

Evaluation Details To evaluate the performance of our rewriting system, we uti-
lize three metrics, SARI, Sims and Simp. SARI [Xu et al., 2016b] is widely used
for paraphrasing and grammar error correction as it emphasizes differences be-
tween source and target sequences in terms of insert, keep, and delete operations.
BERTScore [Zhang et al., 2019] was proved successful in measuring the semantic
relevance of two sentences given their sentence representations by BERT. We apply
BERTScore to measure the semantic relevance i) between hypothesis and input mes-
sages (sims); and ii) between hypothesis and persona as indication of privacy leakage
(simp). Lower simp indicates better privacy protection, while higher sims means bet-
ter semantic preservation. Although BLEU [Papineni et al., 2002] is widely used in
machine translation, it does not reward removal of privacy-leaking tokens.

5.5 Experimental Results

In this section, we present our experimental results, aiming at demonstrating the
best performing methods in our study can achieve descent performance in terms of
privacy detection and rewriting with limited training data.

5.5.1 Privacy-leakage detection

Table 5.4 reports the ranking results of all methods in comparison. The large mar-
gin w.r.t. RANDOM indicates that all other methods are indeed effective in finding
privacy-leaking tokens through comparison with personas. BERT-based methods
outperform TOKEN MATCH with a wide margin. It is another evidence of demon-
strating the strengths of pre-trained BERT in terms of measuring semantic relevance.

3We use Fairseq https://github.com/pytorch/fairseq as code base for SEQ2SEQ baseline.

https://github.com/pytorch/fairseq
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Model P@1 P@3 P@5 Rprec NDCG MAP

RANDOM 0.3333 0.3800 0.3560 0.3904 0.5775 0.4923

TOKEN MATCH 0.6533 0.4400 0.3120 0.4734 0.6507 0.5649
BERT MATCH 0.7200 0.5889 0.4227 0.6864 0.7424 0.7261

MEAN (α = 0.2) 0.7200 0.5889 0.4267 0.7044 0.7427 0.7279
OPT (α = 0.2) 0.7200 0.5911 0.4267 0.7122 0.7440 0.7313
LSAP (α = 0.4) 0.7333 0.5911 0.4280 0.7156 0.7487 0.7373

Table 5.4: Experimental results of privacy leakage token detection using random
guess (RANDOM), exact token match (TOKEN MATCH), BERT MATCH, and align-
ment models (MEAN, OPT and LSAP).

Furthermore, optimizing alignments between tokens lead to further improvement, as
demonstrated by OPT and LSAP. LSAP is slightly better because it removes noise by
assuming each token is linked to at most one token in personas.

In Table 5.5, we illustrate the threshold selection process for our best detection
model, i.e., LSAP (α = 0.4). With the increase of threshold θ, precision increases
and recall decreases. Although the F1 score of the system with lower threshold θ

is higher, we find the detection system tend to mask out useful information in the
original sentence, which harms the performance in rewriting. In our system, we
target on a more reliable detection system and set θ = 0.7. Under such setting, LSAP
reaches an F-1 score of 68.57% while having a relatively high precision of 92.31% on
the valid set.

Dev Test

θ P (%) R(%) F-1(%) P(%) R(%) F-1(%)

0.40 64.62 88.79 74.80 55.60 88.94 68.46
0.50 72.73 82.12 77.14 64.49 82.06 72.22
0.60 81.12 70.00 75.15 72.56 69.29 70.89
0.70‡ 92.31 54.55 68.57 77.31 49.14 60.09
0.80 99.05 31.52 47.82 87.61 24.32 38.08

Table 5.5: The comparison of privacy detection model using various thresholds θ ∈
[0.4, 0.8]. We use precision(P), recall(R) and F-1 score for the detected sensitive tokens.

5.5.2 Privacy-Aware Rewriting

As shown in Table 5.6, SARI favors methods achieving a good trade-off between
semantic relevance to input messages and privacy leakage. Therefore, we prefer
SARI as the main metric for automatic evaluation. The overall performance of the
fine-tuned models with a specific rewriting strategy is marginally better than para-



§5.5 Experimental Results 59

phrasing baselines, especially for the models trained on OBSCURE and STEER. This
shows that, even with limited amount of training samples, fine-tuning the existing
pre-trained generation model is effective on our task. Introducing persona as in-
put to the system exaggerates the leakage of persona. We will leave the discussion
of effective privacy-preserving neural architecture in our future work. Knowledge
constraints further improves the performance for the models use original source sen-
tences, however, it has limited contributions to the models use masked messages as
input. We attribute this to the fact that Mask has already eliminated the semantic
of sensitive parts and it is hard for a generator to recover the obscured or steered
paraphrase expressions without clues to the original semantics.

DELETE OBSCURE STEER
Model SARI Sims Simp SARI Sims Simp SARI Sims Simp

COPY 17.89 0.999 0.579 23.22 0.999 0.579 23.99 0.999 0.579

SEQ2SEQ 28.00 0.492 0.438 24.33 0.544 0.476 27.01 0.582 0.481
BackTrans 30.76 0.739 0.573 25.89 0.739 0.573 27.56 0.739 0.573
BART 19.01 0.931 0.574 23.61 0.931 0.574 24.99 0.931 0.574

Src 31.03 0.927 0.581 35.68 0.885 0.576 43.88 0.899 0.583
Src+Persona - - - 35.35 0.819 0.710 40.61 0.827 0.735
Src+Constraint - - - 36.98 0.870 0.565 46.55 0.890 0.580

Mask 39.55 0.807 0.491 40.57 0.790 0.506 44.34 0.792 0.504
Mask+Persona - - - 37.55 0.774 0.695 40.66 0.778 0.711
Mask+Constraint - - - 40.69 0.791 0.506 44.22 0.792 0.503

Table 5.6: The comparison of rewriting models on DELETE, OBSCURE and STEER, using
SARI, semantic similarity (Sims) and persona similarity (Simp).

5.5.3 Knowledge Constraint Analysis

We analyze correlations between rewriting strategies and knowledge constraints on
the training set. We collect the direct neighbors of the detected sensitive tokens
in ConceptNet 5.5 [Speer et al., 2017]. We count the numbers of the tokens in the
rewriting references that also co-occur in the neighbors of privacy-leaking tokens4.
As there are more than 30 possible relations in ConceptNet, we give detailed report
in Table 5.7. The key finding is that some relations are more relevant to Obscuring,
such as IsA and CapableOf, while some other relations are more relevant to Steering,
such as Antonym and DistinctFrom. We consider the relations i) with a total of more
than 10 hits and ii) have a clear preference on a rewriting pattern (at least two times
the number of the second highest pattern). As a result, we select five relations, {IsA,
CapableO, HasPrerequisite, Desires and SimilarTo}, as constraints for Obscuring, and
four relations, {Antonym, DistinctFrom, HasProperty, and AtLocation}, as constraints
for Steering. The total hits of the selected knowledge constraint sets on rewriting

4We conduct the statistics only on train set to avoid setting biases on validation and test sets.
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patterns are reported in Table 5.8. Our strategic semantic space is strongly correlated
to corresponding rewrites by human.

In Table 5.9, we conduct knowledge constraint analysis on the results of vari-
ous system outputs, to explain and demonstrate the success of the fine-tune models
and the proposed constrained decoding method. BART and Src baselines struggles
to incorporated semantic in obscuring or steering space. The models (Src) trained
on corresponding subspace manage to capture the semantic for a specific strategy.
Incorporating the constraints to decoders almost doubles the hit counts.

5.5.4 Human Evaluation

We evaluate the quality of system outputs using, grammatical fluency (Fluency), se-
mantic relevance (Semantic) with regard to non-sensitive part of the original sen-
tence, and privacy protection level (Privacy), scaled from 0 (the worst) to 3 (the
best). Additionally, we use correct pattern rate (CPR), which calculates the rate of the
rewrites using the correct rewriting pattern. We randomly picked 80 samples from
the test set for human evaluation. More details on annotation guideline are given in
Appendix A.3.

The results are reported in Table 5.10. Overall, Md using masked inputs (Mask)
protects private information better than Md using original source inputs (Src), as
sensitive information is masked out from input, while the later one achieves the
best fluency and semantic scores, as the model uses the most information in original
sentences. The models Ms and Mo fine-tuned on STEER and OBSCURE manage to
protect privacy with acceptable semantic loss, and Ms works better on average with
regard to privacy protection score and correct pattern rate. Knowledge constraints
(KC) improves the privacy protection scores on all four settings. In particular, KC
significantly improves the CPR on OBS experiments. Surprisingly, semantic and
privacy scores improves at the same time when adding KC to the Ms, Src vs. Src+KC
and Mask vs. Mask+KC. This result further demonstrates the effectiveness of the KC
decoding method.

5.6 Summary

In this chapter, we have proposed a task of privacy-aware text rewriting on open-
domain personal information descriptions. A new dataset ODPAR with three rewrit-
ing strategies were collected for the task. We conducted intensive experiments to
show the effectiveness of detect-and-rewrite framework on the new task. We have
also proposed a strategy-specific decoding method integrating knowledge graph as
constraints to better incorporate the corresponding strategies. The work in this chap-
ter demonstrated the feasibility of protecting privacy in text via rewriting, given
open-domain textual descriptions of personal information as control signals.
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Relation Edge DELETE OBSCURE STEER Selected

RelatedTo 14 147 103 -
IsA 1 100 31 Obscuring
CapableOf 4 47 23 Obscuring
Synonym 1 29 34 -
UsedFor 0 32 20 -
Antonym 1 11 41 Steering
DistinctFrom 0 8 26 Steering
HasProperty 1 4 16 Steering
AtLocation 2 4 15 Steering
FormOf 5 9 3 -
HasPrerequisite 1 10 5 Obscuring
Desires 2 11 3 Obscuring
SimilarTo 0 11 3 Obscuring

HasA 0 7 4 -
MotivatedByGoal 2 3 2 -
ReceivesAction 0 6 2 -
DerivedFrom 0 6 0 -
MannerOf 0 4 1 -
NotDesires 0 4 1 -
HasFirstSubevent 0 1 2 -
HasLastSubevent 0 2 1 -
InstanceOf 0 3 0 -
CausesDesire 0 2 0 -
PartOf 2 0 0 -
DefinedAs 1 1 1 -
HasSubevent 1 1 0 -
Causes 1 1 1 -
HasContext 0 1 1 -
EtymologicallyDerivedFrom 0 1 0 -
NotCapableOf 0 1 0 -
genre 0 1 0 -
EtymologicallyRelatedTo 0 1 0 -

Table 5.7: Counts of words appear in both knowledge constraints and rewrites in
three rewriting subsets, DELETE, OBSCURE and STEER. The selected relation types for
the corresponding rewriting strategies are noted as Obscuring and Steering.
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Constraint Set DELETE OBSCURE STEER

Obscure train 6 152 58
Obscure dev 1 35 6

Steer train 4 17 66
Steer dev 0 6 8

Table 5.8: The number of words that appear in both knowledge constraint sets and
rewrites in corresponding datasets, DELETE, OBSCURE and STEER.

Constraint Set
Model Dataset Obscure Steer

BART Other 3 7

Md (Src) DELETE 0 0

Mo (Src) OBSCURE 40 4
Mo (Src+Constraint) OBSCURE 73∗ 8

Ms (Src) STEER 20 23
Ms (Src+Constraint) STEER 28 45∗

Table 5.9: The number of words that appear in both knowledge constraint sets, Ob-
scure and Steer and outputs of models trained on datasets, DELETE (Md), OBSCURE
(Mo), and STEER (Ms). BART is pre-trained on other large-scale out of domain (OOD)
datasets. We also compare the model with decoding enhanced by corresponding con-
straint strategy (Src + Constraint).

Model Test Set Flu. Sem. Pri. CPR(%)

Md (Src) DELETE 2.897 2.718 0.590 37.23
Md (Mask) DELETE 2.407 2.272 1.889 53.08

Mo (Src) OBSCURE 2.614 2.506 1.016 66.33
Mo (Src+KC) OBSCURE 2.667 2.497 1.099 66.38
Mo (Mask) OBSCURE 2.321 2.222 1.914 80.45
Mo (Mask+KC) OBSCURE 2.420 2.173 1.977 82.74

Ms (Src) STEER 2.341 2.183 1.524 74.37
Ms (Mask) STEER 2.439 2.246 2.118 73.90
Ms (Src+KC) STEER 2.500 2.493 1.832 76.83
Ms (Mask+KC) STEER 2.346 2.299 2.185 76.45

Table 5.10: The comparison of rewriting models fine-tuned on DELETE (Md) OBSCURE
(Mo) and STEER (Ms), using grammatical fluency(Flu.), semantic relevance(Sem.) and
privacy protection (Pri.) score and correct pattern rate (CPR).



Chapter 6

Conclusion

In this chapter, we summarize the contributions of this thesis for privacy protection
in conversations. We also present some potential research directions for future work.

6.1 Summary

This thesis aimed to solve the challenge of protecting potential privacy leakage in
conversations. In particular, we proposed the new problem and discussed its ur-
gent requirement. Then, we proposed detect-and-rewrite framework to solve this
problem. Empirically, we collected datasets and developed models for detection and
rewriting tasks, which demonstrates the feasibility of automatic privacy protection
for conversations. We summarize our contributions as:

• Proposing a new privacy protection challenge. In Chapter 1, we introduced
an emerging challenge for protecting privacy in conversations. We unveiled
the requirement to protect privacy in conversations for social media applica-
tions and digital personal assistant. To solve the new challenge, we proposed a
detect-and-rewrite framework for the new task.

• Privacy leakage detection in conversations. In Chapter 3, we discussed how
to detect the utterances with potential privacy leakage risk. We proposed a
weakly supervised learning framework to learn inference models. In particu-
lar, we collected a new dataset for detecting privacy leakage in conversations.
We also developed new models that outperforms existing alignment models.
Moreover, we observed that more advanced dialogue system tends to incor-
porate more personal information, leading to higher risk of privacy concerns,
and our models managed to detect most of them. Finally, we provided a work-
ing demo that detected the privacy leakage and reported the risky cases to the
authorized users.

• Obscuring personal attributes via rewriting. In Chapter 4, we explored how
to obscure the sensitive personal attributes in texts by rewriting. We utilized
back-translation framework and eliminated the sensitive information in the
back translate step. Adversarial training and fairness-risk measurement were
explored to train the rewriting models towards more neutralized outputs.
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• Open-domain privacy-aware rewriting. In chapter 5, we extended the rewrit-
ing setting to open-domain and discussed three plausible rewriting strategies.
In particular, we first collected a new rewriting datasets with three rewrites
given the original utterance and disclosed personal information. Then, we fine-
tuned large-scale pre-trained language models on rewriting strategies. More-
over, we observed the rewriting strategies are correlated to a semantic con-
straint space in a knowledge graph and incorporated the constraints to the
decoding algorithm. The proposed models achieved decent rewriting results
with different focuses. Users could select the preferable model with regard to
semantic preservation, privacy protection and grammatical fluency.

6.2 Discussion and Future Work

While this thesis provides a comprehensive solution to privacy protection in conver-
sations, the security and ethical issues of machine learning models, such as language
generation models, start to attract more and more attentions from both research com-
munity and our society. We consider the following future work which may further
benefit the related researches:

• More generalized privacy protection. This thesis assumes that the personal
information that requires preservation is given. However, in some cases, the
security service providers may not have the access to users’ sensitive personal
information. Herein, we may explore a more general system, which can detect
and rewrite the sensitive information based on commonsense knowledge or
meta-settings encoded in the models.

• More personalized privacy protection. Users with diverse backgrounds may
have different requirements for privacy protection. Even for the information
with exactly the same description, some people may consider them sensitive
while others may not. Therefore, a personalized privacy protection system is
necessary. This problem may be solved by using cold-start recommendation
systems Schein et al. [2002] that generate or retrieve the sensitive personal in-
formation based on some initial questions or setups given by the users.

• Integrating rewriting modules to real-world applications. In Section 3.7, we
demonstrated a real-world application for privacy leakage detection. This ap-
plication requires the authorized users not automatic models to modify the
utterances. In current stage, human users may take the most responsibility to
protect their privacy in conversations, as human is still more reliable than ma-
chine learning models with regard to generation tasks. In future, with more
conversations conducted by automated machine or digital personal assistant,
there will be emergent requirements for privacy-aware text rewriting for those
automatically generated utterances. Furthermore, we may incorporate the pri-
vacy protection module to in existing language generation systems.
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Appendix

Figure A.1: Task screenshot for utterance-persona alignment annotation.

A.1 Details for PERSONA-LEAKAGE Collection

Starting from test set of PERSONA, our dataset basically tops up two annotations on
test sets, alignment annotations on utterance-persona pairs and sensitivity annota-
tions on all personal information statements. For both parts, we use Amazon Me-
chanical Turk (MTurk)1 for crowdsourcing. We only accept results from the qualified
annotators that i) have more than 90% HIT acceptance rate, ii) have finished more
than 100 HITs, iii) locate in America. For further quality control, we reject 2.1% and
2.0% unreliable HITs for alignment annotation and sensitivity annotation respec-
tively by automatically rejecting HITs that are i) not completed or ii) inconsistent in
answers.

1https://requester.mturk.com/
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Figure A.2: Task screenshot for personal information sensitivity annotation.

For alignment annotations, annotators were instructed to “find the personal descrip-
tions leaked in a conversation” by “select if the sentence indicates any of the provided personal
descriptions or none of them”, see task screenshot in Figure A.1.

For sensitivity annotations, annotators were instructed to “give advice to a friend
who belongs to a vulnerable group”, see task screenshot in Figure A.2. Sensitive infor-
mation is defined as the one that “your friend rather not let strangers know”.

• Sensitive: In most cases, your friend would rather not to tell a stranger such
information. Otherwise it will do more harm than good if the information is
utilized by malicious people.

• Non-sensitive: In most cases, it is safe for your friend to share such informa-
tion with strangers.

A.2 Sensitive Attribute Classifier

We list the top 20 weighted words for each sensitive attribute classifier. Top weighted
features for AAE are full of bully and sexism words, which are not appropriate to be
demonstrated in the thesis.

A.3 Linguistic Quality Annotation

In this section, we demonstrate the questions that test the linguistic quality of the
rewrites. The questions and annotation guidelines are listed follow,
Q1: How is the grammaticality and fluency of the rewritten sentence?

• 3: No grammatical error.
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Model Top Weighted Words

Gender husband, boyfriend, yummy, cute, hubby, lovely, BF, fabulous, gorgeous,
(Female) delish, beautiful, love, salon, loved, massage, gross, spa, adorable, we, soooo

Gender wife, girlfriend, buddy, gf, notch, solid, value, beers, excellent, outstanding,
(Male) steaks, desert, ribeye, dude, brisket, beer, average, bucks, damn, guys

Politic thank, Bernie, Warren, amy, Elizabeth, trump, democratic, al, Hillary, Booker,
(Democratic) women, Sanders, patty, violence, drugs, schumer, debbie, Minnesota, Cory, democrats

Politic Obama, McCain, rand, mia, Paul, conservative, obamacare, rubio, sir, praying,
(Republican) constitution, god, gowdy, Marco, trey, tax, republican, tom, spending, Devos
Race ’re, haha, guys, seriously, hahaha, perfect, excited, 30, such, makes,
(SAE) Haha, does, someone, are, sucks, awesome, literally, snapchat, actually, everyone

Table A.1: Top weighted words of sensitive attribute classifiers.

• 2: Minor grammatical errors that do not affect understanding.

• 1: Hard to derive the meaning but still a human language in English.

• 0: Empty sentence or not English.

Q2: How is the semantic relevance of the rewritten sentence to the non-sensitive part
of the original sentence?

• 3: Accurately preserves the meaning of the original sentence.

• 2: Basically the same meaning but does not cover some minor content.

• 1: Has a minor resemblance to the meaning of the original sentence, however,
it is also misleading.

• 0: Empty sentence or does not reflect the meaning of the original sentence at
all.

Q3: How is the privacy protection degree of the rewritten sentence?

• 3: The provided personal information cannot be inferred by the rewritten sen-
tence at all.

• 2: Hard to derive the personal information, but rewrite is weakly associated to
the personal information.

• 1: Part of the personal information can be inferred from the rewritten sentence.

• 0: The personal information is fully contained in the rewritten sentence, directly
or through paraphrasing.

Q4: Do you recognize the rewrite follows the correct pattern? Options: [Yes] or
[No].
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