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Abstract: Digitally enhanced heterodyne interferometry (DEHI) combines the sub-wavelength
displacementmeasurements of conventional laser interferometrywith themultiplexing capabilities
of spread-spectrum modulation techniques to discriminate between multiple electric fields at a
single photodetector. Technologies that benefit from DEHI include optical phased arrays, which
require the simultaneous phase measurement of a large number of electric fields. A consequence
of measuring the phase of multiple electric fields is the introduction of crosstalk, which can
degrade measurement precision. This work analytically and experimentally investigates the
crosstalk when using DEHI to measure the phase of an arbitrarily large number of electric
fields at a single photodetector. Also considered is the practical limit the dynamic range of the
photodetector and shot noise imposes on the number of electric fields that can be discriminated.
We describe how to minimize crosstalk by design. Experimental results demonstrate up to 55
dB suppression of crosstalk between two electric fields with a phase measurement bandwidth
of 20 kHz and 1-10 pm/

√
Hz displacement sensitivity for audio frequencies. Additionally,

we demonstrate scaling of crosstalk proportional to the square-root of the number of electric
fields when using an M-sequence modulation. Based on this analysis, we estimate that digitally
enhanced heterodyne interferometry should be capable of measuring the phase of several hundreds
of electric fields at a single photodetector while maintaining the same measurement bandwidth.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Digitally enhanced interferometry enables the discrimination of multiple interferometric signals
at a single photodetector without sacrificing the sub-wavelength sensitivity of conventional
laser interferometry [1]. The technique works by encoding an optical carrier with a known
pseudo-random binary sequence (PRBS), allowing isolation of signals based on the correlation
properties of the PRBS. Similar spread-spectrum techniques have been applied for some time in
radio communications [2] and more recently in optical communications [3] (OCDMA) as well as
for ranging (e.g. in GPS). In Digitally Enhanced Heterodyne Interferometry (DEHI), the use of
pseudo-random sequences is combined with heterodyne interferometry to achieve simultaneous
high precision measurements of optical phase.
Combining signal multiplexing techniques and precision displacement metrology through

interferometry has enabled the development of a range of multi-point sensors. In particular,
this has benefitted optical phased arrays (OPA), which lock the phase of multiple optical fields
for controlled coherent beam combination. Techniques to enable the multiplexing of optical
phase measurements developed for OPAs include multi-dither [4–8], single-dither [9,10], the
code division multiplexing based DEHI and hybrid systems combining multiple methods [11,12].
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Multiple-frequency dithering works by modulating the phase of each emitter with a unique low
modulation depth radio-frequency. This allows the relative phase of emitter-pairs to be isolated via
coherent demodulation. A leading example of multiple-frequency dithering is Locking of Optical
Coherence by Single-detector Electronic frequency Tagging (LOCSET) [4]. Single-dither rapidly
alternates the dither between each emitter, analogous to a form of time-division multiplexing.
A key benefit of DEHI is the use of auto-correlating PRBS such as M-sequences enables the

isolation of optical fields based on time-of-flight. Separating signals based on time-of-flight can
suppress unwanted inline reflections that can occur in fiber systems or reflections from the far-field
in the case of an OPA. It should be noted that range-resolved interferometric measurements
have also been processed using a sinusoidal frequency modulation [13]. For a given application,
M-sequences could also be exchanged with a sequence with different cross- and auto-correlation
properties such as those studied and employed in radio-frequency communications [14].

Variations of DEHI have found applications in multiplexed optical displacement measurements
for satellite interferometry and audio sensing [15,16], optical fiber frequency references [17],
optical frequency domain reflectometry [18], 2D wavefront sensing [19], and optical phased
arrays [20,21]. The technique can also be useful in applications that benefit from the rejection of
unwanted in-line reflections or Rayleigh scattering [22].

Similar to radio-frequency CDMA (code division multiple access), crosstalk is dependent on
the number of signals and can degrade the quality of the measurement [23]. The term crosstalk
is used in this work to describe any contribution to the desired phase measurement from signals
other than the one targeted. Crosstalk is of particular relevance to applications which require a
large number of signals such as OPAs or those which involve signals with asymmetric power
ratios such as satellite interferometry.

In this paper, the influence of crosstalk when using Digitally Enhanced Heterodyne Interferom-
etry to measure the phase of optical fields is explored. In Section 2, an analytical representation of
crosstalk is presented, exploring its dependence on the quantity, magnitude and relative phase of
input optical fields. In Section 3, an experimental implementation of DEHI is used to investigate
practical effects and parameter choices which significantly influence crosstalk, particularly when
scaling to more channels. This includes misaligned chip transitions, bandwidth limitations for
PRBS modulation, choice of heterodyne frequency, crosstalk frequency, relative phase between
multiple suppressed channels and the large potential contribution from homodyne components
of the signal. Section 4 discusses the expected performance and limitations when scaling to
hundreds or more channels.

2. Origin of crosstalk

2.1. Electric fields

The structure of a DEHI setup in the form of a fiber Mach-Zehnder interferometer, able to
measure multiple optical paths, is shown in Fig. 1. Light is separated into two arms with
a beamsplitter. One arm, designated the local oscillator (LO), is frequency-shifted using an
acousto-optic modulator (AOM). The other arm, designated the signal arm, can vary depending
on the required application. The common features required in a signal arm is the generation
of multiple electric fields, each with a different delay (or different sequence) of phase encoded
PRBS. Each optical path with a differently delayed PRBS is referred to as a channel. The signal
arm configuration shown in Fig. 1 generates each channel using different fiber delays, however
the technique is equally compatible with a signal arm that has an individual phase modulator in
each channel or multiple free-space reflections. Generating different delays by adding physical
fiber lengths will increase fiber phase noise as well as laser frequency noise, which can be
avoided by using individual phase modulators with path-length matched arms (as used in the
later experiment).
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Fig. 1. Layout of an optical setup and key signal processing steps for a N-channel optical
phase sensor using DEHI. Each step: 2.1, 2.2, 2.3, 2.4, 2.5 and 2.6 correspond to the electric
fields interference, signal detection, PRBS decoding, Quadrature demodulation (using
numerically controlled oscillator (NCO), Signal filtering/decimation and Phase readout
sections. The signal arm shown (highlighted by the red box), separates channels based on
fiber delays.

The electric field at the photodetector is the sum of the local oscillator field and all of the
signal fields:

EPD = ELOei(ωLOt+φLO) +

N∑
n=1

Enei(ωnt+φn+βc(t−τn)) (1)

The first term in Eqn. 1 represents the electric field of the frequency shifted local oscillator (LO)
with amplitude ELO, angular frequency ωLO, and optical phase φLO. The second term represents
the summation of N PRBS-encoded electric fields originating from the signal arm with amplitude
En, frequency ωn, optical phase φn, and PRBS βc(t− τn). A heterodyne frequency, ωhet is defined
as ωLO − ωn. For the PRBS, β represents the modulation depth, τn represents the delay of each
sequence relative to a reference at the detector and c(t) ∈ [0, 1] is the pseudo-random sequence.
For brevity, c(t − τn) is represented by cn. Amplitudes are defined at the photodetector which are
attenuated compared to the electric fields within the arms prior to recombination. The following
signal processing steps isolate and measure the optical phase from a single channel, φi.

2.2. Signal detection

A photodetector converts the interfering electric fields into a measurable voltage signal propor-
tional to sPD = EPDE

∗
PD. This photodetector signal is converted to a discrete-time waveform

using a single analog-to-digital converter (ADC) with sampling rate, fs. The conversion from
Watts to Volts is accounted for by a change of variable, i.e. ELO → ALO. The digitized signal can
be expressed as the sum of three components.

sPD = sDC + shet + shom (2)

The first components are DC terms, sDC shown in Eqn. 3a. In practice, the DC component can
limit the dynamic range of the ADC and can be removed using a high-pass filter or AC-coupled
photodetector. The remaining components are a collection of beatnotes from the interference of
each field with every other field. The second components are the heterodyne beatnotes from the
interference of the local oscillator and each signal arm electric field, shet in Eqn. 3b. The third
components are the homodyne beatnotes originating from the interference of each channel with
each other channel from the signal arm, shom in Eqn. 3c.

sDC = A2
LO +

N∑
n=1

A2
n (3a)
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shet =
N∑
n=1

2ALOAn cos (ωhett + φLO − φn − βc(t − τn)) (3b)

shom =
N−1∑
m=1

N−m∑
n=1

2AnAn+m cos ((φn − φn+m) + βc(t − τn) − βc(t − τn+m)) (3c)

Each of the beatnotes can be described as a combination of encoded and unencoded components
weighted by the modulation depth:

cos (φ + βc(t − τ)) = sin
(
β

2

)
sin

(
φ +

β

2

)
p(t − τ)︸                              ︷︷                              ︸

Encoded Component

+ cos
(
β

2

)
cos

(
φ +

β

2

)
︸                     ︷︷                     ︸

Unencoded Component

(4)

Where p(t) is the bipolar version of the sequence according to: p(t) = 1 − 2c(t) ∈ [1,−1].

2.3. PRBS decoding

The total waveform, sPD, is multiplied with a time delayed version of the PRBS matching the
delay of a single heterodyne beatnote, τi. This decodes the beatnote containing φLO − φi and
re-encodes all others. The multiplication of two M-sequences is given by [24]:

p(t − τi) · p(t − τj) =

{
1 if i = j : Correctly Decoded
p(t − τk) if i , j : Incorrectly Decoded

(5)

Where τi, τj and τk are three different delays applied to the same sequence. The intrinsic
range-gate enabled by the sequence in fiber, dmin is governed by the frequency of transitions
between bits of the sequence referred to as the chip frequency, fchip. This is given by:

dmin =
c

nfiberfchip
(6)

Where nfiber is the refractive index of the fiber. Additional noteworthy parameters relating to
the PRBS referred to in this work are the codelength, L which is the non-repeating length of the
sequence (in chips) and the code frequency, fcode =

fchip
L which is the repetition rate of the entire

code (in Hz).

2.4. Quadrature demodulation

The phase of the correctly decoded heterodyne beatnote is extracted using a phase measurement
algorithm such as Quadrature demodulation which performs an arctangent on the In-Phase and
Quadrature components of a signal at a given heterodyne frequency. For applications requiring
low latency phase measurements, a phase-locked loop system can be used [25,26]. The first stage
in generating In-phase and Quadrature components of the decoded heterodyne beatnote is to
digitally duplicate the decoded ensemble, then mix with 90 degree phase shifted numerically
controlled oscillators at the heterodyne frequency. This generates the mixed signals, MI and MQ

MI = sPDpi sin (ωhett + φNCO) (7a)

MQ = sPDpi cos (ωhett + φNCO) (7b)

This operation generates two components for each of the beatnotes present (including those
incorrectly decoded and originating from homodyne interference between signal arm fields).
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One is downshifted in frequency by ωhet and another upshifted in frequency by ωhet. Each signal
present after Quadrature demodulation has the common form shown in Eqn. 8.

A sin (ωt + φ(t))P (8)

Where, A is the amplitude of the signal, ω is the frequency of the signal, φ(t) is the phase of
the signal, and P represents the multiplication of PRBS present for each signal. A summary
of the number and parameters of signals contributing toMQ is given in Table 1. These signals
are categorized and given a descriptor based on their origin. shet and shom refer to whether the
signal originated from the interference between the local oscillator and signal fields or between
signal fields and signal fields. The arrows refer to whether they are the downshifted or upshifted
components and the asterisk (∗) denotes the correctly decoded signal. The MI version of the
signal can be described by applying a 90 degree phase shift to each listed signal.

Table 1. Parameters for each signal comprising MQ . The first row contains the correctly decoded
signal and the remaining rows are the signals contributing to crosstalk

It should be noted that Table 1 corresponds to the modulated component of each signal and it is
assumed that each signal arm has the same modulation depth, β. The unmodulated components
present with a reduced modulation depth could be described using the weighting and phase
shifted described in Eqn. 4.

2.5. Signal filtering and decimation

A low pass filter (LPF) is required to attenuate all except the first row of Table 1, which is possible
since all other signals have either ω , 0, or are still encoded with a PRBS. However, the wide
frequency range of PRBS encoded signals means extra consideration needs to be given to their
filtering compared to a single high frequency harmonic.

In the frequency domain, the power of each incorrectly decoded signal is spread by the convo-
lution with the PRBS. The resultant spectra consists of periodic harmonics with an approximately
sinc amplitude envelope, with each PRBS harmonic carrying the spectral characteristics of the
incorrectly decoded signal’s optical phase, φn(t). This envelope has nulls at the chip frequency,
fchip and is centred at the frequency corresponding to the ω column of Table 1 for each signal.
The harmonics occur at integer multiples of fcode. The frequency spectrum of a PRBS encoded
signal, mathematically described by Eqn. 8, using an M-sequence 15 chips in length is shown in
Fig. 2(a).
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Fig. 2. a) Frequency spectrum of a signal encoded with 15 chip length PRBS and b)
Magnitude Response of a 2nd order CIC filter with decimation set to the period of the PRBS.
When the filter decimation is set to the code frequency, the spacing of filter nulls matches
PRBS harmonic spacing.

Moving average low pass filters with decimation, such as a Cascaded Integrating Comb (CIC)
filter or a "Sum and Dump" filter, have properties convenient for removing these types of signals.
Namely, the filters have periodic nulls which can be aligned to the position of the PRBS harmonics
in addition to a roll-off at high frequencies. The gain profile of a CIC filter is shown in Fig. 2(b).
Aligning the spacing of the filter nulls to the PRBS harmonics to remove the high frequency

harmonics is achieved by setting the filter decimation, R, to the number of digital samples in a
complete period of the code, given in Eqn. 9, where L is the previously defined codelength and
fs
fchip is the number of digital samples per chip.

R = L
fs
fchip

(9)

Quantitatively, the magnitude response of a CIC filter of order M, acting on a sine wave at
frequency, f , can be approximated by Eqn. 10.

HCIC:Mth(f ) u
©­« fs
πf

√
sin2

(
πRf
fs

)ª®¬
M

(10)

An important property for these filters is the reduction in sampling rate by a factor equal to the
decimation which decides the bandwidth of the phase measurement. The condition in Eqn. 9
results in a decimated rate of fcode and a measurement bandwidth half of this given by:

Measurement Bandwidth =
fs
2R
=

1
2
fcode =

1
2
fchip
L

(Hz) (11)

In general, the crosstalk is from the remnant of each PRBS encoded signal after filtering which
will be a harmonic in the measurement band with potential contributions from higher frequency
harmonics aliasing into the measurement band. The magnitude of this quantity is represented by
η. For an ideal signal, setting the heterodyne frequency equal to the chip frequency will cause the
null of the PRBS spectra to be shifted to the measurement band for the shet ↑ and shom crosstalk
signals. In this case, the only remaining crosstalk would be from shet ↓ signals, having magnitude
equal to 1/L - matching the autocorrelation property of M-sequences. The frequency spectra
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of the crosstalk in each frequency regime are displayed in Fig. 3. Whether this is practically
achievable is explored in the following sections.

Fig. 3. Frequency spectra around DC representing the three categories of crosstalk signals
when the heterodyne frequency is equal to the chip frequency and a 4-bit PRBS. This results
in a PRBS spectrum null centred in the shaded measurement band for the shet ↑ and shom
signals which should remove crosstalk from these signals. The harmonic in the measurement
band for shet ↓ signals is equal to 1/L which is the DC average of an M-sequence PRBS.

In addition to altering the amplitude of the signal, there may be a phase shift of the filtered
signal originating from the combined phase of the contributing PRBS harmonics and the CIC
filter, denoted by, φpn . For the DC harmonic of the PRBS, φpn = π due to having one more −1
than 1 in the M-sequence.

2.6. Phase readout

The final stage of the phase measurement performs an arctangent operation on the filtered In-Phase
and Quadrature signals, denoting the filtered versions by I and Q. The phase corresponding
to the shet ↓ signals when decoding channel i is given in Eqn. 12 using the substitutions,
Φi = φLO − φi −

βi
2 − φNCO and Φn = φLO − φn −

βn
2 − φNCO + φpn . This subset of crosstalk

signals are included as they potentially have the largest residual. If other crosstalk signals are not
sufficiently suppressed they would also need to be added.

Φ = tan−1
(
Q
I

)
= tan−1

(
LALOAi sin (Φi) + ALO

∑N
n=1;n,i Anηn sin (Φn)

LALOAi cos (Φi) + ALO
∑N

n=1;n,i Anηn cos (Φn)

) (12)

Where ηn is the suppression factor from low pass filtering the PRBS encoded signals. To better
evaluate how the suppressed phase signals contribute to the targeted phase signal, a shared phase
rotation of all signals by Φi allows the targeted phase to be separated in the form:

Φ = Φi + tan−1
( ∑N−1

n=1,n,i
ηn
L

An
Ai

sin
(
φi(t) − φn(t) + φpn

)
1 +

∑N−1
n=1,n,i

ηn
L

An
Ai

cos
(
φi(t) − φn(t) + φpn

) ) (13)

Further simplification can be achieved using that when ηΣ:DC
L

An
Ai
� 1, the +1 dominates the

denominator followed by the small angle approximation for arctangent.

Φ = Φi +

N−1∑
n=1,n,i

ηn
L
An

Ai
sin

(
φi(t) − φn(t) + φpn

)
(14)
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The crosstalk will be dependent on the phase difference between the correctly decoded signal
and the incorrectly decoded signal as well as their relative amplitudes. The form the crosstalk
takes is analogous to the way parasitic interference from scattered light can influence a phase
measurement in conventional interferometry. This has been of particular relevance in ground
based gravitational wave detectors [27]. The dependence on relative amplitude may be important
for some applications, particularly where a low power signal is to be isolated from a high power
signal as may be the case for free space optical communication applications.

2.6.1. Phase modulated tone

In order to have a controlled phase signal when measuring crosstalk, all channels except channel
1 are phase modulated with a tone in the following experiment. A reduced amplitude version of
these tones should then bemeasurable in the phase of channel 1. This requires a slight modification
to the expression for the expected phase signal in the form of: φn(t)′→ φn + ξ sin

(
ωξ t + φξ ,n

)
where φn(t) is the "naturally" fluctuating optical phase, ωξ is the frequency of the tone, ξ is the
modulation depth of the tone and φξ ,n is the phase of the injected tone in channel n.

The specific figure of merit for crosstalk is the measured ratio between the phase tone magnitude
in channel 1, ξ̄1 compared to tone magnitude in channels directly modulated, ξ̄2. These can be
measured simultaneously by splitting the ADC signal then decoding one version with p(t − τ1)
and the other with p(t − τ2). Using full PRBS modulation depth (β = π), the expected measured
phase for these two decoding operations are:

Φ1 = φLO − φ1 −
π

2
+

N∑
n=1;n,1

ηn
L
An

A1
sin

(
φ1 − φn − ξ sin (ωξ t + φξ ,n) + φpn

)
(15a)

Φ2 = φLO − φ2 − ξ sin (ωξ t + φξ ,2) −
π

2
+

N∑
n=1;n,2

ηn
L
An

A2
sin

(
φ2 + ξ sin (ωξ t + φξ ,n) − φn + φpn

)
(15b)

The incorrectly decoded component of each signal (those weighted by η) will have harmonics
at multiples of the tone frequency. The amplitude of these harmonics are given by Bessel
functions of the first kind and can be expanded using the identity:

sin (ξ sin (ωt + φ)) = 2
∞∑
n=1

J2n−1 (ξ) sin ((2n − 1)(ωt + φ)) (16)

Using this identity, the amplitude of the phase signals at ωξ (the J1 components) for each phase
measurement, ξ̄1 and ξ̄2 can be isolated and the ratio for suppression of crosstalk calculated. This
uses that when ξ is small, 2J1(ξ)/ξ ≈ 1.

ξ̄1

ξ̄2
=
−

∑N
n=1;n,1

ηn
L

An
A1

cos
(
φ1(t) − φn(t) + φpn

)
2J1(ξ)

ξ +
∑N

n=1;n,1
ηn
L

An
A2

cos
(
φ2(t) − φn(t) + φpn

)
2J1(ξ)

u
N∑

n=1;n,1

ηn
L
An

A1
cos

(
φ1(t) − φn(t) + φpn

) (17)

For two channels, provided the injected tone is the dominant signal source at the tone frequency,
the expected crosstalk suppression ratio for this experiment is:

ξ̄1

ξ̄2
u
η2
L
A2
A1

cos
(
φ1(t) − φ2(t) + φp2

)
(18)

In the experimental system presented in this work, no feedback is applied to stabilize the optical
phase difference. This should result in a randomly distributed optical phase difference that with
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sufficient averaging, will cause the absolute value of the term; cos
(
φ1(t) − φ2(t) + φp2

)
to average

to approximately 0.6366.
For systems with more than two channels, the phase difference between the injected tones, φξ ,n

will affect the addition of each signal contributing to crosstalk. That is, whether the incorrectly
decoded signals add constructively or destructively at the tone frequency. If the phase of each
channel at a given frequency is uncorrelated, the amplitude of the incorrectly decoded signals
should be added in quadrature.

3. Practical suppression of DEHI crosstalk

An experimental DEHI system was setup to investigate the crosstalk from suppressed channels
into a targeted channel’s phase measurement. There are three stages of the experiment. Firstly, to
characterize the difference between the analytically described "ideal" PRBS encoded signal and
an experimental PRBS encoded fiber based signal. Secondly, to measure the crosstalk from a
single suppressed channel and explore parameters on which this crosstalk depends. Finally, to
measure the scaling of crosstalk as the number of channels added to the signal arm increases.
Numerical simulation accompanies the experimental results as needed for isolating individual
effects.

3.1. Setup

The layout of the experimental DEHI tests is shown in Fig. 4. Different configurations of the
signal arm are implemented to test different effects. The first configuration is used for the
characterization of the PRBS modulation. The second configuration measures the crosstalk
between two channels. The final configuration iteratively adds four more channels to the signal
arm to investigate the scaling of crosstalk.
In the optical section of this setup, an Nd:YAG non-planar ring oscillator laser operating at

1064 nm was split into local oscillator and signal arms using a free space polarizing beam splitter.
The beam in both paths was passed through a half waveplate and polarizing beam splitter to
control the power in the local oscillator and signal arm. The optical power at the photodetector
from the local oscillator was 10 µW, and 1 µW from channel 1. The local oscillator to signal
arm power ratio was skewed towards to the local oscillator to reduce the magnitude of the shom
terms. The overall power level was limited by saturation of the photodetector when all channels
were present in the signal arm.

Each beam was then double passed through an acousto-optic modulator (AOM), generating a
controllable heterodyne frequency, ωhet

2π = fhet = 2
(
fLO − fsig

)
. The double pass was performed

using a "cat’s eye" retro-reflector setup to increase range of heterodyne frequencies. A quarter
waveplate is included in the retro-reflected path to cause the reflected beam to exit from reflection
port of the beam splitter. Both arms were launched into polarization maintaining fiber (PM980).
Once in fiber, the local oscillator was left unmodified until recombination with the signal arm.
The composition of the signal arm varies depending on the targeted measurement, with each
signal arm configuration described as it arises. However in general, delayed PRBS are directly
modulated onto each channel rather than using delay lines. The PRBS was an M-sequence
with fchip = 20 MHz (chip frequency) generated on an FPGA using a linear feedback shift
register (LFSR) with k bits, corresponding to a sequence length of L = 2k−1 chips. As such, the
codelength can also be described in terms of these bits, e.g. a 6-bit code has L = 63.
The optical fields from the local oscillator and signal arms were recombined and passed

through a variable fiber attenuator before incidence on an Newport 1811-FC InGaAs AC-coupled
photodetector with a 125 MHz bandwidth. The analog electronic signal from the photodetector
was digitized with a 16-bit analog-to-digital converter, sampling with fs = 80 MHz. The
digitized signal was processed using an NI-7854R Field Programmable Gate Array (FPGA). This
FPGA also generated the voltage signals sent to the EOMs for the phase tone and individually
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Fig. 4. The experimental heterodyneMach-Zehnder interferometer used for the investigation
of crosstalk when multiplexing optical phase signals using DEHI. Three different signal arm
configurations are outlined, used for different measurements.

delayed PRBS using the 1 MS/s analog outs and digital outs with a 12.5 ns minimum pulse
(80 MHz) respectively. As the encoding and decoding PRBS are both generated on the same
FPGA, they are intrinsically phase-locked, while the signal generator used to seed the AOM
was phase-locked using the equipment’s 10 MHz reference clock. The PRBS decoding and
Quadrature demodulation (including filtering) signal processing was performed on the FPGA.
This generated the In-phase and Quadrature data at the code frequency, fcode which varied
with different codelengths, up to ≈ 150 kHz. The In-phase and Quadrature data was saved by
transferring the data to a CPU sharing a chassis with a hard drive. Once saved, the phase was
calculated using an arctangent followed by a phase unwrapping algorithm in post-processing.

3.2. PRBS modulation characterization

3.2.1. PRBS modulation bandwidth

Unlike the analytically described system, the experimental generation andmodulation of the PRBS
is subject to the finite bandwidth of the equipment, primarily the digital outs, electronic amplifiers
and electro-optic modulators, previously suspected of reducing the achievable range-gate [28].
To check the generation of the PRBS and implications of finite bandwidth on the achievable
crosstalk suppression, a time domain recording of the electronic PRBS signal prior to the EOM
and power spectrum measurement of the encoded optical beat-note are shown in Fig. 5. A
relatively short (6-bit) sequence was used in order to clearly identify individual harmonics.
The time domain plot of the PRBS voltage signal before the EOM shows the varying bit

transition spacing for a 20 MHz chip frequency code (minimum of 50 ns), with overshoots at
the bit transitions characteristic of low pass filtering. Any impedance mismatch between the
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Fig. 5. Bandwidth effects on an experimental PRBS modulation generated by the FPGA’s
digital outputs. a) A time domain measurement of the 20 MHz PRBS voltage signal applied
to the electro-optic modulators showing the chip transition overshoots characteristic of
bandwidth limitations. b) A section of the power spectrum of the PRBS encoded optical
heterodyne beatnote measured on the photodetector showing a spike positioned at fhet + fchip
not present in the simulated frequency spectrum of a "pristine" PRBS (e.g. Figure 2).

digital source and EOMs could also result in reflections of the electronic PRBS signal producing
a similar, compounding effect.

Once encoded onto the beatnote, the characteristic spread spectra shape is apparent, however
there is a significant harmonic at 40 MHz in place of the desired spectrum null. Addition spikes
were positioned at multiples of the chip frequency centred around the heterodyne frequency,
mathematically described by: nfchip ±

(
fchip − fhet

)
. The location of these spikes is particularly

relevant to the suppression of the crosstalk signals shom and shet ↑ which relied on the null of
the PRBS spectra for their suppression. Additionally, because this effect is dependent on chip
transitions (rather than the overall code length), the amplitude of the spikes can’t be reduced by
increasing codelength. It is not known whether the ≈4 MHz ripple on the overall spectra was
caused by filtering of the PRBS or a result of the frequency spectrum calculation settings across
the broad band.
In regard to minimizing imperfect PRBS modulation, removing reflections in the electronics

from an impedance mismatch can be achieved by changing the electronic setup (or adding in
line attenuators). However, bandwidth limits can be difficult to avoid in practice, particularly
when operating at high speeds. Reducing the impact bandwidth limits are expected to have on
crosstalk could be achieved by reducing the chip frequency (at the cost of a reduced measurement
bandwidth) or through the use of improved electronics. Another change to partially mitigate this
effect is to shift the heterodyne frequency by fcode, such that fhet = fchip − fcode. The spikes for the
shet ↑ signals should then end up in one of the LPF nulls and the smaller adjacent harmonics will
appear in the measurement band. In this work, it is believed that the digital outs on the FPGA are
the bandwidth limiting component.

3.2.2. Digital samples per chip

We now consider the number of digital samples per chip of the PRBS and how it affects the
aliasing of the entire spectra after digitally sampling the photodetector signal. Figure 6 shows a
simulated frequency spectra of digitally sampled shifted PRBS signals for the shom and shet ↑
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components of the crosstalk with four, two and one samples per chip. The specific versions
plotted have set fhet = fchip.

Fig. 6. Simulated frequency spectra of PRBS encoded sinusoids representing of shom (left)
and shet ↑ (right) signals with four, two and one samples per chip (SPC). With a reduced
number of samples per chip, the spectra loses the characteristic sinc shape as well as the null
centred at DC.

When digitally sampled such that there are four samples per chips, the overall PRBS shape
is maintained for both cases, reproducing the null in the measurement bandwidth required for
maximum crosstalk suppression. With two samples per chip, the higher frequency harmonics
in the shet ↑ case alias such that there is a non-zero harmonic in the measurement band. In the
single sample per chip case, this occurs for both shet ↑ and shom signals. As a result, the non zero
harmonics in the measurement band for these signals will be expected to increase crosstalk when
having less than four samples per chip. Increasing the number of samples per chip by decreasing
the chip frequency has a trade-off in the form of a larger range gate which limits the ability to
resolve signals with similar delays.

3.2.3. Subchip delays

Ideally, the relative delay of the digitally sampled input signal’s PRBS and the digital PRBS
used for decoding would be restricted to an integer numbers of chips. Experimentally however,
different optical pathlengths and electronic delays may result in fractional offsets, referred to as
subchip delays. A visualization of integer chip aligned and subchip offset PRBS multiplication is
shown in Fig. 7 for a subsection of an M-sequence to illustrate this effect.

When the two PRBS signals are delayed by an integer number of chips, the result is a differently
delayed version of the sequence with the same sampling properties. When one PRBS is offset by a
fractional delay, the product of the PRBS can be considered as the combination of two adjacently
delayed M-sequences, with different sampling frequencies. Each of these PRBS components
may not be getting sufficiently sampled, i.e. there are less than four samples per chip.
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Fig. 7. Multiplication of two differently delayed PRBS. a) Aligned chip transitions where
the PRBS are separated by an integer chip delay (τchip), producing another PRBS with the
same chip frequency. b) Mis-aligned chip transitions where the two PRBS are separated by
a fractional delay, resulting in the appearance of shorter, higher frequency chips.

The potential impact of mis-aligned chip transitions can be observed based on the spectra
of the signal in the frequency domain. The frequency spectrum of the signal resulting from
multiplications of PRBS separated by subchips were simulated and are shown in Fig. 8.

Fig. 8. Simulated frequency spectra of the product of subchip delayed decoding PRBS with
four samples per chip. a) Two PRBS are separated by integer chip delays producing the ideal
spectrum. b) Two PRBS separated by a fractional delay. This changes the height of many of
the PRBS harmonics which could cause a varying amount of crosstalk for configurations
where fhet is not equal to the chip frequency. c) Two PRBS separated by less than a chip
displays a combination of a decoded signal (large spike at DC) and a spread spectrum (across
the entire frequency range). There are also spikes at multiples of the chip frequency which
could reduce suppression of shet ↑ if fhet = fchip. d) Shows the same PRBS but modulating a
signal at twice the chip frequency (representing shet ↑) which shows a spike positioned in
the measurement band.

As a reference, the first case shows the frequency spectrum of the product of PRBS separated
by an exact number of chips, p(t)p(t − 2[chip]) which has the same properties as the original
PRBS spectra. In the second case, p(t)p(t − 2.125[chip]), the height of each PRBS harmonics is
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altered in comparison to the ideal spectra. This can be explained by considering that harmonics
of both the differently delayed components may change in magnitude and phase, phase due to the
delay change and magnitude due to aliasing. When the components of the signal are combined,
these two effects result in less consistent height of the multiplied signals PRBS harmonics.

The changing of PRBS harmonic size resulting from different subchip delays is relevant to the
shom and shet ↑ crosstalk signals, as the PRBS harmonic in the measurement band for these signals
will vary in amplitude, changing the crosstalk contribution. It is potentially more significant for
the shom signals that have an additional consecutive multiplication of PRBS.
The third and fourth cases are representative of a slight misalignment of the decoding PRBS

for the "correctly decoded signals", shet ↓ ∗ and shet ↑ ∗ respectively. The large signal around DC
is the correctly decoded signal. The flat, lower amplitude harmonics across the whole spectra
are from the incorrectly decoded component of the signal. There are also however, additional
components of the signal at harmonics of the chip frequency. This is a potential issue for the
suppression of the shet ↑ ∗ signal shown in the fourth case which now has a non-zero harmonic in
the measurement band.
In order to reduce the impact of mis-aligned subchip delays, the same change in heterodyne

frequency made to mitigate PRBS modulation bandwidth limitations could be applied, i.e.
fhet = fchip − fcode. This would result in a lower PRBS harmonic appearing in the measurement
band. Having subchip control over the delay between either the experimental PRBS or the
decoding PRBS could also minimize this effect.

3.3. Crosstalk between two channels

For the tests of crosstalk from one other channel, the signal arm was split into two channels, each
passing through two fiber waveguide electro-optic phase modulators (EOMs). In the first channel,
only a single EOM was driven with a PRBS. In the second channel, one of the EOMs modulated
the PRBS, while the other added a low amplitude sinusoidal phase modulation, fsig =

ωξ
2π = 2 kHz.

The crosstalk was quantified by measuring the amplitude of the phase tone in both channels and
converting the ratio to dB according to:

Crosstalk = 20 log10

(
ξ̄1

ξ̄2

)
[dB] (19)

Figure 9, shows themeasured phase amplitude spectral density (ASD) demonstrating the difference
between the original amplitude of the 2 kHz tone compared to its reduced amplitude when
suppressed. Also shown is an ordinary heterodyne beatnote (i.e. with only the local oscillator
and a single channel present). Comparing this to the configurations with the PRBS present,
other than the injected tone and second harmonic of the tone, the noise floor remains between
1 − 10 µcyc/

√
Hz corresponding to approximately 1 − 10 pm/

√
Hz displacement sensitivity in

each configuration. It is expected that the added crosstalk from sources other than the injected
tone is well below the measurement sensitivity of the system.
The analytical form of the sinusoidal phase modulation tone assumed a low modulation

depth. Experimentally, the depth was chosen so that if crosstalk reached the ideal suppression
levels predicted analytically, the suppressed tone would still be measurable above the noise
floor. At this level it is possible to see crosstalk in the higher harmonics (weighted by the
Bessel-function amplitudes). For a sufficient averaging time, the systems phase fluctuations are
randomly distributed and the amplitude of the crosstalk harmonics remained stable.

3.3.1. Heterodyne frequency

The choice of heterodyne frequency will shift the frequency of the shet ↑ and shom signals relative
to the measurement band and filter nulls. To experimentally test the influence changing the
heterodyne frequency has on crosstalk, the crosstalk was measured at the different heterodyne
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Fig. 9. Phase amplitude spectral density measurements of a 20 MHz heterodyne beatnote
isolated with 7-bit PRBS demonstrating suppression of a 2 kHz tone acting as crosstalk. In
green a single heterodyne beatnote without PRBS as a baseline showing no signal at 2 kHz.
In red a measurement of channel 2 showing the unattenuated amplitude of the injected phase
tone at 2 kHz. In blue the measurement of channel 1 while suppressing channel showing the
reduced amplitude of the 2 kHz phase tone.

frequencies listed in Table 2. These heterodyne frequencies were chosen as representative cases
of how changing the heterodyne frequency will affect crosstalk.

Table 2. Measured crosstalk of a 2 kHz tone for different heterodyne frequencies and a 7-bit PRBS.
∗ See Fig. 10(a), for sensitivity to subchip delays. † See Fig. 10(b), where crosstalk is not confined to

2 kHz frequency bin

Heterodyne Description Heterodyne Frequency [MHz] Crosstalk at 2 kHz [dB]

fhet = fchip 20.000000 −42.0?

fhet = fchip − fcode 19.8425197 −46.0

fhet = 29fcode 4.5669291 −29.6

"Misaligned" 4.500000 −41.2†

The first heterodyne frequency listed is set equal to the chip frequency, which was the ideal
choice in the theorised system as it resulted in complete suppression of the crosstalk from shom
and shet ↑ signals. The second heterodyne frequency listed is offset by the code frequency and
tests the ability to reduce the impact of bandwidth effects and mis-aligned chip transitions. The
measured crosstalk was reduced when the heterodyne frequency was offset from exactly the chip
frequency. Notably it was observed that macroscopic changes to the delay disproportionately
affected the fhet = fchip case. This was tested by recording the crosstalk when adding different
cable lengths between the photodetector and ADC. Crosstalk as a function of cable length is
shown in Fig. 10(a), now using a 9-bit code (L = 511 chips). The increased sensitivity to
pathlength and increased crosstalk is attributed to a combination of the mis-aligned chip transition
effect and the spike from bandwidth limitations described in the previous sections. This supports
using the fhet = fchip − fcode configuration which exhibited lower, more stable crosstalk.
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Fig. 10. a) Suppression of the 2 kHz tone when changing cable length between photo-
detector and ADC for the same heterodyne frequencies encoded with a 9-bit PRBS, showing
an increase crosstalk and sensitivity to the subchip delay changes when fhet = fchip. b) Phase
amplitude spectral density of channel one’s phase signal for different heterodyne frequencies
fhet = fchip and fhet = 4.5 MHz. When the heterodyne frequency is not aligned to a multiple
of the code frequency, multiple harmonics appear in the measurement band.

The third configuration has the heterodyne frequency set to the 29th multiple of the code
frequency which is approximately a quarter of the chip frequency. In this configuration, the
reduced heterodyne frequency is expected to increase the size of the harmonic in the measurement
band for the shom and shet ↑ terms. As a result, crosstalk from the 2 kHz tone is several times
greater with the reduced heterodyne frequency.
For the first three cases, the heterodyne frequency was aligned to a multiple of the code

frequency. Accordingly, the crosstalk of the 2 kHz tone appeared at 2 kHz in the measurement
band in the toneless channel. The last case sets the heterodyne frequency to 4.5 MHz, which is
intentionally misaligned from a multiple of the code frequency. The phase amplitude spectral
density comparing the 4.5 MHz and 20 MHz heterodyne frequency configurations is presented
in Fig. 10(b). While the crosstalk at 2 kHz is comparable, the 4.5 MHz heterodyne frequency
case has significant signals at 23.6 kHz and 66.9 kHz each with harmonics of the 2 kHz tone
attached. These frequency shifts can be predicted based on the difference between fhet or 2fhet
and the closest multiple of the code frequency. This is generalised in Eqn. 20 which gives the
frequency that different crosstalk sources should appear in the measurement band fcrosstalk, valid
for values of fhet less than fs/2.

fcrosstalk =


fsig + 0 for shet ↓
fsig + min

(���H × fchip
L − fhet

���) for shom
fsig + min

(���H × fchip
L − 2fhet

���) for shet ↑
Where H is an integer (20)

The lower heterodyne frequency also produces a lower broad noise floor. This is attributed to an
increase in signal power with lower heterodyne frequencies due to the frequency dependence
of the transmitted optical power through the AOM as well as the changing noise floor of the
photodetector and ADC at different signal frequencies.
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3.3.2. Frequency and codelength dependence of crosstalk

Physical sources of optical phase changes such as thermal and acoustic fiber noise or laser
frequency noise are not confined to a single low frequency tone. Instead they are likely to be
spread across the measurement band. As the frequency of optical phase changes increases, the
phase noise attached to higher frequency PRBS harmonics will move out of filter nulls and
towards the measurement band. To visualize how changing signal frequency will affect crosstalk,
Fig. 11 shows the near measurement band frequency spectrum of a simulated PRBS encoded
signal with and without small changes in frequency (representing phase noise) overlayed with the
gain of a CIC filter, with decimation set by the condition in Eqn. 9. The first version has ω = 0,
representative of the shet ↓ components where fsig � fcode. In this case all higher frequency
harmonics line up exactly with the nulls of the filter. In the second version, higher frequency
PRBS harmonics no longer exactly align with the filter nulls and will have lessened suppression.
The doubling of the number of harmonics is a result of the positive and negative frequency
counterparts no longer being aligned.

Fig. 11. Overlay of the PRBS harmonics near the measurement bandwidth with CIC filter’s
sinc like magnitude response for different frequency signals. a) A DC PRBS representative
of shet ↓ signals. b) A PRBS shifted in frequency by a fraction of code frequency (0.1 fcode)
illustrating misalignment of the filter nulls with PRBS harmonics leading to an increase in
crosstalk.

The magnitude of crosstalk due to this effect is modelled by applying the filter response to
each of the most significant harmonics individually. The most significant should be those closest
to the measurement band. The amplitude of the three most relevant harmonics (annotated in
Fig. 11) after being filtered by a Mth order CIC filter for crosstalk originating from a normalized
shet ↓ crosstalk signal with optical phase frequency, fsig, are given in Eqn. 21.

h0 =
1
L

(
fs
πfsig

√
sin2

(
πLfsig
fchip

))M
(21a)

h1a =
2k/2

L

(
fs

π(fcode − fsig)

√
sin2

(
πL(fcode − fsig)

fchip

))M
(21b)

h1b =
2k/2

L

(
fs

π(fcode + fsig)

√
sin2

(
πL(fcode + fsig)

fchip

))M
(21c)
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The values 1
L and 2k/2

L correspond to the input amplitudes of the PRBS harmonics for the shet ↓
crosstalk signal. For the signals originating from the shom and shet ↑ components, the harmonic
in the measurement band is dependent on the heterodyne frequency. The compatibility with
previous descriptions can be seen when considering a slow moving phase signal, i.e. when
fsig = 0, the only remaining amplitude is from the harmonic in the measurement band, 1

L which
corresponds to the correlation of M-sequences. This description however predicts a decrease in
suppression of incorrectly decoded signals as fsig increases towards fcode. Increasing the filter
order has the advantage of decreasing the influence of the higher frequency harmonics, but will
also slightly reduce the effective measurement bandwidth. The second order CIC was chosen
to balance measurement bandwidth and attenuation of higher frequency harmonics. Another
consideration is the practical hardware consumption required for implementation of higher order
filters. Similar tradeoffs in choice of CIC filter order have been discussed in reference to the deep
phase modulation interferometry technique [29].
Eqn. 21 displays the filtered magnitude of each harmonic, however, they are all present

simultaneously and potentially alias to the same frequency in the measurement band after rate
reduction. The addition of harmonics which alias to the same frequency will depend on their
relative phase, with the origin of PRBS harmonic phases being the delay relative to the start of
the filtering sum and the specific PRBS sequence. This results in a code delay dependence for
crosstalk originating from signals with more than one significant PRBS harmonic, such as high
frequency signals. In a physical implementation it may not be possible to explicitly control the
relative delay of the signals. An average value for the amplitude of suppressed signals is obtained
by adding the amplitude of the PRBS harmonics in quadrature, as shown in Eqn. 22.

η(fsig) =
√
h0(fsig)2 + h1a(fsig)2 + h1b(fsig)2 (22)

The crosstalk described here is directly applicable for relatively narrow phase signals in the
measurement band. For wider signals, the crosstalk should increase as more harmonics contribute.
This culminates in a white noise signal, which is not suppressed at all.

3.3.3. Magnitude of crosstalk between two channels

To quantitatively measure crosstalk from a single suppressed channel, the suppressed tone ratio
as described in Eqn. 18 was recorded for a range of tone frequencies (varying ωξ ) within the
measurement band. This test used the heterodyne frequency fhet = fchip − fcode, and a 2nd order
CIC filter. A version is also included for 7, 8 and 9 bit codes (three different code lengths) to
verify the ability reduce crosstalk by increasing the codelength. For higher frequency phase
signals, the amount of suppression is expected to be dependent on the delay of the incorrectly
decoded sequence. In order to get a "typical" value for crosstalk, phase data was recorded at each
possible delay of the suppressed channel, with 12000 points per delay. The reported suppression
value for each frequency is the average of the crosstalk measured at each delay (excluding the
delay of channel 1).
The experimental measurements are compared with the analytically expected crosstalk in

Fig. 12. The analytically expected crosstalk was given previously in Eqn. 18 and uses η(fsig) from
Eqn. 22. The analytical expression was adjusted for the unequal power between signal channels
measured at: A2

A1
u 0.86. The points denote the experimental data, with error bars calculated

based on 3 repetitions of these data sets. The dashed lines are the analytically predicted crosstalk
values.

The crosstalk predicted analytically and observed in the experiment follow similar trends, a
flat region at low frequencies followed by an increase in crosstalk with the frequency of the
injected tone. This increase in crosstalk was expected as higher frequency harmonics outside of
the measurement bandwidth are less attenuated. The experimental crosstalk at low frequencies,
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Fig. 12. Dependence of crosstalk suppression on signal frequency (fsig) for different
codelengths. Compared are the analytically expected crosstalk (dashed) and the mean
experimentally measured crosstalk (dots).

was slightly increased in comparison to the value predicted analytically. The magnitude of the
error bars in comparison to the deviation from the analytically predicted crosstalk indicates that
there are factors such as subchip delay mismatches and bandwidths effects degrading suppression
of crosstalk rather than variability due to changing phase noise from test to test.
Increasing the codelength was able to reduce the low frequency crosstalk level. A potential

limit on reducing crosstalk by increasing codelength is the point at which the contribution
resulting from the spikes induced by bandwidth limits begin to dominate. Additionally, each
increased step in codelength corresponds to an approximately 50% reduction in the measurement
bandwidth.

3.4. Scaling of crosstalk with number of channels

To measure the scaling of crosstalk with number of channels, up to five channels were sequentially
added to the signal arm, each phase modulated with an M-sequence PRBS, and channels 2-5
driven with a 2 kHz phase modulation. The heterodyne frequency for this test was set to
fhet = fchip − fcode and a 2nd order CIC filter was used. The delay of the PRBS applied to each
additional channel was separated by at least a whole chip, then optimised by testing adjacent
subchip delays and using the delay which generated the least crosstalk. It should be noted that the
arrangement of EOMs resulted in double the power in channel 1 compared to the other channels,
which is expected to decrease the crosstalk by 3 dB.

Unlike the randomly fluctuating optical phase, the phase of the tone injected on suppressed
channels was directly controlled on the FPGA. To represent a typical interferometry system,
uncorrelated phase noise at the tone frequency was imitated by randomizing the phase of the
injected tone between −π and π on channels 2-5. Phase data was recorded for ten sets of
randomized phase. A measurement of crosstalk from each set of channels individually was
also recorded, i.e. where the optical signals present were Ch1+Ch2, Ch1+Ch3, Ch1+Ch4 and
Ch1+Ch5. When multiple channels are present simultaneously, the crosstalk is measured as the
ratio of the amplitude of the 2 kHz tone in channel 1 to the mean injected tone amplitude in the
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other channels according to:

Crosstalk(N) = 20 log10
©­­«

ξ̄1(∑N
n=1;n,1 ξ̄n

)
/(N − 1)

ª®®¬ [dB] (23)

Where ξ̄n is measured amplitude of the injected tone in channel n.
Measurements of the 2 kHz tone’s amplitude in channel 1 due to crosstalk as the number of

channels in the signal arm was increased are shown in Fig. 13(a). The mean crosstalk when the
tone phase was randomized is greater than the direct sum of the crosstalk measured from each
channel individually for a 20 MHz chip frequency. This is attributed to increasing influence
of homodyne interference which is expected to scale linearly in comparison to the square-root
scaling expected from crosstalk from heterodyne interference.

Fig. 13. Scaling of crosstalk with an increasing number of channels. The dot represents the
mean crosstalk across all randomized tone phases. The bars represent the measured range of
crosstalk as the phase difference between the injected tones is changed. a) Shows the increase
in crosstalk with number of channels when setting the low pass filter decimation equal to the
code length and heterodyne frequency to fhet = fchip − fcode. b) Shows a reduced increase
in crosstalk when averaging over four codelengths and setting the heterodyne frequency to
fhet = fchip − 1.25fcode.

We now propose an alternative configuration to remove crosstalk from the shom and shet ↑
based on the ability to shift the crosstalk described in Eqn. 20. When the filter decimation is
set to a single codelength and the heterodyne frequency is changed, as one PRBS harmonic
moves out the measurement band, another harmonic moves in. Setting the decimation to four
codelengths and shifting the heterodyne frequency by a quarter of the code frequency will cause
all harmonics from shom and shet ↑ to be shifted into a low pass filter null. That is, R = 4L fs

fchip and
fhet = (K − 0.25)fcode (where K is an integer). The tradeoff for this configuration is a four times
reduction in the measurement band and there will still be crosstalk originating from the shet ↓
signals.
With this configuration applied, the crosstalk measurement when scaling the number of

channels was repeated and is shown in Fig. 13(b). The increase in crosstalk with number of
channels is now less than the direct sum and there is also an overall reduction in the level of
crosstalk. This is consistent with the previous configuration being influenced by shom and shet ↑,
now more strongly attenuated.
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The suitability of a given configuration will depend on the requirements of a given application.
The configuration which sets the decimation to four times the code length and offsets the
heterodyne frequency by a quarter of the code frequency is ideal for applications which benefits
from minimal crosstalk and require a large number of channels. However, for applications which
benefit from a wide measurement band, it may be unnecessary. Additionally, minimizing subchip
delays through control of the PRBS travel time for each channel and use of RF equipment that
minimally degrades the PRBS may decrease the crosstalk from shom sufficiently in configurations
with decimation set to single codelength.

4. Predicted performance for many channels

Based on the expected and observed crosstalk of a DEHI phase measurement system in the
previous sections and known behaviour of heterodyne interferometry, the potential number of
simultaneously supported channels, N, is discussed. The properties of a DEHI system which
relate to potential limitations to the number of channels are summarized in Table 3.

Table 3. Scaling of key DEHI parameters with number of channels, N and optical powers PLO and
Pn. A change in notation is used for brevity, where Λhet↓, Λhet↑ and Λhom↓ represent the crosstalk

fraction from a single suppressed signal

Property Analytically Predicted Value

Required unique delays a) N ≤ L b) N + N2−N
2 ≤ L

DC photodetector power PLO + NPn

AC coupled signal power (average)
√
NPLOPn +

N2−N
2 P2

n

Crosstalk (downshifted heterodyne terms)
√
Λ2het↓(N − 1)

Crosstalk (all terms)
√
Λ2het↓(N − 1) + Λ

2
hom

N2−N
2

Pn
PLO
+ Λ2het↑(N − 1)

Detector noise σdark√
PLOPn

Phase shot noise
√

~c
2π
(PLO+NPn)
λPLOPn

At a basic level, there needs to a be a unique delay (or code) for each channel to be measured
unambiguously, described in row 1 of Table 3. If only the heterodyne interference terms are
significant, case a), it is sufficient to have the number of channels less than the code length.
However homodyne interference terms appear at a generally unknown delay in the sequence as
per Eqn. 5. These are included in case b), where a unique delay would also be need for each of
the homodyne interference signals, requiring a longer codelength if the chosen low pass filter is
unable to sufficiently remove the decoded and demodulated homodyne signal.
The second and third row concern limits on the detector. The DC photodetector power is

the sum of the individual local oscillator and signal arm powers and increases linearly with the
number of channels. It governs whether the system reaches the damage threshold of the detector
(typically thermally limited). With full modulation depth on the PRBS, the majority of the
frequency content of the shom signals will be "fast" and not contribute to this power. For partial
modulation depths there will be some contribution not removed by AC coupling depending on
the relation between the phase noise and the low frequency cut-off.
The AC coupled photodetector power will govern whether the detection system saturates,

relevant to photodetector and ADC. The AC coupled power was estimated by adding the power of
each signal from shet and shom in quadrature. This results in square-root scaling of the AC coupled
power from the heterodyne interference signals and linear scaling from homodyne interference
signals with number of channels. The validity of this description is dependent on the phase
difference between each signal being random, the signals having full modulation depth and
interference visibility. In a real system, non-linearity and slew-rate limits when operating near
the limits of the detection system may also limit power and degrade high frequency signals.
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For both forms of power, a linear decrease in signal arm power with number of channels would
limit their growth to prevent detector damage or saturation. By design, fiber based combination
of signals to a single photodetector will on average involve a linear reduction in the signal arm
power when comparing before the 50/50 beam-splitters to after the splitters. It should be noted
that practically, additional losses due to the increased fiber lengths and splitter imperfections
would further decrease the optical power.

Two cases for the scaling of crosstalk are considered. The first, preferable case, has the
crosstalk limited to the shet ↓ components. This would result in scaling of crosstalk proportional
to the square-root of the number of channels and may be experimentally achieved by setting
the filter decimation to four times the code length (with discussed heterodyne frequency) or
by avoiding the bandwidth limitations on the PRBS generation and modulation. In the second
case, the crosstalk originating from shom is not negligible. With no other change, this case is
expected to cause scaling of crosstalk to be linear with the number of channels. To limit scaling
of crosstalk when shom signals are not negligible, a linear reduction in signal arm power with
number of channels could be applied, matching the scaling of the shom terms to the shet terms.
A quadratic decrease in signal arm power would be required to prevent any increases in the
contribution from the shom terms. An increase in local oscillator power would also decrease the
relative influence of shom, however, this is limited by saturation of the detection system.

The number of channels where the expected crosstalk reaches 1% of a targeted channel’s phase
(or −20 dB in power) of the correctly decoded signal is plotted for two different ratios of local
oscillator to signal arm power as a function of code length in Fig. 14(a). A version is also shown
where crosstalk solely originates from shet ↓ signals. This case results in the greatest number of
supported channels, approaching 1000 channels with a 2047 chip length code. Implementing a
linear reduction in signal arm power also appears to allow for hundreds of channels while having
crosstalk from shom signals and no reduction in signal arm power significantly reduces the number
of supported channels. It should also be noted that if the cause of the homodyne terms being
present in the phase readout are the spikes originating from bandwidth effects, increasing the
codelength won’t improve the suppression. However, decreasing the signal arm power as the
number of channels increases should still reduce their impact. While this provides an estimate of
the scaling of the number of channels supported, the specific number will depend on the ability
to make Λ = 1

L and the acceptable crosstalk level.
Whether to prevent saturation or to reduce crosstalk, a consequence of reducing the signal arm

power levels is an increase in the prevalence of dark-noise from the photodetector or ADC as
well as shot noise. The expression for detector noise is generalized by parameter σdark in Table 3,
which will be dependent on the particular equipment used, however, the proportionality to the
local oscillator and signal arm power will remain. The shot noise is dependent only on the ratio
of total optical power to the power of the targeted signal, rather than the components used.
The detector noise and phase shot noise level was calculated for a linear reduction in signal

arm power and is shown in Fig. 14(b). The local oscillator power used was 10 µW, near the level
where saturation behaviour was observed in the experiment. The value for σdark was set so that
the phase noise with a single channel was equal to 1 µCycle/

√
Hz.

For the chosen parameters, detector dark noise contributes noise at least an order of magnitude
greater than shot noise. The dark noise level will depend on the characteristics of the photodetector
and ADC, while reducing the shot noise requires being able to measure higher powers. Scalar
adjustments to the curves can be used to make this description compatible with the capabilities
of particular detection systems, corresponding to changes in local oscillator or signal arm power.
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Fig. 14. a) Predicted number supported channels before reaching 1% crosstalk depending
on ability to suppress crosstalk for different local oscillator, signal arm power ratios. Case 1
is crosstalk solely from shet ↓ signals, case 2a is crosstalk from all signals with 1/N signal
arm power scaling and case 2b is the crosstalk from all signals with no power scaling. b)
Simulated detector noise and shot noise when changing the signal arm power to accommodate
an increased number of channels according to Pn = PLO

N .

5. Conclusion

In this work, we established a comprehensive accounting of the potential crosstalk whenmeasuring
the phase of multiple optical fields simultaneously using Digitally Enhanced Heterodyne
Interferometry.
Parameters were established to reduce crosstalk and an experimental demonstration showed

suppression of phase crosstalk from a single channel close to the limit set by the M-sequence
PRBS used ofu 55 dB with a 20 kHz measurement bandwidth. This required setting the low pass
filter decimation equal to the codelength and setting the heterodyne frequency to fhet = fchip− fcode.
This heterodyne frequency was required to mitigate the practical effects which were found to
potentially limit suppression of crosstalk. These were bandwidth limitations on the modulation
of PRBS and misaligned chip transitions.
The experimental demonstration also showed the importance of limiting the influence of

crosstalk originating from the homodyne interference between signal arms. Successfully
suppressing these terms is the difference between a linear or square-root scaling of crosstalk
with number of channels. A new configuration more suitable for suppressing crosstalk from
a large number of channels by suppressing homodyne interference was established. This set
fhet = fchip − 0.25fcode and low pass filter decimation to four times the codelength.
The expected potential limitations when scaling to a large number of simultaneous phase

measurements were outlined. A linear reduction in the power of the signal arm is proposed to
prevent saturation of the detection system and assist with the reduction of homodyne interference
contributing to crosstalk. The associated increases in detector dark noise and shot noise were
outlined. 100’s to 1000’s of channels are expected to be supported depending on the capabilities
of the components used and requirements on measurement noise.
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