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ABSTRACT
The design and evaluation of the Langmuir probe system used in the first divertor operation phase of Wendelstein 7-X is described. The
probes are integrated into the target plates and have individually facetted surfaces to keep the angle of incidence of the magnetic field within
an appropriate range for different magnetic configurations. Multiple models for the derivation of plasma parameters from current–voltage
characteristics are introduced. These are analyzed with regard to their assumptions and limitations, generalized, and adapted to our use case.
A detailed comparison is made to determine the most suitable model. It is found that the choice of model has a large impact, for example,
resulting in a change in the inferred temperatures of up to a factor two. This evaluation is implemented in a Bayesian modeling framework
and automated to allow for joint analysis with other diagnostics and a replacement of ad hoc assumptions. We rigorously treat parame-
ter uncertainties, revealing strong correlations between them. General and flexible model formulations permit an expansion to additional
effects.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5143013., s

I. INTRODUCTION

Wendelstein 7-X (W7-X) is an optimized stellarator built to
assess the fusion relevance of the stellarator concept by demonstrat-
ing steady state operation near reactor plasma pressures and con-
finement.1–4 To achieve this objective, a good understanding of the
plasma edge and wall interaction physics is crucial. Langmuir probes
(LPs) play an important role here as a local system capable of simul-
taneously measuring multiple quantities. If the LPs are integrated
in the target surface, the resulting perturbation of the plasma will
be small. In LPs, a bias voltage Vbias is applied to a probe tip with
respect to some ground, typically the plasma vessel wall. The current
I that flows in response is measured, and from many data pairs, an
I–V characteristic can be constructed, from which plasma properties
are derived.

In W7-X, the angle of incidence of the magnetic field on the
target plates is below 3○ in the region of highest heat load (“strike
line”). The analysis of LP characteristics is difficult under such

shallow angles of incidence.5 It was thus important to choose an LP
design with larger angles of incidence for all magnetic configurations
while simultaneously not exposing the probe surface to excessive
heat loads. This was achieved by a facetted probe surface. Even with
this design, it proved important to select a model for the I–V charac-
teristic that takes into account the shallow angle of incidence. In this
paper, multiple models for this response characteristic are compared
to establish which one is best suited to our case. We will show that
the model for this response characteristic, for which many options
exist in the literature, can have a large impact on the derived plasma
parameters. For the comparison, we implemented the models in a
generic and expandable way. Any adaptations of—and parameter
choices for—the models will be described. If additional effects on
the I–V characteristic are to be considered in the future, these can
be easily implemented in this framework as further models. Special
attention was paid to the determination of parameter uncertainties.

We will first introduce W7-X, its divertor, and the hardware
of the LPs in Sec. II. In Sec. III, we will discuss the different model
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equations and their physical interpretation. Section IV describes
the data pre-processing, the model comparison, and its results and
implications. Limitations and observations so far not explained by
the models are explained herein as well. The evaluation using the
optimal models identified by the above comparison was imple-
mented and performed by the MINERVA framework6 using Bayesian
probability and is discussed in Sec. V. The LP system performed
reliably throughout the entire first divertor campaign of W7-X, pro-
viding a trove of data that should be evaluated. The automation
necessary to accomplish this is described in Sec. VI. Finally, we
highlight some key results and possibilities opened by this work in
Sec. VII.

II. HARDWARE
A. Wendelstein 7-X test divertor

For W7-X, steady state is defined as all physics and machine
operation processes reaching equilibrium.7 From this equilibrium
requirement follow the choices of superconducting coils and elec-
tron cyclotron resonance heating (ECRH) using continuously oper-
ating gyrotrons as the main heating system,8 but more importantly
the need for a capable divertor. Before installation of the water
cooled high heat flux divertor (HHFD),9 the machine operated with
a massive graphite divertor identical in size and shape, the test diver-
tor unit (TDU).10 The most commonly used magnetic field con-
figurations of W7-X have a shallow, i.e., low shear, profile of rota-
tional transform iota that crosses a low rational value at the edge,
forming large, stable magnetic islands.11 These islands are used as
inherent diverted sections of the plasma that like in tokamaks are
intersected by divertor plates.12 The divertor consists of ten discon-
tinuous divertor segments, two in each of the five machine mod-
ules.13 One divertor module is shown in Fig. 1. The Langmuir system
described in this paper is embedded into these divertor plates and

FIG. 1. View of one divertor module from the infrared camera system16 with an
overlaid computer-aided design (CAD) model. Two lines of ten probes are embed-
ded into two adjacent target elements 3 and 4 (fingers) in the horizontal target as
indicated. The heat load is visible especially at the strike lines on horizontal and
vertical targets as well as on the inner wall shield. Additional target elements are
not labeled. Figure courtesy of P. Drewelow, adapted with permission from Rev.
Sci. Instrum. 89, 10E116 (2018). Copyright 2018 AIP Publishing LLC.

diagnoses the plasma conditions there. Only the divertor plates in
one of the modules are equipped with LPs, so this paper will only
refer to the upper and lower divertors (UD and LD) of that mod-
ule. The plasma facing surfaces of W7-X can be grouped by the
heat load placed on them during an experiment. Weakly loaded
areas are covered with stainless steel panels, more exposed ones
are covered with graphite tiles, and the highest loads are borne
by the graphite divertor. The design of the TDU is described by
Peacock et al.,14 and first results of experiments are discussed by
Pedersen et al.15

B. Probe bodies
20 probes are installed in both the UD and the LD, arranged in

two lines of ten. This is due to the construction of the divertor from
poloidally arranged target elements (“fingers”). In the HHFD, indi-
vidual carbon fiber reinforced carbon tiles are welded to the fingers
with castellations between them to accommodate thermal expan-
sion of the surface. In contrast, the TDU fingers are single pieces
of fine-grained graphite but retain the castellations that define the
poloidal spacing of the probes. To reduce the sources of metallic
impurities, graphite17 was also the natural material of choice for the
probe tips, each of which is machined from a single piece thereof.
The probe centers are separated by 2.5 cm poloidally and 5 cm
toroidally. The probe tips themselves are 15 mm long toroidally
and 3 mm wide poloidally and protrude from the target less than
1 mm (see Fig. 2). The probes in finger 3 are offset in parallel to
those in finger 4. Due to the shallow angle of incidence and to the
direction of the magnetic field, each probe in finger 3, numbered
1–10, is displaced by less than 2 mm perpendicular to the magnetic
field to a corresponding probe in finger 4, numbered 11–20. In the
“standard” magnetic configuration, used in the experiments shown
in this paper, each probe is shadowed by the target from one side

FIG. 2. Schematic view of a probe in the TDU. The target finger is cut along the
surface castellations. x̂, ŷ, ẑ are axes aligned with the probe and normal vector of
the target. γ is the polar angle of the magnetic field vector shown in green with
the surface, and θ is the azimuthal angle of the long probe major axis ŷ with the
field. n⃗1 and n⃗2 are the normal vectors of the probe facets. Each lies in a plane
defined by ẑ and one other axis. γ and therefore also Aproj are exaggerated for
better readability.
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such that they do not perturb the plasma and their projected area is
unambiguous.

In the second half of the first divertor operation phase (OP)
1.2b, we swept the bias voltage of only the probes in finger 3 and
used those in finger 4 to acquire negative current (Isat) or voltage
(V f ) measurements at constant bias (see also Sec. IV A).

To motivate the design of the LP surfaces in contact with the
plasma, we made some general considerations on qualities that can
be optimized by the design: impact of sheath effects, localization of
the measurement, and robustness of the probe.

Designs are constrained mainly by the heat flux to the probe
and its thermal contact, which should not cause the surface temper-
ature to exceed 1800 ○C18 to prevent electron emission or erosion.
The high heat loads of up to 200 MW m−2 parallel to the field require
the probe surface to be inclined relative to the magnetic field direc-
tion, similar to the target surface itself. Shallow incidence of the field
onto the probes however causes complications in the analysis as is
well known from other experiments.5

Experiments with tilting probe arrangements19,20 show a non-
linear effect of decreasing incidence angle γ (see Fig. 2) on the ion
to electron current ratio, deviating from the expected dependence
of sin γ. This is not accounted for in standard descriptions of the
I–V characteristic and can distort the derived parameters. It is thus
desirable to keep the incidence angle as large as feasible.

A reduction of the relative importance of shallow incidence
angle corrections can be achieved by increasing the probe size. The
size of the probe is in our case constrained by the construction of
the divertor, but also by the desire to have a localized measurement.
Since the divertor in W7-X is not toroidally symmetric but seg-
mented and has multiple toroidal interaction zones, a design like the
rail probe system in Alcator C-Mod, intended to minimize sheath
effects,21 is not usable.

To accommodate these design constraints, a facetted design of
the probes was chosen, allowing for a larger angle of incidence than
would have been achieved with flush probes, but lower heat flux
than on a proud probe. A toroidally aligned wedge shape would have
presented a perpendicular surface to the poloidal component of the
field, necessitating a slope in the poloidal and toroidal directions (see
surface normals in Fig. 2 and type 1 in Fig. 3).

FIG. 3. Schematic of the facetted probe surfaces. Arrows indicate the possible
directions of variation to achieve the desired angles of incidence. Type 1 (top) is
used for locations with field incidence γ = 0○–3○ and type 2 (bottom) for locations
with γ = −3○ to 3○.

Across the divertor and the extent of the probe array, the mag-
netic field incidence angle changes, passing through zero and form-
ing a poloidal watershed at a location dependent on the magnetic
configuration.22 Probes near this watershed may therefore receive
flux from either the positive or the negative toroidal direction and
were machined with four sloped surfaces (type 2 in Fig. 3).

The two or four faces of the probe tips are angled—modifying
the ridges in the directions indicated by arrows in Fig. 3—such that
6○ of incidence is not exceeded in any of the nine vacuum refer-
ence configurations.23,24 This ensures acceptable heat loads and, at
the same time, well defined values of the angle of incidence over the
entire probe surface. Both properties would be less uniform if domed
probes were used. The exact values of the facet angles and thus the
detailed design differ for each probe position, depending on the local
range of incidence angles.

The typical projected probe area Aproj is O(2 mm2). Because
the probes are elongated and seen by the field at a shallow angle, the
shape of their projection is a rounded sheared rectangle (see Fig. 2).
While the area of this projection is strongly angle-dependent, its cir-
cumference or perimeter, important for the magnitude of sheath
effects as will be discussed later (Sec. III B), varies only by <5%.
For our probes, the projection circumference lies in the range of
12 mm–13 mm.

Errors in the probe area due to imprecise positioning would
lead to errors in the determination of ne as well as potentially prob-
lematic leading edges.22 To quantify errors, the distance by which
each probe protrudes from the target was measured to be within
10 μm before the experimental campaign. These measurements were
repeated for probes in one divertor after the campaign, showing little
deviation. The perimeter and, therefore, the sheath growth estima-
tion are dominated by the length of the probes and would not be
affected by this.

C. Cabling
Each probe is contacted with two wires to allow for indepen-

dent measurement of current and voltage with the target as ground.
The cables used inside the machine are needed to be vacuum com-
patible, resistant to ECRH stray radiation, and capable of carrying
currents of several ampere to up to 200 V with minimal mutual
influence (“crosstalk”) and good transmission characteristics up to
500 kHz (the chosen sampling frequency).

Below the divertor, we use a custom-built cable consisting of
two twisted copper cores, each in an insulating ceramic mesh sleeve
and together surrounded by a copper pipe. This pipe serves to reflect
ECRH stray radiation and spreads heat, while the insulating mate-
rial was chosen mainly for its heat resistance and because it does
not release gas or deteriorate under vacuum conditions. Along the
vessel wall inside the vacuum barrier, we use a shielded twisted-pair
cable with Kapton insulation compatible with vessel temperatures of
up to 150 ○C18 during vacuum baking, and again in copper piping
for stray-radiation protection. Beyond the vacuum barrier, a 50-core
twisted-pair cable is used for the 70 m connection to the electronics
outside the torus hall.

To have the flexibility of using alternative high sweeping fre-
quency electronics, coaxial cables with better signal transmission
properties and 50 Ω impedance are laid out in parallel to the con-
ventional system outside the vacuum barrier. Switching a probe
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from one electronic to another is done by a patch field mounted
on the vacuum vessel. This is also used to ground the return cur-
rent of the probes. Potential differences therefore use this point as
their reference, not the target directly next to the probes, which
is however in good contact with the vessel. It was also neces-
sary to ground the measurement cards in the electronics rack,
which introduces a ground loop. The potential difference between
the rack and the vessel was monitored and found to be small,
Vground difference < 1 V.

D. Electronics
While the probe tips and cabling had to be specifically designed

for the W7-X TDU, an existing system of measurement cards could
be reused. It was previously operated with the static probe array
on the Wendelstein Experiment in Greifswald für die Ausbildung
(WEGA).25,26 The system consists of eight measurement cards with
eight inputs each, for which voltage or current measurement can be
selected. The voltage measurement is realized with a 100/1 preci-
sion voltage divider and a factor two operational amplifier (OAmp)
buffer. The current is directed across a 0.1% precision shunt resis-
tor and the difference formed by a differential amplifier (DAmp).27

Multiple shunt resistance values between 0.1 Ω and 100 Ω can be
selected by a jumper on the card to improve the resolution of dif-
ferent probe current ranges. A fuse28 rated for 1 A and 250 V is
placed in-line to protect the measurement components, especially
the DAmp. Data were recorded using analog-to-digital converters
(ADCs)29 with a sampling frequency of 500 kHz. Two issues arose
with the measurement cards, related to the finite common mode
rejection of the differential amplifiers and to the mutual influence
of measurement channels on the same card. The procedures for
correcting these are outlined in Appendixes A and B.

Because of the greater mobility of electrons, the current drawn
for positive bias is much greater than Isat (see Sec. III). To limit
the current to the probe, the bias voltage range used was −180 V
to 20 V. This range was sinusoidally swept at 500 Hz by bipolar
power supplies (KEPCO 400-M) for two groups of ten probes on the
upper and lower divertors, respectively. The attainable sweep fre-
quency fsweep and bias range were limited by the use of this power
supply model. The maximal transient currents for a single probe
recorded by the system were on the order of 1.5 A. Due to mul-
tiple probes being operated on the same power supply, total cur-
rents in excess of 4 A per power supply sometimes occurred during
periods of strong plasma fluctuation. This caused a reduction in
the provided bias voltage, which is taken into account for the I–V
curves.

For the current and voltage measurements, we can determine
an uncertainty by propagating the uncertainties in the individual
components of the system. These are the imprecision of the shunt
resistor and voltage divider, the resistance of the mode-selection
jumpers, the temperature dependence of cables, the digitization
error, and the error we make in our common mode and track
resistance correction schemes. Of these, the resistance of the mode-
selection jumper has the largest uncertainty, introducing a sys-
tematic error in the current of less than 3%. The random error
and level of background noise in the measurements before each
experiment begins and the plasma contacts the probes is less than
5 mA.

Instead of measuring Vbias independently at each probe, we
recorded the output voltage of the power supplies and calculated the
probe voltage from the probe current and the known resistance in
the current path. The inductive contribution from the changing cur-
rent is neglected here as it is much smaller. On several probes, we
verified this method by comparing the calculated probe voltage with
direct measurements, using the second wire contacting the probe.
The difference was zero on average with a spread of less than 3 V due
to fluctuations. The current measurements were calibrated by using
1 kΩ test resistors in place of the probes. By using a larger shunt
resistor, the small calibration currents thus generated were sufficient
to confirm the linearity of the differential amplifiers in their entire
input range.

III. LANGMUIR CHARACTERISTICS
Models of a LP make predictions of a characteristic that relates

plasma parameters to the measured current given probe properties
and Vbias. We determine these plasma parameters, which are usually
the quantities of interest, by varying them until the model prediction
matches the measured I–V curve. If the voltage is sinusoidally swept,
then a full I–V curve covering all Vbias is recorded every half-period
of the sweep. There is no general model of LPs, which holds true
in all conditions; however, different ones have been proposed for
different regimes and assumptions.

A. Simple Langmuir (SL) model
The derivation of the most well-known model and its assump-

tions are outlined by Hutchinson:30

● No magnetic field or equivalently gyro-radii ρ much greater
than the probe dimension a.

● No impediment to particle motion due to collision, imply-
ing the mean-free-path length λmfp similar to the plasma
dimension A.

● A sheath surrounding the probe, with an extent defined by
the location where the Bohm criterion c = cs holds, with
thickness on the order of the Debye length λD that is thin
compared to a and relatively independent of Vbias.

● A Maxwellian electron energy distribution.
● Vbias sufficient to repel all electrons when measuring the ion

saturation current Isat such that their energy and momentum
distributions are unchanged.

● Ions are drawn from a large area or reservoir and have
low energy compared to the electrons and are completely
absorbed by the probe if they reach the sheath.

● A density distribution of electrons governed by a Boltzmann
factor such that ne(x) = ne ,∞ exp[eV(x)/Te], where V is the
local sheath potential and ne ,∞ is the density far from the
sheath.

These assumptions constitute the simple Langmuir model with
the characteristic

I = Isat(1 − exp(
eV − eVf

Te
)), (1)

Isat = AcollJsat = AcollZniecs, (2)
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cs =
√

ZTe + γiTi

mi
. (3)

cs is the ion sound speed with γi = 3 accounting for the adiabatic
cooling of the ions in the sheath, and Z is the ion charge. Te and Ti
represent energies of electrons and ions, respectively, correspond-
ing to the temperature times the Boltzmann constant kB. By ne,
we always refer to the density at the sheath edge, eliminating the
necessity of a Boltzmann factor relating ne, surface and ne, sheath edge.
Acoll is the effective collection area of the probe, and Jsat is thus the
saturation current density.

The most obviously violated assumption is that of no magnetic
field. If particles are magnetized, that is, their motion is heavily con-
strained across the magnetic field but essentially free along it, the
collection area of the probe is no longer its entire surface but only
the projection of its area onto a plane perpendicular to the field
Aproj. This is of course related to the considerations about heat flux
in Sec. II as the latter is proportional to the current or flux to the
probe.

The second assumption we must relax is that the sheath is suf-
ficiently thin to not contribute substantially to the collection area
and its growth therefore can be ignored. Our measured I–V charac-
teristics show a clear growth of the ion current in the negative bias
region, which can be explained by an increasing collection area due
to sheath growth. The sheath thickness can be approximated with
the Child–Langmuir law for space-charge limited current

lCL = cλD(
eΔVsheath

Te
)

3
4

for ΔVsheath > 0, (4)

with c = 0.8 and λD being the Debye length.31 For special probe
types and no magnetic field, there exist exact solutions such as those
derived by Laframboise,32 which generally agree well with Eq. (4)
within the typical measurement uncertainty of LPs. To account for
the sheath growth effect in a magnetic field and for arbitrary probe
shapes however, we introduce another model.

B. Perimeter sheath expansion (PSE) model
Tsui et al.33 propose a model in which the sheath extends out

perpendicular to the surface of the probe everywhere, but because of
the projection along the magnetic field, only the perimeter of Aproj

contributes.33 This leads to the intuitive and generally applicable
formulation

Acoll = Aproj + Pprojlsheath, (5)

where Pproj is the perimeter of the probe projection and lsheath is the
sheath thickness. This thickness is calculated by Eq. (4) with

ΔVsheath = Vp − Vbias, (6a)

Vp = Vf +
ΛTe

e
, (6b)

Λ = 2.5 and c = 1. (6c)

Using Λ = 2.5 here effectively neglects the magnetic sheath5 and c = 1
simplifies the Child–Langmuir expression and accounts for reported
deviations from it.34,35 We use this model with the calculated projec-
tion areas and circumferences of our probes, subtracting that part

of the perimeter from which an extension perpendicular to the field
would protrude into the divertor target surface, and refer to it as the
PSE model.

C. Weinlich–Carlson sheath expansion (WSE) model
The Bohm criterion requires ions to flow at cs when they enter

the sheath. In a magnetized plasma impinging on an inclined sur-
face, this condition is required for the surface normal direction, as
shown by Chodura.36 This requires the formation of a pre-sheath
with thickness on the scale of the ion gyro-radius ρi. Weinlich and
Carlson derive a model that accounts for this sheath and describes
its effect on flush mounted probes.37 The sheath thickness predicted
by this is given by

lSheath,WC =
lnorm

12
[(ϕ′3pr − ϕ′3w ) + 3(4 − ϕ′2De)(ϕ′pr − ϕ′w)], (7a)

lnorm ≈
λD

2
√

cos ψ
, (7b)

ϕ′w|pr =
√

4
√

1 + ϕw|pr − (4 − ϕ′2De) for ϕw|pr > 0 (7c)

ϕw|pr ≈ −
2e(Φw|pr −Φme)

Te
+ 2 ln(2 cos,ψ), (7d)

ϕ′De ≈ −
λD ln(2 cos ψ)
ρs
√

cos ψ
. (7e)

Using the notation of Ref. 37, lSheath,WC is the sheath thickness,
ψ is the field incidence angle to the surface normal, Φ labels poten-
tials, and prime denotes derivatives with respect to the distance from
the wall or probe. Note that ψ in this notation corresponds to 90○ − γ
in ours. Dimensionless potentials are written as ϕ. Subscripts me, De,
w, and pr refer to values at the magnetic sheath edge, Debye sheath,
wall around the probe, and probe itself, respectively. ρs is the ion
Larmor radius at sound speed. It is assumed that Te = Ti, Z = 1, ψ
≥ 80○, and ions at the sheath edge are monoenergetic with Ei = Ti; ≈
in the equations signifies the use of these simplifications.

In the double probe model that will be introduced in
Sec. III D, Φme can be determined by numerical iteration, but in
practice, it is estimated to be close to Vp in Weinlich’s analysis code.
We follow this approach in using Λ = 3 with Eq. (6b). This value
of Λ is justified because we investigate primarily hydrogen plasmas
(see Sec. IV A) and explicitly want to take the magnetic sheath into
account. Φw is zero as the vessel defines the ground and Φpr = Vbias.
Substituting the conditions for which the Child–Langmuir law is
derived, namely, an unmagnetized plasma, cold ions, and negligi-
ble electric field at the sheath edge, its ∝ V

3
4 behavior is recovered

by a power law expansion of the above expression. Our conditions
are clearly different, which leads to a deviation of the sheath mod-
els. Sheath thickness predicted by the PSE and WSE models typically
differs by a factor of 2–2.5, which is shown in panel (a) of Fig. 4,
strongly influencing the predicted slope of the current in the ion
dominated part of the characteristic. This can be understood when
considering that the density is reduced in the magnetic pre-sheath
by a factor dependent on the incidence angle, thereby increasing the
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FIG. 4. Sheath thickness calculated with the Weinlich–Carlson model (red) and
Child–Langmuir model (green) for different parameters. δVmin and δlmin indicate
the differences between the models due to the magnetic pre-sheath. Panel (a)
shows the entire bias voltage range. Panel (b) shows a zoom on the V f region.

local Debye length. Counteracting this, an angle dependent part of
the total sheath potential drop occurs across the pre-sheath. Since
the total sheath potential drop is constant,5,36 the potential difference
in the Debye sheath is reduced. The first effect scales as 1/

√
cos(ψ)

and the second as ln[cos(ψ)] such that the net effect increases the
sheath thickness. Considering the magnetic sheath has two conse-
quences illustrated by panel (b) of Fig. 4, the bias voltage for which
a sheath can be formed shifts by δVmin. There is a constant offset of
sheath thickness δlmin corresponding to the magnetic presheath and
through the Debye length dependent on 1/√ne.

For the calculation of Acoll, we do not use the absolute val-
ues of sheath thickness shown in Fig. 4 but the difference between
this value and that at the unbiased target [lCL,WC(Vbias = 0)]. This
reflects that the geometry of the system is only changed when the
probe sheath extends further than the wall sheath. At positive bias,
this difference is negative because the probe is in part shadowed
by the sheath of the surrounding target. This is considered by Tsui
et al.33 but does not result in a negative correction there because due
to their consideration of a proud probe, the probe perimeter effec-
tive for sheath expansion is larger than that shared with the wall or
support. For flush mounted probes, both parts of the total perimeter
are approximately equal.

In Weinlich and Carlson’s paper, Acoll of the probe is increased
using lSheath,WC, but by expanding the sheath perpendicular to the
probe surface rather than perpendicular to the magnetic field as in
the PSE model. Since the difference for shallow incidence angles is
small, we use the latter method of expanding the area around the
perimeter but using Eq. (7a) for the sheath thickness and call this
model WSE. There are some discussion and much simulation effort
on the expansion of the sheath and thus current collecting area par-
allel to the target.35,37–40 We follow the PSE model in extending the

sheath outward from the perimeter, treating the target normal and
parallel direction equally.

The calculation of the sheath thickness requires the angle of
incidence onto the probe for ρs. This angle is not uniquely defined
for the facetted probes, so we use the average, weighted for the
contribution of each face’s area to the total.

D. Virtual asymmetric double probe
One of the assumptions of the SL model was that ions and

electrons could stream to the probe from a large volume. In a mag-
netized plasma, current should flow predominantly along the field
lines. We would expect particles to reach the probe from a cone,
aligned with the field and opening with an angle proportional to
the relative strength of perpendicular transport. If the diffusion into
this cone is insufficient to provide the current drawn by the probe,
the remainder must come from a “counter electrode” where the field
intersects the wall.30

Drawxing a current from a region of the wall requires it to act
as a probe itself, with the current limited by AcounterJ(Vbias, counter).
Weinlich et al. therefore argue that we must treat a single probe
in a magnetic field as a virtual asymmetric double probe37,38 to
which current is predominantly supplied from the wall. Using a dou-
ble probe model allows us to fit the entire I–V characteristic and
explains the low level of electron saturation current relative to the
expectation of ∣ Ie, sat

Ii, sat
∣ ≈
√

mi
me

. Février et al.41 consider a virtual asym-
metric double probe model for this reason but describe the sheath
growth by two free, not physically motivated parameters. Tsui et al.33

also propose a double probe model using their description of sheath
expansion but do not consider its applicability to single probes in
magnetized plasmas. We use double probe models as an indepen-
dent extension to other Langmuir characteristics, denoted by a letter
D prefixed to the acronym.

For this, we introduce an additional fit parameter β describing
the ratio of the areas of the probe electrodes or equivalently of the
saturation currents and a general double probe characteristic (here
with generic Acoll for all the above models),

I(V) = AcollJi, sat
1 − exp(eV/Te)

1/β + exp(eV/Te)
. (8)

The wall and target of W7-X are grounded, so the bias voltage
of the return probe is zero.

Tests with a specially constructed checkerboard probe19 show
that the current drawn by a probe can be accounted for when sum-
ming the return current to wall elements directly adjacent to the
probe. Experiments in ASDEX Upgrade (AUG) and Alcator C-Mod
both observe in accordance with this current being drawn across
the field from elements of a flush mounted probe toward the biased
probes.38,42 This requires significant current to flow across the field
rather than parallel to it. The observation is surprising but sup-
ported by the consideration of which resistance the current would
encounter if it followed the field lines until they were intersected: It
can be estimated by the parallel Spitzer resistivity that the plasma
resistance alone would be responsible for the entire gradient of
the I–V characteristic at V f . If this were true, it would seriously
draw into question the validity of Langmuir probe analysis assum-
ing that the resistance is due to the sheath and contradicts other
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TABLE I. Langmuir models compared in this paper, grouped by their sheath model
and use of double probe characteristic.

Single probe Double probe

No sheath expansion SL DSL
Child–Langmuir sheath PSE DPSE
Weinlich–Carlson sheath WSE DWSE

measurements of finite sheath temperature. The implications of
current being drawn from the target surrounding the probe are
nonetheless profound. Current to wall- or target-integrated probes
depends heavily on cross-field transport, nearby probes poten-
tially influence each other, and sheath size modifications hap-
pen in the immediate vicinity. We will discuss this further in
Secs. IV A and IV D.

With the above options, we can formulate six different models,
listed in Table I.

IV. PROBE SIGNAL EVALUATION
A. Preprocessing and data preparation

To provide inferred plasma parameters, we follow a two-step
approach. In the first step, currents and voltages at the probe tips
are calculated from the ADC readings by taking into account the
assignment and settings of probes, measurement card channels, and
ADC channels. The signals are corrected for the DAmp common
mode and resistances and capacitance of cables and current paths on
the amplifier cards, as described in Secs. II C and II D and in detail in
Appendixes A and B. Corrected current and voltage signals for each
probe tip are then made available in the data archive in addition to
the raw ADC data. These pre-processed signals are the base for the
further analysis.

The signals are split into segments containing at least one full
sweep of the Vbias range (i.e., a half-period). As in the scrape-off
layer (SOL) of many magnetic confinement devices, the fluctua-
tions exhibit a broad frequency range, also covering the usual sweep
frequency of 500 Hz (see the example shown in Fig. 5). This was
observed in many discharges when either the bias voltage of a num-
ber of probes was not swept but kept constant at −180 V or probes
were unbiased. These probes thus constantly recorded Isat or V f . We
can therefore not expect the plasma quantities to be constant during
a single (half) period of the Vbias sweep period. We shall nevertheless
make the assumption that they are and further discuss the impact of
fluctuations in Sec. IV B and specifically Sec. IV C.

An influence of the swept probes on the adjacent constant bias
or floating probes is usually visible. This provides further evidence
for the asymmetric double probe hypothesis of current being drawn
across the field from the target surrounding a swept probe. An inter-
val of the signal of a floating probe together with the voltage of the
adjacent swept probe is shown in the upper panel of Fig. 5. The spec-
tral density of this floating potential signal is shown in the lower
panel of Fig. 5 together with the spectral density of a Hα signal.43 The
lines of sight of this signal penetrate the islands that are intersected
by the target plates containing the Langmuir probes at a distance of
4 m and 6 m, respectively, along the magnetic field. No impact of the

FIG. 5. 10 μs sample data and spectrum generated from 1 s of V f data from
probe UD17 in discharge 20180814.007 around t = 6.115 s. Fluctuations exist in
a broad range of frequencies including the frequency band of f sweep. Interference
from the swept probes is visible in the peak at 500 Hz and the correlation with
Vbias of the adjacent probe UD7. In the lower panel, the spectral density of a Hα
signal is added, which records light from the same magnetic islands as probed
by the Langmuir probes. Influence occurs only when Vbias ≳ V f ; the plasma is
unperturbed otherwise. This further supports the virtual double probe hypothesis.
(UD7 and UD17 are connected to separate measurement cards.)

sweep frequency is visible in the Hα signal. This demonstrates that
the sweeping of the probe bias does not cause a global perturbation
of the SOL. We also note that the characteristics and inferred param-
eters of the swept probes show no systematic differences between the
cases of adjacent biased or floating probes.

In the second step, we infer parameter values and uncertain-
ties from a model. To find the most suitable model, we use the
simple and well established method of χ2

ν (reduced Xi-squared)
comparison.44 This method is developed from the minimization of
the squared residuals, commonly known as the least-square (LS)
method, and both χ2

ν and LS make assumptions fully satisfied by
linear models with uncorrelated parameters. Since our models are
non-linear and, as we will see, have correlated parameters, we must
turn to maximum likelihood estimation to correctly determine the
values and especially the uncertainties of our parameters. Maximum
likelihood is a special case of Bayesian inference if all measurement
uncertainties are gaussian, which we assume to be the case. For
generality and reasons we will further motivate in Sec. VI, we will
nonetheless use the methods of Bayesian analysis for the parameter
inference.

For both model comparison and inference, code was written
such that only the physics model function changes and everything
necessary to retrieve data or perform the parameter optimization is
independent. In other words, the fitting code is agnostic of the model
function. This allows the trivial extension to additional models. For
both the LS method and the Bayesian inference, we used three or
four free parameters for the single and double probe models, respec-
tively. These were the electron temperature, floating potential, ion
density, and, in the case of the virtual double probe models, β. Each
parameter was set with bounds and an initial value, given in Table II.
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TABLE II. Parameters used in the LS fitting of I–V curves.

Name Initial value Lower bound Upper bound

Temperature Te (eV) 5 1 500
Density ni (1018 m−3) 0.1 1.0 × 10−5 100
Floating potential V f (V) 0 −100 25
Area ratio β 5 1 50

The bounds for Te, ne, and V f are set liberally to allow the
solver freedom to explore the parameter space while preventing only
obviously unphysical results. The lower bound for β reflects the
assumed absence of negative cross-field flows; the upper bound is
set to allow for no reduction of the electron saturation current in an
impure hydrogen plasma. As we will see in Fig. 7, high values of β
are inferred when in fact no electron current saturation is observ-
able. The lower bounds for Te and ne were necessary for numerical
stability.

For other unknowns of the characteristics, such as the ratio
of the ion to the electron temperature and the ion charge, reason-
able assumptions were made. Throughout this paper, we take Ti
≈ Te as is expected for the machine edge5 and standard practice.37,41

As for the ion charge Z, the main plasma species in OP 1.2b was
almost exclusively hydrogen; however, there were significant levels
of carbon impurities as well as oxygen prior to boronization.45–47

Both line-integrated and profile measurements of Zeff relevant for
the level of bremsstrahlung were made but have not been fully eval-
uated yet.48 Zeff weighs impurities more heavily; it is not simply the
ratio ni/ne that we would require. This being unavailable, we use Z
= 1 everywhere for now and determine cs according to Eq. (3).

B. Model comparison
To quantify the quality of the model fits, we will first present

some examples and then introduce and compute χ2
ν for each fit. This

requires finding the optimal parameters for each model to match
the data, for which the least-square (LS) method is sufficient. To test
the different models and adapt them for W7-X, the flexible python
package SYMFIT

49 was used. Equations, parameters, independent vari-
ables, and constants are logically separate and individual parameters
can be defined with bounds and conditions, removing the need for
checks. (Co-)Variances are calculated algebraically by evaluating the
Hessian, approximated by the Jacobian around the solution. We
report the LS parameter uncertainties here only for completeness
and do not use them any further. The algorithm for minimization
is the limited-memory Broyden–Fletcher–Goldfarb–Shanno algo-
rithm for bound-constrained optimization (L-BFGS-B).50

No weights were assigned to the values, and the higher density
of points at the extremes of the bias range is thus not corrected for.
The measurement uncertainty at each individual voltage and current
measurement point is small compared to the fluctuations of the I–V
curve (see Sec. IV D), so it was not considered in the optimization
process.

A first example of LS fits is shown in Fig. 6. All panels show the
same data in black, and model characteristics are drawn as colored
lines. The top row [panels (a) and (b)] contains the full bias range,

the middle row [(c) and (d)] a zoom on the ion current branch,
and the bottom row [(e) and (f)] a zoom on the electron current
branch. Characteristic functions for all models are overlaid, with
single probe models in the left column [(a), (c), and (e)] and vir-
tual double probe models in the right column [(b), (d), and (f)].
The necessity to account for sheath expansion to explain the non-
saturation of the ion current can be clearly seen in panels (c) and (d),
as well as the WSE model’s good match with the data. The bottom
row supports the virtual double probe hypothesis, showing excellent
agreement of data and characteristics. We conclude that, in this spe-
cific example, the DWSE model can best fit the I–V characteristic.
This is supported quantitatively by the value of χ2

ν obtained for each
model given in Table III.

The parameter values of the different models given in the cap-
tion vary significantly, especially the temperature. Trends in this
variation clearly originate in the shape of the characteristics: Panel
(c) of Fig. 6 shows how the transition point from electron cur-
rent modeled by an exponential to the almost linear trend for the
non-saturating ion current shifts further to positive Vbias going
from SL to PSE to WSE. This increases the inferred growth rate of
the exponential and therefore reduces the temperature. Simultane-
ously, it reduces the ion-saturation current at zero sheath expansion,
reducing the inferred density.

The saturation of the electron current requires the single probe
models to assume a shallower gradient near V f , again reducing the
growth rate and thus increasing the temperature.

For higher temperatures and lower densities, we see the differ-
ences between models much less clearly, as shown in a second exam-
ple in Fig. 7. The horizontal extent of the characteristic increases
with temperature, which in the fixed Vbias range means we do not
reach saturated ion or electron currents. All models can fit the data
equally well; χ2

ν lies in the range of 0.241–0.248. The inferred parame-
ters however still vary strongly because the models interpret the data
differently: again, the PSE and WSE models shift the transition from
ion current to electron current dominated branches and can match
the data assuming lower temperatures. This is illustrated by Isat cal-
culated for zero sheath expansion or Acoll = Aproj shown in the table
for each model, which marks this transition. β cannot be determined
from the data; the fitter therefore assumes the maximum value and
correctly reports a large uncertainty. Note that this is matched by
the small variation in the parameter values inferred by the single
and double probe values. As we noted before, the parameter uncer-
tainties of the LS fit (values in parentheses in the captions of Figs. 6
and 7) are only reported for completeness, and those for Te quoted
here are almost certainly underestimated. However, even a more
accurate assessment of each model individually would not capture
the uncertainty in the parameters due to the uncertainty associated
with the model choice. An evaluation taking this into account is pos-
sible using Bayesian probability but beyond the scope of this paper.
Experimentally, this could be resolved by a larger sweep range on
the scale of multiple Te, which might make model differences more
evident.

A decision on the most suited model is clearly important
given the large discrepancy in inferred parameters. Based on the
result for a hot plasma alone, we cannot make this choice by
a χ2

ν comparison. Occam’s razor suggests we should choose the
model with the smallest amount of parameters and assumptions,
which would be the SL model. The more complex models do not
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FIG. 6. Example I–V plots showing all six
models from Table I, overlaid over the
same raw data in all panels. Left column
[panels (a), (c), and (e)], single probe
models; right column [panels (b), (d),
and (f)], double probe models. Overview
of the entire data range in the top row
[panels (a) and (b)]; zoom on ion current
dominated region in the middle row [pan-
els (c) and (d)]; zoom on electron cur-
rent dominated region in the bottom row
[panels (e) and (f)]. Parameter values
of fits are shown in Table III. Data from
probe UD10, experiment 20180814.007,
t = 6.115 s. A strong edge radiation
regime.

improve the quality of the fit. The cold plasma examples how-
ever show that the DWSE model describes the data best. Since
the same physics governs both situations, the same model should
be used everywhere. We will base our decision only on those
cases where a difference between models is clearly visible and
argue that the choice is valid also for those conditions where it
is not.

To quantify which model best fits our characteristics and
should be used to evaluate the LP results in the future, we have

TABLE III. Parameter values of fits in Fig. 6 during a strong edge radiation regime.
The standard error is given in brackets.

Te (eV) ne (1018 m−3) V f (V) β χ2
ν

SL 13.1 (0.2) 6.3 (0.04) −1.5 (0.2) . . . 10.7
PSE 12.0 (0.1) 5.9 (0.03) −1.3 (0.1) . . . 6.3
WSE 10.5 (0.1) 5.4 (0.03) −1.2 (0.1) . . . 5.1
DSL 9.0 (0.4) 7.5 (0.1) −1.0 (0.1) 5.8 (0.6) 13.3
DPSE 7.2 (0.2) 7.5 (0.09) −0.6 (0.1) 4.9 (0.2) 6.2
DWSE 5.9 (0.1) 7.1 (0.05) −0.4 (0.07) 4.9 (0.1) 1.7

been comparing the reduced Xi-squared (χ2
ν ) of the fits. χ2 is a

scaling of the squared residuals by the uncertainty of the data and
therefore a measure of the size of observed deviations relative to
expected deviations. This is normalized by the number of degrees
of freedom to allow for comparison of fits to different numbers of
data points and penalize complex models prone to overfitting.44 The
residuals are generally composed of random measurement error,
model error attributable to a systematically incorrect model func-
tion, and parameter choice error due to sub-optimal parameters for
that model. This last term is minimized by a successful run of the
fitting algorithm.

In our case, two physical phenomena affect the collected cur-
rent data: the sweep of Vbias generating the I–V curves from an
otherwise constant plasma on its timescale and fast fluctuations for
which we do not have a model. To decide which model to use,
we are interested in only the first part, so we must either sepa-
rate the effects by their timescale or find a model for the fluctua-
tions. A separation is not normally possible for our data. As men-
tioned before, Fig. 5 shows that there is no minimum in spectral
power, which we could choose as cutoff for a low-pass filter. The
frequency band between half and approximately four times fsweep
is problematic because fluctuations in this band can be neither
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FIG. 7. Example I–V plots showing all six
models from Table I, overlaid over the
same raw data in all panels. Single probe
models are shown in panel (a), and dou-
ble probe models are shown in panel
(b). Parameter values of fits are shown
in Table IV. Data from probe UD10,
experiment 20180814.007, t = 1.847 s.
Attached divertor operation.

resolved nor removed by low-pass filtering without modifying the
characteristics.

To calculate a comparable χ2
ν that emphasizes differences in

the model error, we therefore consider fluctuations as part of
the expected deviations. The fluctuation amplitude varies with the
applied bias voltage, increasing with the magnitude of current. There
is also a slower time dependence on the discharge conditions, with
the fluctuation amplitude increasing with heating power and reduc-
ing significantly in phases when the divertor is not loaded (strong
edge radiation or detachment). While we do have an independent
measurement of the fluctuations without sweeps by the probes in
divertor finger 4 (see Fig. 1), these only give us information on the
amplitude and power spectrum at the ion saturation and floating
potential bias level (−180 V and 0 V, respectively). We would need
at least one more measurement point at positive bias to be able to
estimate the underlying fluctuation amplitude on the swept signals.

Lacking this, the following procedure is used to estimate the
expected deviation σ: For each time point, we detrend the current
values in a bin centered at this time across adjacent voltages and
adjacent sweeps. This kernel covers a range of 10 V and five sweeps.
We assign the standard deviation of these data to the central mea-
surement as σ. The kernel dimension in sweeps takes account of the
variation of the fluctuation level during a discharge, while the voltage
dimension does the same for the aforementioned difference between
ion and electron current branches.

To get a quantitative answer how well the different models per-
form in general rather than for a single characteristic, χ2

ν is calcu-
lated for each model and sweep of a discharge. We use experiment
20180814.007 during which the plasma density was continuously
increased. This led to a transition from attached divertor conditions
to the entire power being dissipated by radiation in the edge and

TABLE IV. Parameter values of fits in Fig. 7 during attached divertor operation. The
standard error is given in brackets.

Te (eV) ne (1018 m−3) V f (V) β Isat

SL 54 (2) 4.3 (0.1) −7.1 (0.5) . . . 0.149 (0.003)
PSE 47 (2) 4.1 (0.1) −6.8 (0.5) . . . 0.132 (0.003)
WSE 38 (1) 3.7 (0.1) −6.5 (0.5) . . . 0.107 (0.003)
DSL 53 (2) 4.3 (0.1) −7.2 (0.5) 50 (43) 0.147 (0.003)
DPSE 46 (2) 4.1 (0.1) −6.9 (0.5) 50 (45) 0.131 (0.003)
DWSE 37 (1) 3.7 (0.1) −6.6 (0.5) 50 (48) 0.106 (0.003)

ultimately power starvation of the plasma. It must be distinguished
from divertor detachment involving neutral compression, which was
not observed in this discharge. An overview of this discharge is
shown in Fig. 8.

Figure 9 shows the χ2
ν distributions for ∼7000 I–V curves from

that experiment, separated into two panels for the first and second
phases of the discharge. This corresponds approximately to the tran-
sition to the radiated power fraction Prad

PECRH
> 0.5. As shown before

in Figs. 6 and 7, a difference in the χ2
ν values of different models is

FIG. 8. Overview of discharge 20180814.007. Panel (a) shows time traces of the
input ECRH power51 in blue and radiative losses Prad measured by the bolome-
ters52 in orange. Panel (b) shows time traces of core electron temperature mea-
sured by Thomson scattering volume 253,54 in blue and line-integrated density from
the dispersion interferometry system55 in orange. Panel (c) shows time traces of
temperature and density measured by Langmuir probe UD10 in blue and orange,
respectively. The Langmuir data are averaged with N = 25, and fits with tempera-
ture uncertainties σTe > 50 eV or Te > 250 eV are excluded. Black vertical lines
indicate the times used in Fig. 7 (1.847 s) and Fig. 6 (6.115 s).
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FIG. 9. Normalized histogram of χ2
ν val-

ues for each of 7000 fitted profiles of
probe UD10 experiment 20180814.007.
Panel (a) covers the first part of the dis-
charge with attached conditions similar
to those in Fig. 7 for which all models fit
equally well. Panel (b) covers the second
part of the discharge with cold plasma
conditions similar to those in Fig. 6 for
which the DWSE model fits best. This is
indicated by a distribution more positively
skewed and peaked at χ2

ν = 1 (marked
by a dashed line). Note the logarithmic
scale on the abscissa of panel (b).

only visible in colder plasmas. Here, the DWSE model systematically
performs best, supporting our conclusion from above.

It should be noted that χ2
ν itself is uncertain:56,57 For models

with non-orthogonal or covariant parameters, the effective number
of degrees of freedom K is less than K = N − P used by us, where N
is the number of samples and P is the number of parameters. Fur-
thermore, what we are implicitly comparing is the expectation value
of the χ2 distribution. To distinguish models at the above noise level,
we must take into account its standard deviation of σ =

√
2/K in

the gaussian approximation. In our case however, N = 500 and P
< 4 such that neither effect significantly impacts the comparison in
the cold plasma case.

Note as well that due to our use of the fluctuation distribution
for σ, we do not expect χ2

ν to be exactly unity for an ideal model. The
values and distributions are comparable relative to each other, but
absolute values of χ2

ν < 1 do not necessarily imply overfitting.
The Langmuir data in Fig. 8 were obtained with MINERVA

inferring values using the DWSE model. This framework and the
automation of the analysis using it will be described in Sec. VI.

C. Impact of fluctuations
As is visible in Fig. 5, fluctuations of V f (and, presumably, of

the other plasma quantities) frequently exist over a broad range of
frequencies extending from below the sweep frequency of 500 Hz
to and beyond several kHz. The plasma parameters can therefore
vary significantly between adjacent sweeps as well as during a single
sweep (see also Fig. 6). If the aim is to measure plasma density, tem-
perature, and electric potential at the location of each probe, the best
solution would obviously be to sweep the characteristic faster than
fluctuations with a significant amplitude, which would require sweep
frequencies in the range of several 100 kHz,26,58 or the use of equiv-
alent techniques (such as analysis of harmonics,59 use of a “time-
domain triple probe,”60 or use of a “mirror Langmuir probe”61),

which imply similarly fast variation of the probe bias. The applica-
tion of these methods has already been investigated or is planned,
but up to now, they have not been used regularly for the W7-X diver-
tor Langmuir probes. This is fundamentally due to restrictions of
torus hall space and accordingly long cable lengths.

To obtain the evolution of the plasma quantities on timescales
significantly below the sweep frequencies, several approaches are
possible:

1. Analysis of every half sweep, averaging of the obtained model
parameters p over N half sweeps, denoted ⟨p(1/2)⟩N .

2. Simultaneous analysis of N adjacent half sweeps, assum-
ing constant model parameters for all these sweeps, denoted
p(N/2).

3. Averaging over the raw data of N half sweeps—this can be exe-
cuted by defining voltage intervals of the sweep voltage and
averaging over all current values for each voltage interval; the
probe model is then applied to the resulting characteristic.
Denoted p(⟨N/2⟩).

We compare the effect of these three averaging methods with
N = 10 for one fixed probe model (DWSE) in Fig. 10. The com-
parison is performed for three time intervals of 0.2 s within W7-X
discharge 20180814.007. The three time intervals differ significantly
in plasma density and temperature in front of the divertor and in
the level of fluctuations. For the first averaging method, we exclude
results of half sweeps with the uncertainty of Te above 50 eV or Te
> 250 eV, indicating too strong fluctuations during the half sweep.
We use LS fitting for all three methods. We note from this com-
parison that the resulting plasma parameters on the timescale of
5 times the sweep period do not differ significantly between the
three averaging methods. Small systematic differences are visible for
some plasma parameters, however not in the same direction under
all discharge conditions. In the following, we prefer to analyze the
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FIG. 10. Comparison of averaging methods for three time intervals (in columns) and different LP parameters (in rows). Uncertainties are indicated as delivered by the LS
routine, see Sec. IV B. Half sweep fits p(1/2) with σTe > 50 eV or Te > 250 eV are excluded from average.

data with the full half sweep time resolution of 1 kHz, bearing in
mind that the fluctuations of the resulting plasma parameters at this
time resolution may be misleading but give some indication of the
level of fluctuations, whereas the evolution on the 100 Hz scale is
reliable.

D. Discussion of further observations
in the characteristics of the swept probes

Effects not included in the forward models can introduce sys-
tematic errors in the derived quantities. We will outline these and
discuss their importance as well as our measures to limit their
impact.

The slope of the ion current is still slightly greater than that
predicted even by the DWSE model. By scaling the sheath thickness
with an additional free parameter, it was found that this results in
a systematic overestimation of Te and ne within the error bars of
the Bayesian analysis. This matches Weinlich and Carlson’s results37

who obtain their best results with a correction factor of α = 1.2. We

have identified a possible source of this discrepancy and aim to cor-
rect it in the next version of this analysis: The sheath thicknesses
calculated in Sec. III were obtained for each “element” of the probe
separately—actively driven probe, unbiased wall, and counter elec-
trode area. This can only be a first order approximation. Realistically,
the transition from the wall sheath to the probe sheath would be
smooth and not a sudden step as we assume in order to derive a
sheath thickness difference for components with different Vbias, as
shown in Fig. 4. This would reduce the shadowing of the probe by the
wall sheath and thus increase the predicted non-saturation of the ion
current. Additionally for the double probe models, it might be nec-
essary to consider the modification of the sheath potential in those
areas from which the current is drawn. Since this counter electrode
area is only typically larger than that of the driven probe by the factor
β = O(5), the current density at the counter electrode can become
non-negligible. To fully account for this, a better understanding of
the virtual double probe mechanism or direct numerical simula-
tion is likely required, possibly by extending the work by Bergmann
et al.40
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When the data are separated into half-periods for analysis,
attention must be paid to systematic differences between profiles
recorded with the increasing or decreasing bias voltage. Plotting
the inferred parameters of the up- and downsweeps separately, we
observe small systematic deviations of the parameters within the
error bars. At high sweep frequencies fsweep ≳ 500 kHz, such hys-
teresis effects are expected in multiple regions of the characteristic
due to different mechanisms.62 Using a sweep rate of only 500 Hz,
we would not expect to see such effects in our system. The reason
is potentially the delay of the current signal relative to the voltage
signal when measured on the power supplies due to the propagation
time of 0.4 μs. This is shorter than the 2 μs sampling interval of the
ADCs, so we have not corrected for it yet. As we cannot exclude the
presence of some physical effect, we choose not to fit data from adja-
cent sweeps together. This would only obfuscate this phenomenon
without giving insight into its origins.

V. BAYESIAN PARAMETER INFERENCE
Bayesian analysis is a more general approach to our problem

that is not limited to simple constraints on parameters and can
give us meaningful parameter uncertainties. The equivalent confi-
dence intervals of the LS method are not strictly valid for non-linear
models and cannot capture the full information Bayesian or max-
imum likelihood inference provides. For further physics analysis,
we require correctly determined uncertainties; therefore, we will use
Bayesian analysis to routinely evaluate our measurements.

Unlike for the LS evaluation where the bounds on the param-
eter values were only set for practical reasons to help the fitting
algorithm, prior distributions are mathematically necessary in the
Bayesian approach. As its name suggests, it encodes prior knowledge
of the parameter values. We use the same values as in Table II for
uniform priors, except β that we approximate with a truncated gaus-
sian distribution (β = N(σ = 4, s = 4)β ∈ [1, 50]). This restricts it
more strongly to the physically plausible and theoretically expected
range.38

The Bayesian analysis is performed in a framework we will
introduce in Sec. VI that uses acyclic directed graphs to show
the conditional dependencies of each model. The Langmuir model
graph is shown in Fig. 11. The prediction node contains the imple-
mentation of the formulas of the models to calculate the predicted
current. The only external information required is that of the mag-
netic field calculated by the variational moments equilibrium code
(VMEC).63

Bayes’s formula,64

P(F∣D)
´¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¶
posterior

=

likelihood
³¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹µ
P(D∣F)

prior
¬
P(F)

P(D)
²
evidence

, (9)

is used to infer the posterior distribution of the parameters F given
the data D.

The Hooke and Jeeves algorithm65 is used to find the approx-
imate maximum of this posterior distribution, i.e., the maximum a
posteriori (MAP). Because our parameter space has only few dimen-
sions, this process is very quick, typically requiring O(10) steps to
find the MAP. The full distribution is then reconstructed by Markov

FIG. 11. The directed acyclic graph shows the simplified MINERVA forward model
for the LP. Rectangular nodes indicate deterministic nodes, and nodes with a
rounded rectangular shape are probabilistic nodes. The prediction node allows us
to choose which equations are used to calculate the predicted current, cf. Table I.
A blue background indicates that the free parameter is always active, cyan indi-
cates that the free parameter is active for some of the available calculations in the
prediction node, and gray indicates that, for now, these probabilistic nodes are not
independently varied.

chain Monte Carlo (MCMC) sampling. We initialize MCMC at the
MAP and let it run for O(104) iterations to explore the posterior
and generate samples. The result of one such optimization can be
seen in Fig. 12. By integrating over parameters (marginalization), we
may obtain projections of the posterior distribution showing param-
eter value probabilities and covariances. Equivalently, we count the

FIG. 12. Exemplary I–V characteristic from Bayesian fitting. Observed data are in
blue, MAP values and predicted curve in green, and characteristics with parame-
ters sampled from the distribution in orange. Calculated using the DWSE model.
The same data as in Fig. 6, probe UD10 in experiment 20180814.007, t = 6.115 s.
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samples on a grid of two parameters, thereby creating two-
dimensional histograms of the posterior probability density for dif-
ferent parameter combinations, such as the one shown in Fig. 13.
These reveal a strong covariance of the parameters and asymmet-
ric deviations from the bivariate gaussian distribution. Marginaliz-
ing an additional parameter and applying a kernel density estimate
(KDE)66,67 approach result in a one-dimensional (1D) probability
density function (PDF) for each parameter, shown in Fig. 14. The
width assigned to each sample in the KDE is determined by Scott’s
window.67 For our model, the posterior is typically unimodal, with
the MAP quite close to the weighted mean of the distribution.

FIG. 13. Histogram of samples drawn from the posterior in Te and ne. The
MCMC sampling scheme ensures that the counts are proportional to the pos-
terior probability such that the histogram is a discretized approximation. Data,
model, and parameters are equal to those in Fig. 12. Probe UD10 in experiment
20180814.007, t = 6.115 s.

FIG. 14. Posterior distribution of Te. Data, model, and parameters are equal to
those in Fig. 12. Probe UD10 in experiment 20180814.007, t = 6.115 s.

The use of Bayesian analysis for Langmuir probe evaluation has
so far only been reported for cold plasma applications outside of
fusion physics.68,69

VI. AUTOMATION
The inferred plasma parameters of all diagnostics on W7-X

should be available to every member of the team for higher-level
analysis. It is therefore crucial to automate and integrate the analysis
within the project’s infrastructure. We achieve this using the MINERVA

software framework for Bayesian analysis developed by Svensson
and Werner,6 which among other benefits provides this capability.
Its idea is the following: In the field of fusion physics especially, there
are many diagnostics with different operation principles measuring
the same quantities. Since the plasma must have one true value of,
for instance, density at each point and time, it makes sense to use
evidence from multiple sources constrained by a common prior and
find the most likely result. The directed graph shown in Fig. 11 is
crucial to this approach: It can be expanded to include multiple mod-
els making observations of a shared set of priors. Implementing our
models in this framework thus allows for a later inclusion of the LPs
in a joint analysis with other diagnostics. It furthermore opens the
possibility of using the developed forward models at Joint Euro-
pean Torus (JET) or Mega-Ampere Spherical Tokamak (MAST)
where MINERVA is also used,70,71 standardizing analysis and enabling
objective comparison of results.

To store the inferred values and uncertainties, we use the cen-
ter of mass and standard deviation of the 1D KDE of each parameter.
This is effectively the same as making the approximation of an inde-
pendent gaussian distribution of each parameter. This last step may
seem to negate the benefit of using a more general Bayesian approach
but makes sense when considering two different use cases: For anal-
ysis based on the Langmuir data alone, the symmetric and indepen-
dent confidence regions are precise enough and widely understood.
For more careful analysis, for example, joint with other diagnos-
tics, the posterior would be recalculated for the entire graph. This
is in our case much quicker than storing and loading a represen-
tative number of samples or a description of the posterior with
additional statistical moments. The procedure is included in a sched-
uler system such that analyses can be run automatically after each
discharge.

VII. SUMMARY AND OUTLOOK
In this paper, we described the Langmuir diagnostic system of

the probes used in the first divertor campaign of W7-X. A special
facetted design of the tips was chosen to mitigate the problems of
analyzing flush mounted probes while ensuring the probes with-
stand the high heat flux. Despite the facetted probe shape, the shal-
low incidence angle of the magnetic field required going beyond the
textbook Langmuir model for the analysis of the characteristics. We
compared six models, generalizing and then adapting them to our
special use case in a workflow that can easily be expanded to include
variations of assumptions or additional models. The I–V character-
istics recorded are best matched by a model including the effect of
a finite counter electrode, important to describe the electron region
at lower Te, and sheath growth over the ion current region, account-
ing for the magnetic field. We could show that significantly different
plasma parameter values (e.g., up to a factor two lower temperature)
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resulted when using this model, which best described the character-
istics in low temperature cases. Notably, this also holds true at higher
temperature plasma conditions, where the WSE/DWSE models indi-
cate significantly reduced Te values, although the fit quality of the
different models is similar. This information is crucial for the LPs to
achieve their goal in aiding in the understanding of detachment in
the W7-X island divertor. Finally, we describe the automation of our
evaluation to make plasma parameters available to every user of the
W7-X data archive. Our evaluation is the first of LPs in fusion plas-
mas using Bayesian probability. This permits the rigorous treatment
of uncertainties, revealing significant correlation between inferred
plasma parameters. This is done in the analysis framework MINERVA,
opening the path to a joint analysis of multiple diagnostics.
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APPENDIX A: COMMON MODE AND CAPACITANCE
CORRECTION

The current flowing to the Langmuir probes is determined by
measuring the voltage drop across shunt resistors. The shunt resis-
tance must be small to limit the voltage drop to within the out-
put voltage range of the differential amplifier, in this case ±10 V.
This implies measuring a small difference on a large baseline, up to
−200 V in the ion saturation mode. The amplifier (Analog Devices
AD629) was therefore chosen for its high common mode rejection
ratio of 95 dB at the sweep frequency of 500 Hz. In practice, this
ratio is reduced by the periphery of the DAmp. We correct for the
common mode by determining from the pre-plasma phase a time
offset and factor that must be applied to Vbias to match the observed
current. This correction current is then calculated for the entire dis-
charge duration and subtracted. This procedure corrects for both the
common mode and capacitance at the same time since both are a lin-
ear function of the voltage. The capacitive current Icap = C dV

dt is dom-
inated by the cable capacitances that were measured individually and
are typically (20.0 ± 0.5) nF.

After the subtraction, the pre-plasma current signal only fluc-
tuates about 0 A with an amplitude of ≈5 mA. This remaining back-
ground is still periodic with 500 Hz but no longer a linear function
of voltage.

APPENDIX B: COMMON TRACK RESISTANCE
CORRECTION

The voltage drop proportional to current is not measured
directly at the terminals of the shunt resistor. Instead, one DAmp
contact connects to ground via a common track for all channels
on the measurement card, as shown in Fig. 15. Unfortunately, this

FIG. 15. Simplified scheme of the measurement card circuit. Only connections for
two of the eight channels are shown. A, S, and T stand for amplifiers, shunts, and
tracks, respectively, and V, I, and R for voltages, currents, and resistances. Arrows
indicate voltage differences.

means that each DAmp also sees a voltage drop proportional to the
other probe currents and resistance of relevant track segments. This
effect was considered negligible before and indeed is if the shunt
resistance is large compared to that of the track. For the operation
in WEGA, and OP1.1 in W7-X, this was mostly true as the cur-
rents were low and the 10 Ω shunt resistor could be used. With the
higher densities and larger probes of OP1.2, higher currents were
recorded, which necessitated the use of smaller shunt resistor val-
ues. This made the “common track resistance” error comparable
to other effects. We determined the value of the track resistances
through direct measurement and careful calibration of the measure-
ment cards with known currents. From these, we derive a formula to
calculate the recorded voltages given the currents,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

RS1
RS2
RS3
RS4
RS5
RS6
RS7
RS8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∗ I8 +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

RΣT1 RΣT2 . . . RΣT8

RΣT2 RΣT2 . . . RΣT8

⋮ ⋮ ⋱ ⋮
RΣT8 RΣT8 . . . RΣT8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I1
I2
I3
I4
I5
I6
I7
I8

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
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VA1
VA2
VA3
VA4
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (B1)

Here, I8 is an 8 × 8 identity matrix, Ii and VAi are, respectively,
the current and voltage on the channel i, RSi is the shunt resistance
used on that channel, and RΣTi is the total resistance from that chan-
nel to ground (RΣn = ∑i=8

i=n RTi). Additionally, RSi must be corrected
by the resistance of the jumper RJ selecting the shunt value that
contributes another ≈(110 ± 30) mΩ. By inverting this matrix, we
can calculate the currents from the recorded voltages. The values
of the resistances and errors are shown in Table V.72 To minimize
the mutual influence of the currents upon each other, we typically
used channels 1–3 for voltage measurements and selected channels
for attributed current measurements considering the expected sig-
nal strength, such that the probe with the lowest expected current
was connected to channel 4 and the highest signal was recorded on
channel 8.
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TABLE V. Resistance values and uncertainties of shunts, jumpers, and tracks on
cards. The error is based on variance of all cards and calibration measurements.

RSi RJ RΣT1 RΣT2 RΣT3

Value (Ω) 10/1 0.11 0.207 0.191 0.176
Uncertainty (Ω) 0.01/0.001 0.03 0.001 0.001 0.001

RΣT4 RΣT5 RΣT6 RΣT7 RΣT8

Value (Ω) 0.161 0.146 0.13 0.115 0.046
Uncertainty (Ω) 9 × 10−4 7 × 10−4 6 × 10−4 5 × 10−4 2 × 10−4

DATA AVAILABILITY

Raw data were generated at the Wendelstein 7-X large scale
facility. Derived data supporting the findings of this study are
available from the corresponding author upon reasonable request.
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