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Introduction

Deep inner-shell excitation or ionization of atoms and molecules produces highly excited states

lying above the double or even multiple ionization thresholds. Such states relax predominantly

by autoionization processes, typically involving two-electron transitions. A fundamental ex-

ample is the Auger (or, more accurately, Auger-Meitner) effect, in which a valence electron

refills the core vacancy, and another electron is emitted to the continuum [1, 2]. Auger ef-

fect is essentially of intra-atomic or intra-molecular nature and, thus, operative irrespective of

the chemical environment. The surroundings manifest themselves by the chemical shift of the

Auger lines [3], for instance, but the physics is not altered fundamentally. In 1997, the authors

of the theoretical work [4] tried to answer the question of whether an excited state can decay

non-radiatively exclusively due to interaction with an environment. It turned out that such

decay transitions are not only possible but rather common phenomena, typical of relatively

low-energy inner-shell vacancies in a wide variety of atomic and molecular systems.

Specifically, Cederbaum et al. [4] investigated hydrogen fluoride and water clusters, repre-

sentative examples of hydrogen-bonded systems. They showed that while in the isolated HF

molecule the F 2s inner-valence vacancy state lies below the double ionization threshold, new

lower-lying doubly ionized states appear in the (HF)3 trimer, and the autoionization channel

opens. The final states are characterized by the spatial distribution of the outer-valence va-

cancies over two trimer sub-units, thus reducing their electrostatic repulsion compared to the

case when both are located at the same HF molecule. The situation is completely analogous

for the O 2s vacancy in water clusters and, as proved to be true later, also for a large number

of van der Waals bonded systems and other weakly bound compounds. The decay process in

question, depicted schematically in Fig. 1, was termed interatomic (inter-molecular) Coulombic

decay (ICD).

It turns out that ICD is not only energetically accessible in a wide variety of systems but also

very efficient, as confirmed both by the theoretical calculations and by the experiments. Typical

lifetimes lie in the range from tens to few hundreds of femtoseconds [5,6], which is only one to two

orders of magnitude slower than the characteristic lifetimes of the Auger decay. Therefore, ICD

outpaces any competing radiative decay modes [7] and is usually the dominant decay pathway

whenever the (intra-atomic) Auger decay is energetically forbidden. Furthermore, ICD is not

the only interatomic decay transition available for inner-valence vacancies and other relatively

low-energy excited states in clusters. Interatomic decay mechanisms thus affect substantially
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Figure 1: Schematic representation of the ICD process in neon dimer: 2p electron of the inner-valence

ionized neon recombines with the initial 2s vacancy while another 2p electron from the neighbouring atom

is ejected into the continuum. The resulting doubly charged dimer dissociates by the Coulomb explosion

mechanism. The excess energy of the initial vacancy state is partitioned between the outgoing electron and

kinetic energy of the ionic fragments.

the response of matter to ionizing radiation. For Auger-active core-ionized states, ICD and other

interatomic electronic decay modes usually play only a minor role [8,9] but frequently occur in

later steps of decay cascades following the local Auger decay of the initial core vacancy [10,11].

Those cascades can become particularly complex for micro-solvated metal ions and appear to

be essential to our understanding of radiation chemistry and radiation damage in biological

environments [12].

First indirect experimental evidence of ICD was presented in 2003 by Marburger et al.,

who identified the process in neon clusters [13]. A year later, using the cold target recoil ion

momentum spectroscopy (COLTRIMS) [14], Jahnke and coworkers conducted a very detailed

study of ICD in the neon dimer [15]. All the decay products – the ICD electron and the neon ions

generated by the Coulomb explosion (cf. Fig. 1) – were detected in coincidence, which enabled

to verify the characteristic energy conservation pattern. Unlike in the atomic Auger decay, in

which the energy of the secondary electron is quantized by the energy differences between the

core vacancy and final dicationic states, in ICD the excess energy of the inner-vacancy state is

shared by the outgoing electron and the ionic fragments. The actual distribution depends on

the geometry (interatomic distance) of the system at the instant of the electronic transition,

leading to distinctive diagonal lines in the coincidence maps. Since then, several remarkable

experiments were performed, in concert with extensive theoretical exploration. A number of

reviews are available, see, e.g., [16–18], or the very recent comprehensive effort by Jahnke and

coworkers [19]. The purpose of this work is not to provide another review of the topic. Rather,

we seize the opportunity to write a more self-contained work, which provides the theoretical

methodology to study both the electronic and nuclear dynamics aspects of interatomic decay

processes in polyatomic systems, and offers fundamental insight into the mechanisms driving

such phenomena.
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The thesis is based on the previously published candidate’s contributions to the research

topic but not necessarily restricted to them. For instance, Chapter 1 provides the general frame-

work for the quantum-mechanical description of metastable states – resonances – which can be

regarded as a standard theory. An exception is the discussion of local complex approximation

for interfering resonances, where we attempt to point out and partly fill an existing gap in fun-

damental understanding. Chapter 2 is then devoted to ab initio methods for computing decay

widths, the basic attribute of metastable states. The focus is on the Fano-ADC methodology,

wherein lies the principal contribution of the candidate, but selected alternative approaches are

introduced as well. In Chapter 3, we finally turn our attention specifically to the interatomic

processes in rare gas clusters, analyze the various decay mechanisms, and demonstrate the role

of nuclear dynamics on some illustrative examples. Here, the theory meets experiment, and

most of the reported works thus result from broad international collaborations. An exception

is the last section of the chapter, where we present as yet unpublished study undertaken specif-

ically for this thesis to demonstrate the complete theoretical toolbox and, at the same time,

resolve one disturbing controversy between the theory and experiment.

The papers enclosed in the appendix are referenced with the prefix [A] in the text. They

represent the most significant candidate’s contributions to the research field. Few more papers

are sufficiently summarized in the main text; the complete list of publications, including topics

not covered in the thesis, is available as a part of the candidate’s professional CV.

Atomic units e = me = h̄ = 1 are used unless explicitly stated otherwise.
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Chapter 1

General theory of non-radiative decay

In quantum mechanics, metastable states (resonances) can be associated with the so-called

Gamow-Siegert states [20,21], which are eigenstates of the time-independent Schrödinger equa-

tion for complex energies. Corresponding wave functions are characterized by exponential

divergence in the asymptotic region, which is connected with the imaginary part of the en-

ergy. Siegert energies can be identified with poles of the S-matrix [22], and resonances usually

manifest themselves by rapid variations of phase-shifts and scattering cross-sections.

An alternative way to study metastable states, which is adopted in the present work, is to

characterize them as discrete states embedded in a continuum into which they can decay [23].

This concept, introduced by Dirac [24], is at the heart of the theory of resonances developed

mainly by Fano [25] and Feshbach [26]. Even though we start with a discrete state associated

with real energy, interaction with the continuum brings about complex level shift which pushes

the energy into the complex plane. In both approaches, the imaginary part of the energy,

−iΓ/2, is related to the lifetime of the metastable state as τ = h̄/Γ. The quantity Γ is called

the decay width.

In this chapter, we start by the description of the decay of metastable states from a purely

electronic point of view. The results thus describe either an isolated atom or a polyatomic

system in the fixed nuclei limit. We do not attempt to provide an exhaustive review but rather

to facilitate the connection between different frameworks used to study resonance phenomena

and introduce the essential terms and techniques. We start with an overview of the time-

independent formulation in order to elucidate the origin of the complex energy and its relation to

the uncertainty of the resonance position. We then switch to the time-dependent picture, which

is more appropriate for the treatment of time-dependent Hamiltonians, e.g., those involving

electric fields. This formulation also provides more natural insight into the process itself, which

will be particularly beneficial when we include also the nuclear degrees of freedom among

dynamical variables. The time-dependent formulation of quantum theory is also better suited

to make contact with the classical description of the heavy-particle motion and, thus, is essential

to develop semi-classical methods [27–29].

5
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1.1 Time-independent picture

The process of interest – inner-shell ionization and subsequent decay of the resulting excited

state – can be described as follows. Initially, the system is in a N -electron stationary state |ϕi⟩.
Interaction with an external field or particle impact brings the system into an intermediate state

|ϕd⟩|ϵ0⟩, where |ϕd⟩ is the metastable (N − 1)-electron state of the system (the discrete state),

and |ϵ0⟩ is energy-normalized wave function of the outgoing primary electron. We assume that

its energy is high enough such that sudden approximation [30] is applicable and any subsequent

interaction between the primary electron and the residual ion can be neglected. The metastable

state then decays by electron emission into continuum of states |χ(ϵ)⟩, which represent the final

di-cationic state of the system |χ⟩ with secondary electron emitted with energy ϵ.1 Validity of

this approach, based on the concept of two-step character of the ionization and decay process,

is discussed in Refs. [31, 32].

The full Hamiltonian of the system reads

Ĥ = Ĥel + V̂ , (1.1a)

where Ĥel is the Hamiltonian of the N -electron system and V̂ is the external excitation operator

driving the primary inner-shell ionization. The electronic Hamiltonian consists of the kinetic

energy operator of the electrons and the electron-electron, electron-nuclei and nuclei-nuclei

Coulomb interactions. In polyatomic systems, it is thus parametrically dependent on the nuclear

coordinates. We assume that the initial state |ϕi⟩ is an eigenstate of Ĥel and, therefore, interacts

with the other states only through V̂ . The full Hamiltonian Ĥ can then be expanded as the

diagonal part of Ĥel,

Ĥ0 = |ϕi⟩Ei⟨ϕi| +

∫︂
dϵ0 |ϕd⟩|ϵ0⟩(Ed + ϵ0)⟨ϵ0|⟨ϕd|

+

∫︂
dϵ0

∫︂
dϵ |χ(ϵ)⟩|ϵ0⟩(Ef + ϵ+ ϵ0)⟨ϵ0|⟨χ(ϵ)|, (1.1b)

and the interaction term comprising the off-diagonal part of Ĥel and the excitation operator,

ĤI =

∫︂
dϵ0

∫︂
dϵ |χ(ϵ)⟩|ϵ0⟩W (ϵ)⟨ϵ0|⟨ϕd| +

∫︂
dϵ0 |ϕd⟩|ϵ0⟩V (ϵ0)⟨ϕi| + h.c. (1.1c)

Possible direct double ionization through V̂ is not considered, the final states can thus be

reached only resonantly via |ϕd⟩. Under the above assumption of fast primary electron, any

possible dependence of the coupling elements W on ϵ0 is weak and can be usually neglected.

The probability per unit time for the transition from the initial state |I⟩ = |ϕi⟩ to the final

state |F ⟩ = |χ(ϵ)⟩|ϵ0⟩ reads [33,34]

PFI(ϵ, ϵ0) = 2π|⟨F |T̂ (Ei)|I⟩|2δ(Ei − Ef − ϵ− ϵ0). (1.2)

1Thorough the present work, we consider only angularly averaged cross sections and spectra. For this reason

and for the sake of simplified notation, any possible dependence of Hamiltonian matrix elements on the direction

of the emitted particles is not taken into account and the electronic states are characterized only by the energy.
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Here, T̂ is the on-shell T -matrix

T̂ (E) = ĤI + ĤIĜ0(E)T̂ (E) (1.3)

and the free Green’s function is defined as

Ĝ0(E) = lim
η→0+

(E − Ĥ0 − iη)−1. (1.4)

To evaluate the transition probability (1.2), we expand the T -matrix element in a perturbation

series

⟨F |T̂ (E)|I⟩ = ⟨F |ĤI |I⟩ + ⟨F |ĤIĜ0(E)ĤI |I⟩ + ⟨F |ĤIĜ0(E)ĤIĜ0(E)ĤI |I⟩ + . . . (1.5)

and use the spectral representation of the free Green’s function,

Ĝ0(E) = lim
η→0+

(︃
|ϕi⟩⟨ϕi|

E − Ei + iη
+

∫︂
dϵ0

|ϕd⟩|ϵ0⟩⟨ϵ0|⟨ϕd|
E − Ed − ϵ0 + iη

+

∫︂
dϵ0

∫︂
dϵ

|χ(ϵ)⟩|ϵ0⟩⟨ϵ0|⟨χ(ϵ)|
E − Ef − ϵ− ϵ0 + iη

)︃
.

(1.6)

Closed-form expression for PFI can be derived assuming the golden rule to be valid for the

initial excitation process [34, 35]. The excitation matrix element V (ϵ0) is then considered only

up to the first order while the decay matrix element W (ϵ) to infinite order. This approximation

is valid, for instance, in the case of weak-field photoionization, i.e., in the regime when the

ionization probability is proportional to the field intensity.

Evaluating explicitly the first few terms in the series (1.5), we observe that only terms with

even power of ĤI contribute:

⟨F |ĤI |I⟩ = 0, (1.7a)

⟨F |ĤIĜ0(E)HI
ˆ |I⟩ = W (ϵ)Gd

0(E)V (ϵ0), (1.7b)

⟨F |ĤIĜ0(E)HI
ˆ Ĝ0(E)HI

ˆ |I⟩ = 0, (1.7c)

⟨F |ĤIĜ0(E)ĤIĜ0(E)ĤIĜ0(E)ĤI |I⟩ = W (ϵ)Gd
0(E)F(E − ϵ0)G

d
0(E)V (ϵ0). (1.7d)

We have introduced the discrete-state Green’s function matrix element

Gd
0(E) = ⟨ϵ0|⟨ϕd|G0(E)|ϕd⟩|ϵ0⟩ = lim

η→0+
(E − Ed − ϵ0 + iη)−1 (1.8)

and the level shift function (E ′ = E − ϵ0)

F(E ′) = ⟨ϵ0|⟨ϕd|ĤIĜ0(E
′ + ϵ0)ĤI |ϕd⟩|ϵ0⟩ = lim

η→0+

∫︂
dϵ′W ∗(ϵ′)(E ′−Ef − ϵ′ + iη)−1W (ϵ′). (1.9)

The contribution (1.7c) and other odd-order terms vanish since ĤI couples both |F ⟩ and |I⟩
only to the discrete state and the expressions like ⟨ϵ0|⟨ϕd|Ĝ0(E)ĤIĜ0(E)|ϕd⟩|ϵ0⟩ are zero due

to the diagonal and off-diagonal characters of Ĝ0(E) and HI , respectively. Higher even-order
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terms, on the other hand, have the formal structure analogous to Eq. (1.7d), and the whole

perturbation expansion for the T -matrix element can be written as

⟨F |T̂ (E)|I⟩ = W (ϵ)
∞∑︂
n=0

[Gd
0(E)F(E − ϵ0)]

nGd
0(E)V (ϵ0). (1.10)

Summation of the resulting geometric series leads to the final formula for the T -matrix element

⟨F |T̂ (E)|I⟩ = W (ϵ)[E − ϵ0 − Ed −F(E − ϵ0)]
−1V (ϵ0). (1.11)

The resolvent in the above expression can be interpreted as Green’s function corresponding

to an effective, energy-dependent Hamiltonian governing the dynamics of the discrete state

|ϕd⟩ [27, 34],

Hd(E
′) = Ed + F(E ′), (1.12)

in which the level shift F(E ′) fully accounts for the interaction with the continuum. V (ϵ0)

and W (ϵ) then represent the entrance and exit amplitudes, respectively. Eq. (1.11) is thus in

accordance with the physical picture of the system being excited into the discrete state where

it evolves under the action of Hd(E
′) and eventually decays through W (ϵ) to the continuum of

final states.

Invoking the Sokhotski-Plemelj theorem (P stands for the Cauchy principal value integra-

tion),

lim
η→0+

b∫︂
a

f(x)

x± iη
dx = ∓iπf(0) + P

b∫︂
a

f(x)

x
dx, a < 0 < b, (1.13)

the level shift Eq. (1.9) is readily evaluated as [27]

F(E ′) = − i

2
Γ(E ′ − Ef ) + ∆(E ′ − Ef ) (1.14a)

with

Γ(ϵ) = 2π|W (ϵ)|2, ∆(ϵ) =
1

2π
P
∫︂
dϵ′

Γ(ϵ′)

ϵ′ − ϵ
. (1.14b)

Both Γ(ϵ) and ∆(ϵ) are real-valued (for real ϵ) and represent the decay width and real level

shift functions, respectively. Inserting (1.14) into (1.11) and setting E = Ei = Ef + ϵ0 + ϵ, the

transition probability (1.2) reads

PFI(ϵ, ϵ0) =
Γ(ϵ)

[Ef + ϵ− Ed − ∆(ϵ)]2 + Γ(ϵ)2/4
V (ϵ0)

2. (1.15)

The factor V (ϵ0)
2 is not really relevant for our purposes and, in the considered regime of fast

primary electron, typically only weakly depends on ϵ0. It can be integrated out to obtain the

spectrum of the secondary electron in the form of a generalized Lorentzian function,

σ(ϵ) =

∫︂
dϵ0 PFI(ϵ, ϵ0) ∝

Γ(ϵ)

[Ef + ϵ− Ed − ∆(ϵ)]2 + Γ(ϵ)2/4
, (1.16)
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where the proportionality factor is the total inner-shell ionization probability.

Assuming sufficiently weak energy dependence of the decay width function Γ(ϵ), the spec-

trum has maximum for ϵ = ϵres that is given by the solution of the implicit equation

Eres = Ed + ∆(ϵres) = Ef + ϵres. (1.17)

This energy corresponds to the pole of the K-matrix [22] and defines the real resonance energy.

The pole of the T -matrix (1.11), which defines complex resonance energy zres, satisfies the

equation (substituting the energy conservation Ei − ϵ0 = Ef + ϵ)

Zres = Ed + ∆(zres) −
i

2
Γ(zres) = Ef + zres. (1.18)

This complex energy coincides with the energy associated with the divergent Gamow-Siegert

state mentioned at the beginning of the chapter. When Γ(ϵ) depends strongly on the energy,

the transition probability (1.15) deviates significantly from the Lorentzian shape. It occurs

typically near threshold, i.e., for ϵ close to zero. In the time-dependent picture, it is manifested

by non-exponential character of the decay and the notion of the decay width gradually becomes

ill-defined.

The finite width of the secondary electron spectrum has its origin in the ambiguity of the

energy of the discrete state. Neither the discrete state |ϕd⟩ nor the continuum states |χ(ϵ)⟩
are eigenstates of the (N − 1)-electron Hamiltonian. Rather, they merely form a basis of the

respective Hilbert space. The solution of the time-independent Schrödinger equation (TISE)

Ĥel|ψ(E)⟩ = E|ψ(E)⟩ (1.19)

in the continuum spectral region can thus be expanded as

|ψ(E)⟩ = a(E)|ϕd⟩ +

∫︂
dϵ b(E, ϵ)|χ(ϵ)⟩. (1.20)

This ansatz complies with the observation that, around the resonance energy, the unbound

electron is localized in the interaction region near the molecule with a large probability, while

at large distances the wave function is not damped exponentially as a regular bound state but

oscillates like a free particle [23]. Inserting the expansion (1.20) into TISE and solving for the

coefficient a(E) yields [25]

|a(E)|2 =
1

2π

Γ(ϵ)

[Ef + ϵ− Ed − ∆(ϵ)]2 + Γ(ϵ)2/4
, (1.21)

with the decay width and level shift functions defined by Eq. (1.14b). Excitation of the discrete

state thus populates a band of stationary continuum states characterized by the width Γ(ϵ).

In turn, the subsequent decay process does not represent transition with a precisely defined

energy, resulting into a finite width of the spectral line.
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1.2 Time-dependent picture

The foundation of the time-dependent formulation of the decay process is the time-dependent

Schrödinger equation (TDSE)

i
∂

∂t
|ψ(t)⟩ = Ĥ(t)|ψ(t)⟩. (1.22)

We consider the same basis of electronic states as introduced in Sec. 1.1, in which the structure

of the Hamiltonian Ĥ(t) is given by Eqs. (1.1). The explicit time-dependence arises from the ex-

citation operator V̂ (t). For the sake of argument, we consider interaction with electromagnetic

field E(t) in the dipole approximation, in which V̂ (t) reads [36]

V̂ (t) = D̂ ·E(t), (1.23)

with D̂ being the dipole operator and bold letters denoting vector quantities. The relevant

matrix element is then of the form

⟨ϵ0|⟨ϕd|V̂ (t)|ϕi⟩ = V (ϵ0)g(t). (1.24)

The full time-dependent N -electron wave function |ψ(t)⟩ can be expanded as

|Ψ(t)⟩ = ci(t)|ϕi⟩ +

∫︂
dϵ0 e

−iϵ0ta(ϵ0, t)|ϕd⟩|ϵ0⟩ +

∫︂
dϵ0

∫︂
dϵ e−iϵ0tb(ϵ0, ϵ, t)|χ(ϵ)⟩|ϵ0⟩, (1.25)

where we have already explicitly extracted the trivial phase factors corresponding to the primary

electron from the coefficients a and b. Inserting (1.25) into TDSE and projecting onto individual

electronic states, we obtain set of coupled differential equations in the form (dot denotes time

derivative)

iċi(t) = Ei ci(t) + g∗(t)

∫︂
dϵ0 V

∗(ϵ0)e
−iϵ0ta(ϵ0, t), (1.26a)

iȧ(ϵ0, t) = Ed a(ϵ0, t) + eiϵ0tV (ϵ0)g(t)ci(t) +

∫︂
dϵW ∗(ϵ)b(ϵ0, ϵ, t), (1.26b)

iḃf (ϵ0, ϵ, t) = (Ef + ϵ)ḃf (ϵ0, ϵ, t) +W (ϵ)a(ϵ0, t). (1.26c)

Initial conditions are |ci(t→ −∞)|2 = 1 and a(ϵ0, t→ −∞) = b(ϵ0, ϵ, t→ −∞) = 0. In its full

complexity, the set can only be solved numerically. However, under certain approximations,

which are found to be legitimate in many cases of interest, the equations can be decoupled and

solved explicitly. The procedure can be found, e.g., in Ref. [36] and we will review it here for

the sake of completeness and readers convenience.

We start by invoking the weak-field approximation for the excitation operator and, in anal-

ogy to Sec. 1.1, keep only terms linear in V . Since the discrete state is only populated due to the

excitation operator and thus a(ϵ0, t) by itself is linear in V , we can neglect the recoupling of the

intermediate to the initial state [second term on the right hand side (RHS) of Eq. (1.26a)] and

assume that the initial state remains almost unchanged during the whole process. Eq. (1.26a)

then has trivial solution,

ci(t) = ci(0)e−iEit. (1.27)
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We notice that, as a by-product, this approximation also leads to decoupling of equations

corresponding to different values of ϵ0. For the sake of brevity we thus omit this parameter in

a(t) and b(ϵ, t) in the following, but note that the dependence is still there through the second

term on RHS in Eq. (1.26b).

Second step comprise the formal solution of Eq. (1.26c),2

b(ϵ, t) = −ie−i(Ef+ϵ)t

t∫︂
−∞

dτ ei(Ef+ϵ)τW (ϵ)a(τ). (1.28)

Substituting (1.27) and (1.28) into (1.26b), the equation for the discrete state coefficient reads

iȧ(t) = Eda(t) + V (ϵ0)g(t)e−i(Ei−ϵ0)t − i

t∫︂
−∞

dτF(t− τ)a(τ). (1.29)

The equation is decoupled from those for the continuum components but interaction with the

continuum results in non-locality in time – the evolution of a(t) is determined by its value at

all previous times. We have used the same notation F for the memory kernel,

F(τ) =

∫︂
dϵ′W ∗(ϵ′)e−i(Ef+ϵ′)τW (ϵ′), (1.30)

as for the level shift function (1.9) since the two functions are connected by Laplace transfor-

mation [27],

F(E) =
1

i

∞∫︂
0

dτeiEτF(τ). (1.31)

The memory effects thus reflect the energy-dependence of the effective Hamiltonian (1.12)

and vice versa. Indeed, for energy-independent coupling, F(τ) is proportional to δ(τ) – Laplace

pre-image of a constant – and the time evolution is Markovian. For a weak energy dependence

of W (ϵ) on energy, we can thus expect that the memory will be limited to very short times. It

suggests that if the memory time is shorter than the characteristic timescale of the process, the

non-local operator in Eq. (1.29) can be replaced by a suitable local approximation. It in turn

corresponds to a constant approximation of the energy-dependent level shift function (1.14),

F(E) → F loc = ∆loc − i

2
Γloc ⇐⇒ F(τ) → iF locδ(τ). (1.32)

This is the so-called local complex potential (LCP) approximation (in the fixed-nuclei limit)

within the time-dependent framework. In the time-independent picture, LCP thus provides

energy-independent approximation to the effective Hamiltonian (1.12),

Hloc
d = Ed + ∆loc − i

2
Γloc. (1.33)

2This is only possible due to the absence of continuum-continuum coupling, ⟨χ(ϵ′)|Ĥel|χ(ϵ)⟩ ∝ δ(ϵ− ϵ′).
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In general, LCP is not uniquely defined as it is not clear what constant value should be

chosen for the level shift function. We defer the derivation of LCP until Sec. 1.3, here we only

state that two possible definitions are given by Eqs. (1.17) and (1.18). Setting F loc = F(ϵres)

is motivated by the highest transition probability for the (real) secondary electron energy ϵres,

while F loc = F(zres) corresponds to the pole of the T -matrix. Discussion of the consequences of

different choices can be found, e.g., in Ref. [37]. Since we will employ the LCP approximation

thorough this work, from now on we drop the superscript loc at the approximate Hd, ∆ and Γ,

as it is implied by the missing argument ϵ. Whenever the exact level shift function is used, it

will be indicated by the explicit energy dependence.

Within the LCP approximation, the time evolution of the discrete state is greatly simplified.

Without the source term (i.e., after the ionizing pulse), the survival probability reads

|a(t)|2 ∝ e−Γt. (1.34)

LCP thus predicts purely exponential decay. General solution of (1.29) with the local kernel

(1.32) yields

a(t) = −ie−i(Ed+∆−iΓ/2)t

t∫︂
−∞

dτei(Ed+∆−iΓ/2+ϵ0−Ei)τg(τ)V (ϵ0). (1.35)

Introducing Fourier transform of the excitation function,

g(τ) =
1√
2π

∫︂
dω e−iωτg(ω), (1.36)

the solution can be further rewritten as

a(t) =
1√
2π

∫︂
dω

g(ω)

Ei − ϵ0 − Ed − ∆ + iΓ/2 + ω
e−i(Ei−ϵ0+ω)tV (ϵ0) (1.37)

Inserting this formula into Eq. (1.28) we finally obtain

b(ϵ, t) = − i√
2π
e−i(Ef+ϵ)t

∫︂
dω

t∫︂
−∞

dτ e−i(Ei+ω−ϵ0−Ef−ϵ)τ W (ϵ)
g(ω)

Ei + ω − ϵ0 − Ed − ∆ + iΓ/2
V (ϵ0).

(1.38)

The coincidence spectrum σ(ϵ, ϵ0), corresponding to the transition probability PFI of Eq. (1.15),

is obtained within the time-dependent picture as

σ(ϵ, ϵ0) = lim
t→∞

|b(ϵ, t)|2, (1.39)

resulting into3

σ(ϵ, ϵ0) =
2π|W (ϵ)|2

(Ef + ϵ− Ed − ∆)2 + Γ2/4
|V (ϵ0)|2|g(Ef + ϵ0 + ϵ− Ei)|2. (1.40)

3In the limit t → ∞, the integral over τ converges to 2πδ(ω + Ei − Ef − ϵ0 − ϵ) and the remaining time-

dependence of the phase of b(ϵ, t) cancels in the absolute value squared.
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As in the time-independent picture, within the sudden approximation, the dependence on

ϵ0 can be trivially integrated out, yielding the secondary electron spectrum

σ(ϵ) ∝ 2π|W (ϵ)|2

(Ef + ϵ− Ed − ∆)2 + Γ2/4
. (1.41)

Compared to the exact solution (1.16), LCP approximation resulted into substitution of the

energy-independent level shift and decay width in the denominator. In the numerator we

can still identify the exact energy-dependent decay width function. In the time-independent

picture, such a result can be obtained by substituting the energy-independent LCP level shift

for the exact F(ϵ) in the effective Hamiltonian (1.12) but keeping the energy dependence of

the exit amplitude W (ϵ) in the T -matrix element (1.11). Replacing also the numerator by the

energy-independent decay width Γ leads to an approximation known in the context of electron-

molecule scattering as boomerang model [38, 39]. However, Cederbaum and Domcke [40] has

shown that the semi-local approximation, in which the entry and exit amplitudes are treated

exactly, indeed provides improved results and significantly extends the applicability of LCP.

1.3 Local complex potential approximation

In this section we present derivation of the local complex potential approximation in the frame-

work of the time-dependent picture. We adopt the method of Domcke [27], which is also rem-

iniscent of the adiabatic elimination of the continuum by Fedorov and coworkers [41, 42]. We

choose this approach because it enables systematic construction of corrections to the standard

LCP, and can help to resolve the ambiguity in definition of LCP mentioned below Eq. (1.32).

Simplified derivation can be found in Ref. [36].

The starting point is the third term on RHS of Eq. (1.29) with the memory kernel (1.30),4

Z[a(t)] ≡ −i
∞∫︂
0

dτ

∫︂
dϵW ∗(ϵ)e−i(Ef+ϵ)τW (ϵ)a(t− τ) (1.42)

We expect that, due to the weak energy dependence of W (ϵ), the memory kernel decays quickly

in time with some characteristic decay time τM . Therefore, to determine the local approximation

to the RHS, we can expand a(t− τ) into Taylor series around t and evaluate the leading term.

To this end, we first extract from a(t) the dominant time-dependence in the form of a phase

factor,

a(t) = e−iErtã(t), (1.43)

where the hitherto unknown Er will be determined later. The remaining time-dependence of

ã(t) is assumed to be weak and we can thus write

ã(t− τ) = ã(t) − τ ȧ̃(t) +O(τ 2) (1.44)

4We have made the substitution τ → t− τ .
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and, in turn,

Z[a(t)] = Z(0)[a(t)] + Z(1)[a(t)]. (1.45)

It is important to note that this approach is justified only if the excitation function g(t)

[c.f. Eq. (1.24)] is also slowly varying with respect to the timescale defined by the memory

time τM . If, for example, the initial excitation is essentially instantaneous and g(t) ≈ δ(t− t0),

ã(t) will not be smooth around t0. We will discuss this problem further below. Taking only the

τ -independent term of the expansion (1.44) and introducing the convergence factor e−ητ , the

leading contribution to (1.42) reads

Z(0)[a(t)] = −ie−iErtã(t)

∫︂
dϵ |W (ϵ)|2

∞∫︂
0

dτe−i(Ef+ϵ−Er−iη)τ

= a(t)

∫︂
dϵ

|W (ϵ)|2

Er − Ef − ϵ+ iη

η→0+

= a(t)

(︃
∆(Er − Ef ) − i

2
Γ(Er − Ef )

)︃
. (1.46)

In the last step, we have invoked the Sokhotski-Plemelj theorem and the definition of the level

shift function, Eqs. (1.13) and (1.14).

We have thus recovered the expected form of the complex level shift but the resonance

energy Er remains unknown. Optimal choice can be determined by minimizing the correction

stemming from the linear term of the Taylor series (1.44),

Z(1)[a(t)] = ie−iErtȧ̃(t)

∫︂
dϵ |W (ϵ)|2

∞∫︂
0

dτ τe−i(Ef+ϵ−Er−iη)τ

= −ie−iErtȧ̃(t)

∫︂
dϵ

|W (ϵ)|2

(Er − Ef − ϵ+ iη)2
. (1.47)

The integral can be evaluated per partes. The coupling W (ϵ) vanishes for ϵ → ∞ but can be

nonzero5 for ϵ→ 0. The correction thus reads

Z(1)[a(t)] = −ie−iErtȧ̃(t)

[︃
|W (0)|2

Er − Ef

+
1

2π
P
∫︂
dϵ

Γ′(ϵ)

Er − Ef − ϵ
− i

2
Γ′(Er − Ef )

]︃
. (1.48)

Except the first term in square brackets, it is proportional to the derivative of Γ(ϵ), corrob-

orating the presumption that LCP is appropriate for weakly energy dependent decay width

function. The first term, |W (0)|2/(Er −Ef ), will be small if the resonance energy is well above

threshold (measured by the scale of Γ), which is another known condition for the LCP to be

valid.

Denominating the term in square brackets in Eq. (1.48) as δ and noting that e−iErtȧ̃(t) =

ȧ(t) + iEra(t), the equation (1.29) with the first two contributions to the non-local term reads

iȧ(t)(1 + δ) =

[︃
Ed + ∆(Er − Ef ) − i

2
Γ(Er − Ef ) + Erδ

]︃
a(t) + V (ϵ0)g(t)e−i(Ei−ϵ0)t. (1.49)

5For the long range Coulomb interaction, the decay width attains a finite value at threshold [43,44]
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Keeping only terms at most linear in δ, the equation can be rearranged to

iȧ(t) =

[︃
Ed + ∆(Er − Ef ) − i

2
Γ(Er − Ef )

]︃
a(t) + V (ϵ0)g(t)e−i(Ei−ϵ0)t

+ δ

[︃
Er − Ed − ∆(Er − Ef ) +

i

2
Γ(Er − Ef )

]︃
a(t) − δ V (ϵ0)g(t)e−i(Ei−ϵ0)t. (1.50)

The first line is the LCP approximation and the second line represents the first correction due

to dependence of the discrete state-continuum coupling on the energy. After the ionizing pulse

is over [g(t) = 0], the correction is minimized if the expression in the square bracket on the

second line is set to zero. We thus recover the equation (1.18) for the complex pole of the

T -matrix and obtain Er = Ef + zres. However, with this choice, Er would attain negative

imaginary part and the time integrals in Eqs. (1.46) and (1.47) would diverge. Therefore, Er

has to be restricted to be real and the optimal definition of the resonance energy reads

Er = Ed + ∆(Er − Ef ), (1.51)

which is Eq. (1.17) for the pole of the K-matrix and (approximately) the maximum of the

secondary electron spectrum (1.16).

The requirement that Er must be real is, however, connected with this particular derivation.

As already mentioned below Eq. (1.32), definition of LCP through the complex pole of the

T -matrix is also commonly used approach. For sufficiently narrow resonances and weakly

energy-dependent discrete state-continuum coupling, the difference is small. Furthermore, in

practical situations where the resonance parameters are determined by ab initio methods, the

choice is either dictated by the method itself, or these rather subtle differences are below

their resolving power. An example of the former case are methods based on the complex

absorbing potential or complex scaling, which search directly for the Gamow-Siegert states

and thus determine the complex resonance energy zres as the corresponding eigenvalue of the

Hamiltonian.

Before moving on to the discussion of interacting metastable states, let us comment briefly

on the problem of instantaneous broadband6 ionization, represented by the excitation function

g(t) = δ(t). In this case, a(t) is zero for t < 0 and the time integral in Eq. (1.46) only

extends from 0 to t instead to infinity. For t ≫ τM the upper bound can be readily extended

to infinity without changing its value and the derived LCP approximation is valid. For t

shorter or comparable the decay time of the memory kernel, however, already the leading

contribution Z(0)[a(t)] will contain a time-dependent correction. This is special manifestation

of the fundamental result that, for very short times, the decay of an unstable state is necessarily

non-exponential due to its finite spread in energy [45–47].

6Fourier transform g(ω) of g(t) ∝ δ(t) is constant.
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1.4 Interacting metastable states

So far, we have only discussed the simplest case of a single decaying state and a single decay

continuum. If, however, two or more metastable states are energetically close together, they

might interact and it is necessary to describe the whole manifold together. The same is true

about the final states of the decay. Such situations occur frequently, e.g., in polyatomic systems

where the electronic Hamiltonian depends on the positions of the nuclei and different electronic

states can approach each other for specific geometries, or in atomic processes involving Rydberg

series of autoionizing states [48].

To adapt the theory for the general case is in principle straightforward [34]. We start by

writing the diagonal and interactions parts of the total Hamiltonian (1.1) in a matrix form,

Ĥ0 = |ϕi⟩Ei⟨ϕi| +

∫︂
dϵ0 |ϕd⟩|ϵ0⟩|(Hd + ϵ01)⟨ϵ0|⟨ϕd|

+

∫︂
dϵ0

∫︂
dϵ |χ(ϵ)⟩|ϵ0⟩(Hf + ϵ1 + ϵ01)⟨ϵ0|⟨χ(ϵ)|, (1.52a)

and

ĤI =

∫︂
dϵ0

∫︂
dϵ |χ(ϵ)⟩|ϵ0⟩W (ϵ)⟨ϵ0|⟨ϕd| +

∫︂
dϵ0 |ϕd⟩|ϵ0⟩V (ϵ0)g(t)⟨ϕi| + h.c. (1.52b)

Here, |ϕd⟩ = {|ϕd1⟩, |ϕd2⟩, . . . }T is a column vector of Nd discrete states and |χ(ϵ)⟩ a column

vector of final continuum states derived from the dicationic channels |χα⟩, α = 1, . . . , Nc. Hd

and Hf are in general non-diagonal Hamiltonian matrices acting on the manifolds of the inter-

acting metastable states and dicationic channels, respectively. The excitation operator is now

represented by a column vector V (ϵ0) of length Nd, and W (ϵ) is Nc × Nd matrix of discrete

state-continuum coupling elements. Consequently, the system of equations (1.26) is formally

the same but attains a matrix form with the coefficients a(ϵ0, t) and b(ϵ0, ϵ, t) becoming vec-

tors. The electron spectrum is derived analogously to the case of an isolated resonance. Special

care is required, however, since the energies and coupling elements represented previously by

complex numbers are replaced by matrices which, in general, do not commute.

In full analogy with the single-state case, the equation for the evolution in the manifold of

the discrete states reads

iȧ(ϵ0, t) = Hd a(t) + g(t)e−i(Ei−ϵ0)tV (ϵ0) − i

t∫︂
−∞

dτF(t− τ)a(ϵ0, τ), (1.53)

with the memory kernel

F(τ) =

∫︂
dϵ′W †(ϵ′)e−i(Hf+ϵ′)W (ϵ). (1.54)

The memory kernel is again connected through the Laplace transform with the energy-depen-

dent level shift matrix arising in the time-independent picture [49],

F(E) = lim
η→0+

∫︂
dϵ′W †(ϵ′)(E −Hf − ϵ′ + iη)−1W (ϵ′). (1.55)
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Application of the LCP approximation to the memory kernel leads to an effective Hamiltonian

for the discrete states manifold [c.f. Eq. (1.33)],

Hd = Hd + ∆− i

2
Γ, (1.56)

where both ∆ and Γ are now Nd×Nd matrices. The off-diagonal elements of ∆ and Γ account

for the so-called via the continuum coupling. It is an indirect interaction between the discrete

states that can be visualized as a process in which one metastable state decays into the common

continuum and the outgoing particle is recaptured into another discrete state.

Since we have kept the correct order of the factors during the analysis of the single state

evolution, Eq. (1.38) can be readily used to give

b(ϵ, ϵ0, t) = − i√
2π
e−i(Hf+ϵ)t

∫︂
dω g(ω)

t∫︂
−∞

dτ e−i(Ei+ω−ϵ0−Hf−ϵ)τ W (ϵ)(Ei + ω − ϵ0 −Hd)
−1V (ϵ0).

(1.57)

For non-interacting decay channels with diagonal Hamiltonian, (Hf )αα′ = Eαδαα′ , the coin-

cidence spectrum breaks into a sum of partial spectra corresponding to individual channels |χα⟩
of the similar form as (1.40), namely

σ(ϵ, ϵ0) = lim
t→∞

b†(ϵ, ϵ0, t)b(ϵ, ϵ0, t) =
∑︂
α

σα(ϵ, ϵ0)

=
∑︂
α

2π|g(Eα + ϵ+ ϵ0 − Ei)|2|Wα(ϵ)(Eα + ϵ−Hd)
−1V (ϵ0)|2. (1.58)

Here, Wα(ϵ) denotes the row α of the matrix W (ϵ). Diagonal form of the effective Hamilto-

nian Hd acting on the discrete states manifold, on the other hand, leads to no such simplifica-

tion. While non-interacting final states contribute incoherently to the decay spectrum, b(ϵ, t)

of Eq. (1.58) is always a coherent superposition of contributions from individual metastable

states [34].

It turns out that the least straightforward step in the above procedure is a consistent

definition of the LCP approximation. It is notable that, despite the fact that the existence of

a suitable LCP approximation is commonly assumed for interacting resonances, the literature

discussing the peculiarities of its definition is rather sparse. The most relevant works are those

of Estrada et al [49] and more recently of Feuerbacher and coworkers [50]. Both authors consider

primarily the more general problem involving nuclear degrees of freedom but, as pointed out

by Estrada, it is instructive to discuss the problem already in the fixed-nuclei limit.

Let us start by the analysis of the form of the level shift (1.55). As for the decay spectra, the

formula can be simplified if we assume non-interacting decay channels and thus diagonal Hf .

The level shift matrix then reduces to

F(E) = ∆(E) − i

2
Γ(E) =

∑︂
α

∆α(E − Eα) − i

2

∑︂
α

Γα(E − Eα) (1.59a)
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with the decay width and level shift matrices given by (no summation over α implied)

Γα(ϵ) = 2πW †
α(ϵ)Wα(ϵ), ∆α(ϵ) = P

∫︂
dϵ′
W †

α(ϵ′)Wα(ϵ′)

ϵ− ϵ′
. (1.59b)

The diagonal element [Γα(ϵ)]ll of the decay width matrix can be interpreted as the partial decay

width of the metastable state l into the (non-interacting) channel α. From Eq. (1.58) we see that

the partial widths determine the population of individual decay channels. In the case that the

non-interacting channels have been obtained by a unitary transformation (prediagonalization)

of interacting decay continua, it is still possible to extract partial decay widths associated with

the original decay channels but the formula becomes more involved [51].

Having recovered the standard form of the level shift matrix, Eq. (1.59), we can now proceed

to the definition of the LCP approximation, which involves replacing the complex symmetric

and energy dependent Hamiltonian,

Hd(E) = Hd + F(E), (1.60)

by a suitable energy independent matrix. In the previous sections, we have learned that LCP

can be defined by evaluating the level shift function at the energy corresponding to either the

K-matrix or the T -matrix pole. Let us consider first the latter option which we find more

straightforward for multiple discrete states. Definition of LCP through the poles of the K-

matrix leads to similar complications [49] and will be commented upon later.

Lets assume for the arguments sake that the discrete state manifold contains two states,

Nd = 2. Matrix analog of Eq. (1.18) for the poles of the T -matrix reads

det
[︁
Hd(Z

(l)
res) − Z(l)

res1
]︁

= 0. (1.61)

Assuming that each discrete state generates one pole, this equation has two solutions, Z
(1)
res and

Z
(2)
res. It is immediately clear that straightforward generalization of the single state approach

and setting Hloc
d = Hd(Zres) is not possible for multiply-valued Zres. Neither is it correct to use

different complex pole energies to evaluate individual matrix elements of Hloc
d . For interacting

resonances, there is no simple one-to-one correspondence between the poles and the original

discrete states, and it is not clear how such a substitution should be made in the off-diagonal

elements.

Instead, we take as the starting point of the LCP approximation the diagonal matrix

Hdiag
d = diag

(︁
Z(1)

res, Z
(2)
res

)︁
. (1.62)

This matrix represents the desired constant effective Hamiltonian of Eq. (1.56) but not in

the representation the two initially chosen discrete states, |ϕd1⟩ and |ϕd2⟩. Furthermore, it

does not arise as a unitary transformation of a single Hamiltonian matrix expressed in that

basis [49]. Indeed, it follows from Eq. (1.61) that the two complex resonance energies, Z
(1)
res

and Z
(2)
res, are obtained as eigenvalues of two different complex symmetric matrices, Hd(Z

(1)
res)



1.4. INTERACTING METASTABLE STATES 19

and Hd(Z
(2)
res). The second eigenvalue of each matrix does not correspond to a resonance pole

and is irrelevant for the construction of LCP. Consequently, the two eigenvectors corresponding

to the relevant eigenvalues of each matrix are not orthogonal,7 and thus together they do not

define an unitary transformation between the original discrete states and the representation of

the diagonal Hamiltonian (1.62).

With no better option at hand, we suggest that the two vectors can nevertheless be used

to transform Hdiag
d back to the original basis and construct the sought LCP Hamiltonian. We

thus define the transformation matrix as

ST =
(︂
v
(1)
T ,v

(2)
T

)︂
, (1.63)

where v
(1)
T and v

(2)
T are column eigenvectors of Hd(Z

(1)
res) and Hd(Z

(2)
res), respectively, each asso-

ciated with the eigenvalue corresponding to the T -matrix pole. The LCP Hamiltonian,

Hloc
d = S−1

T Hdiag
d ST , (1.64)

is then represented by a complex non-Hermitian matrix with the same spectrum as Hdiag
d .

Therefore, if substituted for the energy-dependent Hd(E) in the formula for the T -matrix,

it reproduces the correct positions of the poles. Transformation as close as possible to the

original basis of the discrete states manifold ensures that also the residua are approximated

satisfactorily. This in turn results to an adequate description of the physical process, as the

decay transition is dominated by the behavior of the T -matrix around its singular points.

Construction of the LCP approximation through the poles of the K-matrix is analogous but

brings about an additional ambiguity [49]. The poles are defined by the matrix equation

det
[︁
Hd + ∆(E(l)

res) − E(l)
res1

]︁
= 0 (1.65)

and are thus given by eigenvalues of the real part of the effective Hamiltonian Hd(E), evaluated

at two different real energies. In the representation of the corresponding eigenvectors, v
(1)
K and

v
(2)
K , we obtain diagonal real part of the sought LCP Hamiltonian.8 Unlike the previous method,

however, this approach does not provide automatically the corresponding representation of the

decay width matrix Γ, and there is no unique way to define it since it is in general non-diagonal

even in the representation of the eigenvectors v
(l)
K . One possible approach is to transform the

7For complex symmetric matrices, the orthogonality is defined with respect to the inner c-product [52] in

which the bra-vector is not complex conjugate. In general, the ket and bra eigenstates are associated with right

end left eigenvectors of the matrix, respectively. The left eigenvectors, which form dual basis to the set of right

eigenvectors, are equal to the right eigenvectors of the transposed matrix. For a Hermitian matrix, the left

eigenvectors are thus obtained from right eigenvectors through transposition and complex conjugation while for

a complex symmetric matrix through transposition only. Discussion of the problems associated with potential

incompletness of the spectrum of non-Hermitian operators can be found, e.g., in Ref. [53].
8Again, the two eigenvectors of different real symmetric matrices are not orthogonal, the orthogonality being

defined with respect to standard scalar product.
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coupling matrix W (ϵ) into the new basis as

WK(ϵ) = W (ϵ)S−1
K , SK =

(︂
v
(1)
K ,v

(2)
K

)︂
. (1.66a)

Individual columns of WK(ϵ) now correspond to discrete states defined by the vectors v
(l)
K , and

it is thus appropriate to evaluate them at the respective resonance energies E
(l)
res,

[WK ]αl = [WK(E(l)
res − Eα)]αl. (1.66b)

The decay width matrix is then naturally constructed as

ΓK = 2πW †
KWK (1.67)

and the desired LCP Hamiltonian in the original basis is obtained as

Hloc
d = S−1

K

[︃
diag

(︁
E(1)

res, E
(2)
res

)︁
− i

2
ΓK

]︃
SK . (1.68)

The soundness of the above constructions rests on the same assumption that is vital for

the LCP approximation to be applicable already in the single state case, i.e., on a weak energy

dependence of the discrete state-continuum coupling elements and thus of Hd(E) itself. For

the metastable states to interact strongly, they have to be energetically close and thus the

Hamiltonian matrix evaluated at the two resonance energies will be similar, leading to nearly

orthogonal pair of eigenvectors v
(1)
T/K and v

(2)
T/K . Still, the non-orthogonality leads to a qualitative

difference between Hd(E) and its LCP approximation – the latter is in general non-symmetric.

Symmetry can in principle be restored by performing symmetric orthogonalization of the two

eigenvectors forming the transformation matrix ST/K . Model studies suggest that, concerning

the resulting decay spectra, the difference between symmetrized and non-symmetrized LCP is

typically smaller than the error introduced by the LCP approximation itself. In other contexts,

the symmetry of the approximate Hamiltonian might be more critical. The problem thus

requires further study which is beyond the scope of the present work.

Model example

To illustrate the effects of interacting resonances and the properties of the LCP approximation,

we use a simple model of two metastable states decaying into a single continuum, with the

discrete state-continuum coupling described by the formula

Wl(ϵ) =
√︁
Alϵ

α/2e−βlϵ. (1.69)

This model is adopted from Refs. [27, 54] and is often used to study low-energy resonances

and threshold effects in electron-molecule scattering [55, 56]. In the present work, we do not
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attempt to simulate any realistic system, the choice of the model is motivated primarily by the

possibility to evaluate the real level shift ∆(E) in Eq. (1.59) analytically as

∆l(ϵ) =

⎧⎨⎩ −Al(−ϵ)αe−2βlϵΓ(1 + α)Γ(−α,−2βlϵ) ϵ < 0

Alϵ
αe−2βlϵ [π cotπα + eiπαΓ(1 + α)[Γ(−α) − Γ(−α,−2βϵ)]] ϵ > 0

, (1.70)

where Γ(α, x) is the incomplete gamma function. In the following, the two discrete states are

defined by the numerical values Ed1 = 5.5, A1 = 1.5, β1 = 0.25, and Ed2 = 6, A2 = 2, β2 = 1/3.

The threshold exponent α = 3/2 corresponds to an outgoing p-wave electron but is also chosen

rather arbitrarily. The threshold energy Ef is set to zero.

We start by investigating the two resonances individually, i.e., neglecting their mutual in-

teraction. Decay widths and real level shifts for the chosen values of parameters are shown in

the left panel of Fig. 1.1. The respective positions of resonance poles are shown in the first

row of Tab. 1.1. In the right panel of the figure, we plot the decay spectra resulting from each

metastable state. Full lines show exact spectra obtained from Eq. (1.16). In both cases the

line profiles are slightly asymmetric Lorentzian shapes, narrowing on the high-energy side due

to the decreasing coupling functions Wl(ϵ). Broken lines result from the LCP approximation

(1.41) derived from the poles of the K-matrix (dashed) and of the T -matrix (dashed-dotted).

We see that LCP is an adequate description for both resonances. The two variants of the LCP

approximation result into only very small shift of the peaks towards lower energies (K-matrix

poles) or slight deviation of the relative intensities (T -matrix poles). These inaccuracies are

to be attributed to the appreciable dependence of the decay width functions on energy in the

relevant range. For completeness, we also show in the figure the summed spectrum (black line)

that would arise from equal initial population of the two non-interacting metastable states.
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Figure 1.1: Left panel: diagonal elements of the decay width and level shift matrices. Right panel:

decay spectra calculated for each resonance independently, neglecting their interaction. Full lines show exact

results while broken lines correspond to the LCP approximations: dashed-dotted – defined by the positions

of the T -matrix, Eq. (1.18); dashed – defined by the positions of the K-matrix, Eq. (1.17). Solid black line

represents the summed spectrum that would result from equal initial population of the two non-interacting

metastable states.
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type of interaction Z
(1)
res E

(1)
res − iΓ(E

(1)
res)/2 Z

(2)
res E

(2)
res − iΓ(E

(2)
res)/2

no interaction 5.928 − 0.597i 5.828 − 0.573i 6.351 − 0.227i 6.329 − 0.234i

continuum only 5.762 − 0.105i 5.647 − 0.209i 6.574 − 0.583i 6.517 − 0.542i

continuum & direct 5.229 − 0.074i 5.186 − 0.095i 7.056 − 0.507i 6.975 − 0.533i

Table 1.1: Complex resonance energies Zres of Eq. (1.18) and Eres of Eq. (1.17) with the corresponding

decay widths Γ(Eres) for the model system. First row shows poles associated with the two discrete states

when all interaction between the discrete states is neglected. In the second row, coupling through the

continuum is taken into account. In the third row, additional direct coupling U = ⟨ϕd1
|Hd|ϕd2

⟩ = 1/2 is

included.

In the next step, we take into account the via the continuum coupling stemming from the

off-diagonal elements of the level shift matrix (1.55). Shifted positions of the resonance poles

are given in the second line of Tab. 1.1. It is remarkable that the values of the imaginary parts

of the resonance poles (i.e., the decay widths of the two resonances) have been approximately

interchanged, but that is mostly coincidental. The more important observation is that the

resonance poles can no longer be associated with the original discrete states. In fact, assuming

an equal initial population of |ϕd1⟩ and |ϕd2⟩ with the same phase means that the wider reso-

nance associated with the higher-energy pole E
(2)
res acquire more than 90% of intensity, resulting

into the decay spectrum dominated by the corresponding broad structure, as shown in the left

panel of Fig. 1.2. Mixing the two discrete states with the opposite phase populates dominantly

the lower-energy resonance and results into a single narrow Lorentzian peak centered around

ϵ ≈ 5.7 (shown in the inset of the plot).
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Figure 1.2: Decay spectra for the two-state model with full account for the via the continuum coupling.

Left panel: uniform initial population of the discrete states with equal (main plot) and opposite phase

(inset). Right panel: uniform initial population of the resonance states associated with the K-matrix poles

shown in Tab. 1.1. In both panels, full purple curve shows the exact solution (1.58) while dahed-dotted green

and dotted red lines correspond to the LCP approximations based on the T -matrix poles and K-matrix,

respectively.
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The right panel of Fig. 1.2 shows spectrum resulting from equal population of the two

resonances rather than the original discrete states, i.e., the entry amplitude in Eq. (1.58) is

given as a sum of the eigenvectors corresponding to individual resonance poles,

V (ϵ0) = v
(1)
K + v

(2)
K . (1.71)

In this case, the two peaks associated with individual resonances are formed, but the Lorentzian

profiles are significantly deformed by the mutual interaction. In both panels of the figure, the

spectra calculated using the two variants of the LCP approximation, defined by Eqs. (1.64)

and (1.68), are shown by green and red broken lines, respectively.9 Both variants show minor

imperfections, but correctly reproduce all features of the spectra regardless the initial popula-

tion. In particular, all the exact and approximate spectra comply with the general result of

Fano that the transition amplitude vanishes once in each interval between two neighbouring

resonances [25].
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Figure 1.3: Decay spectra for the two-state model with full account for the via the continuum coupling and

with additional direct coupling ⟨ϕd1
|Hd|ϕd2

⟩ = 1/2 between the two discrete states. Left panel: uniform

initial population of the discrete states with equal (main plot) and opposite phase (inset). Right panel:

uniform initial population of the resonance states associated with the K-matrix poles shown in Tab. 1.1.

In both panels, full purple curve shows the exact solution (1.58) while dashed-dotted green and dotted red

lines correspond to the LCP approximations based on the T -matrix poles and K-matrix, respectively.

Increasing further the complexity of the problem, we incorporate the direct coupling between

the discrete states through off-diagonal elements of the Hamiltonian Hd,

⟨ϕd1|Hd|ϕd2⟩ = 1/2. (1.72)

The chosen value is comparable in strength to the indirect coupling through the continuum.

As can be seen from the third row of Tab. 1.1, the two resonance poles are pushed further

apart and the lower resonance narrows considerably. As a result, the overlap between the

resonances is significantly reduced and the mutual interaction is thus much weaker. Resulting

9Thorough this subsection, we use non-symmetric LCP Hamiltonians. For this particular model, symmetriza-

tion does not change the results appreciably.
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decay spectra are shown in Fig. 1.3 in the same format as before. Left panel results from

uniform population of the original discrete states with equal (main plot) and opposite phases

(inset), corresponding to dominant excitation of the broad and narrow resonances, respectively.

Right panel then shows the spectrum resulting from uniform population of the two resonances

directly associated with the poles of the K-matrix. Due to the weaker interaction, the latter is

closer to a sum of two Lorentzian profiles, although the narrow line in particular is still visibly

asymmetric.

Performance of the LCP approximations is similar to the previous case. This is not surpris-

ing. In fact, in the fixed nuclei limit, there is no qualitative difference between diagonal and

non-diagonal Hamiltonian in the discrete states manifold – it is always possible to diagonalize

it first by means of a unitary transformation (note that Hd is Hermitian) without any loss of

information or generality. The significance of non-diagonal Hd will become apparent in the

following section in which we take into account nuclear motion and introduce adiabatic and di-

abatic electronic basis sets. The coupling of electronic states then originates from the operator

of the kinetic energy of the nuclei and cannot be transformed out in principle.

Through the present section, the LCP decay spectra were computed using the formula

(1.58) with correct energy-dependent coupling W (ϵ) in the numerator, which is equivalent

to the semi-local approximation of Cederbaum and Domcke [40]. In the simpler, boomerang

model-like local approximation, the exit amplitude W loc is constant and is derived from the

imaginary part of the diagonal matrix elements of the LCP Hamiltonian. It typically results

into a more symmetric spectral features as the approach does not account for the variation of

the exit amplitude with increasing energy. For the presented models, however, the results are

very similar to those shown and we will not pursue this discussion further.

To conclude, we have demonstrated that even in the case of strongly interacting resonances

it is possible to consistently define LCP approximation which correctly accounts for all aspects

of the decay process. More thorough discussion of its reliability, in particular if it has to be

constructed without the complete information encoded in the energy-dependent discrete state-

continuum couplings, is beyond the scope of this work.

1.5 Introducing nuclear dynamics

The theory presented in this chapter so far is directly applicable to the description of decay

processes in isolated atoms. It can also be used for polyatomic systems if the decay lifetime

is much shorter than the characteristic times associated with nuclear motion, which is often

but not necessarily the case for Auger or Coster-Kronig transitions in molecules. For inter-

atomic decay processes in weakly bound aggregates, however, this condition is seldom fulfilled.

Therefore, in the present section, we include nuclear degrees of freedom among the dynamical

variables.

The problem was formulated in both the time-dependent [34, 57, 58] and time-independent
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[34,35] frameworks. We adopt the time-dependent approach to provide a more intuitive under-

standing. To account for the nuclear motion, the purely electronic Hamiltonian (1.1) has to be

augmented by the operator T̂N of the kinetic energy of the nuclei. The full Hamiltonian thus

reads

Ĥ = T̂N + Ĥel(r;Q) + V̂ (r,Q, t), (1.73)

where we assume the excitation operator to be time-dependent and of the form (1.23) describing

the interaction of the system with an electromagnetic field in the dipole approximation. We

have also explicitly indicated the dependence of the Hamiltonian operator on the nuclear and

electronic coordinates, collectively designated by Q and r, respectively.

Within the Born representation [59], the total time-dependent wave function Ψ(r,Q, t)

factorizes as

Ψ(r,Q, t) =
∑︂
j

ϕj(r;Q)ψj(Q, t), (1.74)

where ψj(Q, t) describes the nuclear motion in the specific electronic state represented by the

wave function ϕj(r;Q). The latter constitute a time-independent basis in the electronic Hilbert

space, which is only parametrically dependent on the nuclear coordinates. The correspondence

with the fixed-nuclei limit presented in Sec. 1.2 is evident through the comparison of this

ansatz with the expansion (1.25). The electronic states |ϕj(Q)⟩ correspond to the basis of |ϕi⟩,
|ϕd⟩|ϵ0⟩, and |χ(ϵ)⟩|ϵ0⟩, while the nuclear wave packets |ψj(t)⟩ play the role of the respective

time-dependent expansion coefficients.10

Construction of an appropriate basis of electronic states is critical for an efficient solution of

the dynamical problem, as well as for intuitive understanding of the physics. An obvious choice

comprises adiabatic stationary states obtained as solutions of the electronic time-independent

Schrödinger equation for each geometry,

Ĥel(Q)|ϕad
j (Q)⟩ = Ead

j (Q)|ϕad
j (Q)⟩, (1.75)

but other alternatives might be preferable in many situations. Therefore, for the time being, we

will consider |ϕj(Q)⟩ to be some convenient orthogonal basis, not necessarily adiabatic, which

reflects the physical characteristics of the states involved in the studied process.

Inserting the expansion (1.74) into the time-dependent Schrödinger equation with the Hamil-

tonian (1.73) and projecting onto the individual electronic states |ϕj(Q)⟩, we obtain a set of

coupled differential equations which can be cast into the matrix form11

i
∂

∂t
|ψ(t)⟩ =

[︂
T̂N1 +U + Λ̂ + V (t)

]︂
|ψ(t)⟩. (1.76)

10We denote the electronic states parametrically dependent on the nuclear coordinates as |ϕj(Q)⟩ and the

respective wave functions in (electronic) coordinate representation as ϕj(r;Q) = ⟨r|ϕj(Q)⟩. Likewise for the

nuclear wavepackets, |ψj(Q, t)⟩ = ⟨Q|ψj(t)⟩. |r⟩ and |Q⟩ are eigenstates of the respective position operators.
11By the circumflex we distinguish differential operators from complex numbers or matrices.
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We have introduced the column vector of nuclear wave packets |ψ(t)⟩j = |ψj(t)⟩, the potential

energy matrix U with elements in the coordinate representation

Ujk(Q) ≡ ⟨Q|Ujk|Q′⟩ = ⟨ϕj(Q)|Ĥel(Q)|ϕk(Q)⟩δ(Q−Q′), (1.77a)

and the corresponding matrix of the excitation operator with elements

Vjk(Q) ≡ ⟨Q|Vjk(t)|Q′⟩ = ⟨ϕj(Q)|V̂ (t)|ϕk(Q)⟩δ(Q−Q′). (1.77b)

The operator Λ̂ stands for the so-called non-adiabatic (also vibronic) coupling which stems

from the parametric dependence of the electronic basis on the nuclear coordinates. Its elements

can be written as [60]

Λ̂jk(Q) = ⟨ϕj(Q)|T̂N |ϕk(Q)⟩ − T̂Nδjk. (1.78)

For the adiabatic electronic basis defined by Eq. (1.75), the potential energy matrix U (Q)

is diagonal,

Uad
jk (Q) = Ead

j (Q)δjk (1.79)

and, in the absence of the external field, the nuclear wave packets |ψj(t)⟩ are coupled only by the

non-adiabatic coupling. If the electronic states are energetically well separated, the off-diagonal

coupling matrix elements Λ̂jk can be neglected, which constitute the Born-Oppenheimer (BO)

approximation [50,59]. In the adiabatic BO approximation, diagonal elements Λ̂jj are neglected

as well. Individual nuclear wave packets then evolve on their respective adiabatic potential

energy surfaces (PES) defined by the diagonal elements (1.79) of the potential energy matrix,

and can interact only through the excitation operator V̂ .

The BO approximation breaks down if PESs of two or more electronic states approach

each other. The non-adiabatic couplings might become significant, and the vibrational wave

packets in different electronic states can no longer be treated separately. In such a case, diabatic

electronic basis [60,61] is often more appropriate since it allows to describe the coupling between

nuclear wave packets via the potential matrix rather than via momenta through the complicated

operator Λ̂ [50]. The diabatic basis |ϕdia
j (Q)⟩ is connected with the adiabatic one by a unitary

transformation and is defined by the condition Λ̂jk = 0, i.e.,

⟨ϕdia
j (Q)|T̂N |ϕdia

k (Q)⟩ = T̂Nδjk. (1.80)

Mead and Truhlar have shown [62] that a strictly diabatic basis exists only for diatomic

systems with one relevant degree of freedom, the internuclear distance. In other cases, the

condition (1.80) can be satisfied only approximately. Generally, however, sufficiently high

accuracy can be achieved, and the residual couplings can be neglected [50,62]. In the diabatic

representation, the potential energy matrix U(Q) is no longer diagonal. Nevertheless, we will

speak of its diagonal elements as PESs corresponding to the diabatic electronic states. Indeed,

for most geometries, the diabatic states coincide with the adiabatic ones, and the couplings are

significant only in regions where the adiabatic PESs get very close in energy.
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Within this framework, the inner-shell ionization or excitation and the subsequent decay

process can be visualized as a series of transitions of the nuclear wave packet between PESs

corresponding to different electronic states. An example is given in Fig. 1.4, where the se-

quence is depicted for the prototypical ICD in the neon dimer (cf. Fig. 1). Initially, the system

is assumed to be in the ground electronic state |ϕi(R)⟩ (R is the internuclear distance) of the

neutral N -electron system. The corresponding PES Ui(R) for the weakly bound van der Waals

system is characterized by a shallow minimum and a rather large equilibrium interatomic dis-

tance. Instantaneous broadband photoionization induces vertical transition of the vibrational

wave packet into the inner-valence ionized (N − 1)-electron metastable state |ϕd(R)⟩, associ-

ated with the inner-valence vacancy state Ne+(2s−1)-Ne. This transition is is accompanied by

ejection of the primary photoelectron. The binding energy is larger in the ionized dimer, and

the nuclear wave packet is thus driven towards shorter internuclear distances. It simultaneously

decays via ICD, ejecting the secondary electron with energy ϵ.
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Figure 1.4: Born-Oppenheimer picture of ICD in Ne2. Black: PES of the neutral dimer with the ground

state vibrational wave packet |ψi(R, t)⟩. Green: intermediate Ne+(2s−1)-Ne 2Σu metastable state PES with

a snapshot of the wave packet |ψd(R, t)⟩ (t = 170 fs). Blue: repulsive ICD final state Ne+(2p−1)-Ne+(2p−1)

PES with a snapshot of the dissociating wave packet |ψf (ϵ, R, t)⟩ (ϵ = 0.6 eV, t = 83 fs). At the equilibrium

interatomic distance, the lifetime of the Ne+(2s−1)-Ne state is about 220 fs (symmetry-averaged, calculated

by the Fano-ADC(2,2) method [A1]), consistent with the value of 150±50 fs value extracted from the pump-

probe experiment by Schnorr et al. [6].
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The manifold of final doubly ionized states is characterized by two outer-valence 2p vacancies

distributed over both atoms. Corresponding PESs Uf (R) are thus dominated by Coulomb

repulsion between the two positive charges, leading to dissociation of the doubly-ionized dimer.

The geometry at which the electronic transition occurs dictates the partition of the excitation

energy between the secondary electron and the ionic fragments; the shorter the internuclear

distance, the stronger the Ne+–Ne+ repulsion, resulting in higher kinetic energy carried away

by the ionic fragments and lower energy ϵ of the emitted electron.

The nuclear dynamics thus determine the kinetic energy release (KER)12 and ICD electron

energy spectra, σKER(EKER) and σe(ϵ). If the nuclear motion were classical, the KER spectrum

would be given by the mirror image of the electron spectrum, σKER(EKER) = σe(Etot−EKER−
U∞
f ). This relationship follows from the local nature of the classical dynamics and conservation

of the total excitation energy, Etot = ϵ + EKER + U∞
f . Here, U∞

f = Uf (R → ∞) denotes the

threshold energy. Even though it often holds to a good approximation even in the quantum

world, exact treatment shows that the two spectra in principle carry complementary information

on the decay process and might deviate significantly from the mirror image relation [63].

To derive explicit formulae for the decay products spectra, we consider the general situ-

ation discussed in Sec. 1.4 involving a single initial N -electron state |ϕi(Q)⟩, manifold of Nd

intermediate metastable cationic states |ϕdl(Q)⟩, and Nc dicationic decay channels |χα(Q)⟩.
Energy-normalized N − 1–electron final states correlating with dicationic channel α and sec-

ondary continuum electron with energy ϵ are denoted |χα(ϵ,Q)⟩. The system of differential

equations (1.76) describing the evolution of the nuclear wave packets in their respective elec-

tronic states then assumes a matrix form with the same structure as Eqs. (1.26), namely [36,58]

i
∂

∂t
|ψi(t)⟩ = Ĥ i|ψi(t)⟩ + g∗(t)

∫︂
dϵ0 V

†(ϵ0)e
−iϵ0t|ψd(t)⟩, (1.81a)

i
∂

∂t
|ψd(ϵ0, t)⟩ = Ĥd|ψd(ϵ0, t)⟩ + g(t)V (ϵ0)e

iϵ0t|ψi(t)⟩ +

∫︂
dϵW †(ϵ)|ψf (ϵ, ϵ0, t)⟩,(1.81b)

i
∂

∂t
|ψf (ϵ, ϵ0, t)⟩ = [Ĥf + ϵ1]|ψf (ϵ, ϵ0, t)⟩ +W (ϵ)|ψd(ϵ0, t)⟩. (1.81c)

Here, |ψd(t)⟩ and |ψf (t)⟩ are column vectors whose elements are nuclear wave packets associated

with the N -electron states |ϕdl(Q)⟩|ϵ0⟩ and |χα(ϵ,Q)⟩|ϵ0⟩, respectively.13

The Hamiltonian operators

ĤX ≡ T̂N1 +UX , X = i, d, f, (1.82)

play the role of Ei, Hd and Hf from the previous section, but comprise also the operator of

the nuclear kinetic energy. We assume diabatic electronic basis and the residual non-adiabatic

12The KER spectrum is defined as the distribution over the total kinetic energy of dissociating fragments in

the centre-of-mass frame.
13As in the previous sections, we consider the primary photoelectron being emitted with high kinetic energy

ϵ0 so that the sudden approximation is applicable. It is thus represented only by the trivial phase factors e−iϵ0t

and as a parameter in the matrix elements of the excitation operator V̂ (Q, t).
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coupling Λ̂ is neglected. The matrices UX are sub-blocks of the non-diagonal potential energy

matrix U (1.77a), corresponding to individual manifolds. The off-diagonal block of U repre-

senting the coupling between the discrete states and the decay continuum manifolds is again

denoted W (ϵ) and reads

Wαl(ϵ,Q) ≡ ⟨Q|Wαl(ϵ)|Q′⟩ = ⟨χα(ϵ,Q)|Ĥel|ϕl(Q)⟩δ(Q−Q′). (1.83)

Due to the diabatic character of the basis within each manifold, the potential energy matrices

Ud and Uf are in general also non-diagonal. The excitation operator V̂ (t) is presumed to be

of the form given by Eq. (1.24) with the additional dependence on the nuclear geometry.

The solution of Eqs. (1.81) and derivation of the formula for the decay spectrum is fully

analogous to the fixed nuclei limit. Indeed, the system of differential equations assumes the

exact same form as solved in Sec. 1.4, hence it shares the same formal solution, and the compli-

cations only manifest themselves when the working equations in coordinate representation are

derived explicitly. We start by invoking the weak-field approximation and neglect the source

term in Eq. (1.81a), which allows for its immediate formal solution,

|ψi(t)⟩ = e−iĤit|ψi(0)⟩. (1.84)

Assuming that the system is initially in a stationary vibrational state |νi⟩ corresponding to an

eigenenergy Eνi , the time evolution of the initial wave packet assumes the trivial form

|ψi(t)⟩ = e−iEνi t|νi⟩, (1.85)

which is to be inserted into the source term in Eq. (1.81b).

The latter is decoupled from the continuous set of differential equations for the final states

through the LCP approximation, resulting in [34,36]

i
∂

∂t
|ψd(ϵ0, t)⟩ = Ĥd|ψd(ϵ0, t)⟩ + g(t)e−i(Eνi−ϵ0)tV (ϵ0)|νi⟩. (1.86)

The effective Hamiltonian

Ĥd = Ĥd + ∆(Q) − i

2
Γ(Q) (1.87)

can be constructed by repeating the procedure discussed in Sec. 1.4 for each geometry. Em-

ploying the Fourier transformation (1.36) of the excitation function g(t), the solution for the

nuclear wavepackets in the discrete states manifold reads [cf. Eq. (1.37)]

|ψd(ϵ0, t)⟩ =
1√
2π

∫︂
dω g(ω)e−i(Eνi+ω−ϵ0)t

(︂
Eνi + ω − ϵ0 − Ĥd

)︂−1

V (ϵ0)|νi⟩. (1.88)

Inserting this expression into the source term of Eq. (1.81c), the final states nuclear wavepackets

can be written as

|ψf (ϵ, ϵ0, t)⟩ = − i√
2π
e−i(Ĥf+ϵ)t

∫︂
dω g(ω)

×
t∫︂

−∞

dτe−i(Eνi+ω−Ĥf−ϵ−ϵ0)τW (ϵ)(Eνi + ω − ϵ0 − Ĥd)
−1V (ϵ0)|νi⟩, (1.89)
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which is the exact analog of Eqs. (1.38) and (1.57).

Closed-form formula for the coincidence spectrum can be obtained by inserting complete sets

of vibronic eigenstates14 of the Hamiltonian operators in the intermediate and final manifolds

into the above formula [36, 64, 65]. Since we are concerned primarily with interatomic decay

processes in small weakly bound systems in which the final states are typically dissociative, the

Hermitian operator Ĥf has a degenerate continuous real spectrum. In order to unambiguously

define the decay channels and KER, we further assume that Ĥf is diagonal in the dissociation

limit (large separation of the ionic fragments denoted symbolically as |Q| → ∞) and all the

interacting channels have the same threshold energy U∞ = [Uf (|Q| → ∞)]αα.15 It is then

possible to write the spectrum of Ĥf as

Ĥf |ζEKER
β ⟩ = (EKER + U∞)|ζEKER

β ⟩, β = 1, . . . , Nc (1.90)

with EKER being the directly measurable kinetic energy of the dissociating ionic fragments. The

indices β denote the degenerate independent solutions. In general it is not possible to associate

each |ζEKER
β ⟩ with any specific channel – the vibronic functions can have nonzero components

in all interacting dicationic channels |χα⟩.
The resolution of identity in the space of final vibrational states thus takes on the form

1̂ =
∑︂
β

∞∫︂
0

dEKER |ζEKER
β ⟩⟨ζEKER

β |. (1.91)

Inserting this expansion into the solution (1.89) and taking the limit t → ∞ relevant for the

measurable spectra we arrive at (the oscillatory phase is factored out for the limit to exist)

|ψ̃f (ϵ, ϵ0)⟩ ≡ lim
t→∞

iei(Ĥf+ϵ)t |ψf (ϵ, ϵ0, t)⟩ =

∫︂
dEKER

∑︂
β

|ζEKER
β ⟩c∞β (EKER, ϵ, ϵ0) (1.92a)

with the expansion coefficients

c∞β (EKER, ϵ, ϵ0) =
√

2πg(U∞+EKER+ϵ+ϵ0−Eνi)⟨ζ
EKER
β |W (ϵ)(U∞+EKER+ϵ−Ĥd)

−1V (ϵ0)|νi⟩.
(1.92b)

The expansion coefficients carry the information about the full spectrum,

σ(EKER, ϵ, ϵ0) =
∑︂
β

|c∞β (EKER, ϵ, ϵ0)|2, (1.93)

14The term vibronic is used to emphasize the fact that those eigenstates have non-zero components in multiple

vibronically coupled electronic states, in contrast to vibrational wave packets which are associated with a single

electronic state.
15In the case that interacting channels with different threshold energies have to be considered in a single man-

ifold, the formulas for the coincidence and KER spectra become inconveniently cumbersome for our purposes.

The problem can be resolved, e.g., by employing projectors onto individual diabatic components of the vibronic

eigenstates, see Ref. [66].
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measurable through detecting all ionic fragments and both the primary and secondary electrons

in coincidence. Introducing further the spectral decomposition of the effective Hamiltonian Ĥd,

Hd
ˆ |νd) =

(︃
Eνd −

i

2
Γνd

)︃
|νd), (1.94)

the remaining resolvent can be explicitly evaluated to give [36]

σ(EKER, ϵ, ϵ0) = 2π
∑︂
β

|g(U∞ + EKER + ϵ+ ϵ0 − Eνi)|2

×

⃓⃓⃓⃓
⃓∑︂

νd

⟨ζEKER
β |W (ϵ)|νd)(νd|V (ϵ0)|νi⟩

U∞ + EKER + ϵ− Eνd + iΓνd/2

⃓⃓⃓⃓
⃓
2

. (1.95)

In this expression, |νd) and (νd| are the right and left eigenvectors of the non-Hermitian operator

Ĥd, see also footnote 7 on page 19. Eνd and Γνd are, respectively, the real energy and decay

width associated with the vibronic eigenstate |νd).
For the sake of simplicity of the following discussion, we will assume that the excitation

operator V (ϵ0) does not depend on ϵ0 in the relevant energy range, which is a realistic approxi-

mation for fast enough primary photoelectron. Its energy then appears only in the argument of

the excitation function g(ω) and can be integrated out to yield a trivial prefactor σ0 associated

with the total probability of inner-shell photoionization for the given pulse. In other words,

the functional dependence of c∞β (EKER, ϵ, ϵ0) and, thus, of the coincidence spectrum on ϵ and

EKER is the same for any fixed value of ϵ0. The latter affects only the overall intensity and can

be ignored. Resulting coincidence spectrum reads

σ(EKER, ϵ) = 2πσ0
∑︂
β

⃓⃓⃓⃓
⃓∑︂

νd

⟨ζEKER
β |W (ϵ)|νd)(νd|V |νi⟩

U∞
β + EKER + ϵ− Eνd + iΓνd/2

⃓⃓⃓⃓
⃓
2

, (1.96)

which is the result commonly found in the literature [17,64]. Although this expression resembles

closely the Kramers-Heisenberg formula [67, 68] derived within the second-order perturbation

theory, it is not fully equivalent since the latter works with Hermitian operators only [64].

Eqs. (1.95) or (1.96) can be evaluated without propagation of the nuclear wave packets in

time but require the vibronic eigenenergies and eigenstates of the Hamiltonian operators for

the intermediate and final state manifolds. This is usually the preferable approach if the decay

is slow or involves very long-range energy transfer, such as in the case of helium dimer [A9].

Under such conditions, explicit time propagation of the wave packets becomes computationally

demanding. With increasing number of degrees of freedom, on the other hand, explicit nu-

merical simulation of the time evolution becomes gradually more efficient in comparison to the

solution of Eq. (1.90) over an extended spectral range [34]. It is thus appropriate to express the

decay spectra also directly in terms of the time-dependent nuclear wave packets. Besides al-

ternative means of practical calculations, resulting formulas provide a complementary physical

understanding of the problem.
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The spectrum of the secondary electrons is obtained from the coincidence spectrum through

integration over KER,

σ(ϵ) =

∫︂
dEKER σ(EKER, ϵ). (1.97)

From Eq. (1.92a) it follows immediately that it can be extracted directly from the final state

wave packets as [57,69]

σ(ϵ) = lim
t→∞

⟨ψf (ϵ, t)|ψf (ϵ, t)⟩. (1.98)

The electron spectrum is thus determined by the intricate dynamics of the nuclear wave packets

in the manifold of final electronic states. It is driven by the Hamiltonian Ĥf but due to the con-

tinuous input of the losses of the metastable states, represented by the source termW (ϵ)|ψd(t)⟩,
it also reflects the interference between contributions arriving at different times [63]. Effects

of electronic and vibronic interference of overlapping resonances on the electron spectrum are

explored in some detail in Ref. [70].

Assuming an energy-independent coupling W , i.e., boomerang model-like LCP approxima-

tion, an interesting formula for the KER spectrum,

σ(EKER) =

∫︂
dϵ σ(EKER, ϵ), (1.99)

can be derived through the expansion of the final state wave packets in terms of the vibronic

eigenstates (1.91)

|ψf (ϵ, t)⟩ =
∑︂
β

∞∫︂
0

dEKER c(EKER, ϵ, t)|ζEKER
β ⟩. (1.100)

Inserting the expansion into the differential equation (1.81c) and integrating over ϵ yields16

σ(EKER) = 2π
∑︂
β

∞∫︂
−∞

dτ |⟨ζEKER
β |W |ψd(τ)⟩|2. (1.101)

This formula shows that the KER spectrum is given by accumulated generalized Franck-Condon

factors connecting |ψd(t)⟩ and the dissociative final state vibronic eigenfunctions [63]. Note that

all contributions are added in absolute value squared and, in contrast to the electron spectrum,

no interference occurs.

The results (1.98) and (1.101) corroborate that the two spectra carry complementary in-

formation, as stated in the discussion below Fig. 1.4. While valuable for the understanding of

the formation of the KER spectrum, Eq. (1.101) still requires the knowledge of the vibronic

eigenstates |ζEKER
β ⟩. In actual numerical propagation of the nuclear wave packets, it can be

circumvented and the coincidence and thus also the KER spectrum computed directly from

the time-dependent wave functions through analysis of the outgoing flux in the dissociative

channels [71].
16For energy-dependent couplingW (ϵ), integration over ϵ cannot be performed in closed form and the formula

for σ(EKER) would contain products of the ⟨ζEKER

β |W (ϵ)|ψd(τ)⟩ matrix elements evaluated at different times,

another manifestation of the memory effects in the evolution of the metastable states.



Chapter 2

Ab initio methods for decay widths

It follows from Chap. 1 that quantitative description of the electronic decay in polyatomic

systems relies on accurate potential energy surfaces and decay widths associated with the

involved electronic states. In particular, the knowledge of the time scale of the decay process

is the key not only for reliable prediction of the observable quantities but already for the

qualitative assessment of the significance of various dynamical aspects of the problem.

Thus, our goal in the present chapter is to determine the complex effective Hamiltonian,

Eqs. (1.59) and (1.60), governing the evolution of the metastable state in the fixed-nuclei limit.

We fully adopt the two-step description of the excitation and the subsequent decay processes

and restrict ourselves to the N − 1-electron metastable state, disregarding the primary electron

as well as the excitation mechanism. Most of the discussion, however, is completely general,

the notion of the metastable state relating to the ionized systems is kept only for consistency

and argument’s sake.

Methods available for ab initio calculation of the decay widths can be generally divided into

two main categories. The first class comprise methods based on true continuum wave functions,

such as the R-matrix method [72] [A3] or the single-centre expansion [73]. The second cate-

gory utilizes square-integrable (L2) basis sets to approximate both the bound and continuum

multi-electron wave functions. It results in discretized decay continua, but usually also in lower

computational demands. In addition, L2-based approaches can build on the highly developed

foundations of computational quantum chemistry for bound states, facilitating the implemen-

tation of highly efficient codes. The inevitable shortcomings are connected with the incorrect

boundary conditions satisfied by the approximate wave functions, e.g., the impossibility to

properly discriminate between individual decay channels or to study the angular distribution

of the decay products. In this chapter, we focus primarily on the Fano-ADC method, which

proved to be the method of choice for interatomic decay processes due to its computational

efficiency and the ability to provide converged results over many orders of magnitude. Fur-

thermore, despite the incorrect boundary condition, it can still be used to estimate the partial

decay widths. Other methods are also briefly discussed but we mostly refer the reader to the

existing literature.

33
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2.1 Fano-ADC method

Building on the work of Howat et al. [51], the Fano-ADC method was initially devised and

first applied to study ICD widths by Averbukh and Cederbaum in 2005 [74]. Starting from

the Fano theory of resonances [25, 75], it is based on the explicit construction of the discrete

state representing the resonance and thus fits well into the framework introduced in Chap. 1.

The many-electron wave functions are constructed in terms of an L2 basis using size-consistent

and fast-convergent algebraic diagrammatic construction (ADC) methodology [76, 77] in the

intermediate states representation (ISR) [78, 79]. Correct normalization and interpolation of

the discretized continuum is achieved via the Stieltjes imaging technique [80,81].

Over the last decade, the method was further developed and generalized for a wider range

of problems, namely ICD in doubly ionized [A2] as well as neutral excited clusters [82,83], and

has been recently utilized to study also the Penning ionization [84]. Generic implementation

applicable to systems with arbitrary symmetry was first described by Kolorenč and Sisourat

in Ref. [85] for ICD in helium trimer. Among the most notable applications of the Fano-

ADC method rank the study of ICD in helium dimer [A9], electron transfer-mediated decay in

NeKr2 [A12], resonant Auger-ICD cascades [A13], or collective decay in fluoromethane [A7].

Through the extension of the ADC methodology to the four-component framework [86,87],

it is possible to study also the effects of relativistic phenomena, such as spin-orbit coupling, on

the electronic decay process [88]. Full potential of the ADC methodology was recently exploited

through the development of the ADC(2,2) approximation scheme [A1], which enabled for the

first time to represent electron correlation – the primary driver of the processes of interest

– in both the initial and final states of the decay in a balanced and consistent way. In the

latter reference, the method is described in great detail, so only a brief overview is given in the

following.

2.1.1 Fano theory of resonances

Fano theory of resonances, on which the Fano-ADC methodology relies, was described in Sec. 1.1

for the case of single metastable state interacting with a single decay continuum, and in Sec. 1.4

for an arbitrary number of metastable states as well as decay channels. A concise overview of

the aspects directly relevant to the Fano-ADC methodology can be found in Ref. [A1].

The form of the electronic Hamiltonian (1.52) is associated with the basis of the (N − 1)-

electron Hilbert space, consisting of Nd discrete states |ϕdl⟩ (l = 1 . . . Nd) and Nc decay continua

described by continuum wave functions |χα(ϵ)⟩ (α = 1 . . . Nc) with ϵ denoting the energy of

the outgoing electron. It is convenient to introduce the partitioning of the Hilbert space into

the subspace Q containing the discrete states and the (background) continuum subspace P ,
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through definition of the respective projection operators1 [75]

Q̂ =

Nd∑︂
l=1

|ϕdl⟩⟨ϕdl | and P̂ =
Nc∑︂
α=1

∫︂
dϵ |χα(ϵ)⟩⟨χα(ϵ)|. (2.1)

If possible, the two subspaces are defined as complementary with the corresponding projectors

being orthogonal, but a handy feature of the Fano theory is that it is not strictly required.

Construction of the projectors within the framework of an ab initio methodology chosen to

represent the many-electron wave functions and, in turn, the electronic Hamiltonian comprises

the key step in the development of a practical computational method. The fundamental re-

quirement is that the discrete states have strictly bound character within the Q subspace itself

and can only decay via the interaction with the continuum states from the P subspace. Q
thus contains purely L2 wave functions while the P subspace is composed of continuum (or

continuum-like) functions representing states with at least one outgoing electron.

Once the projectors (2.1) are defined, the discrete states representing individual resonances

are usually identified with eigenstates of the Hamiltonian projected onto the Q subspace,

Q̂ĤQ̂|ϕdl⟩ = Edl |ϕdl⟩. (2.2)

Likewise, the background continuum is assumed to diagonalize the Hamiltonian in the P sub-

space,

⟨χα′(ϵ′)|P̂ ĤP̂ − E|χα(ϵ)⟩ = (Eα + ϵ− E)δα′αδ(Eα′ + ϵ′ − Eα − ϵ). (2.3)

If the Hamiltonian depends parametrically on the nuclear coordinates in a polyatomic system,

this corresponds to an electronic basis which is adiabatic within each subspace [cf. Eq. (1.75)].

The level shift matrix is then evaluated using Eq. (1.59). Namely, the formula for the decay

width matrix Γ(E) has the form of the sum over decay channels and reads

[Γ(E)]ll′ = 2π
Nc∑︂
α=1

⟨ϕl|Ĥ − E|χα(E − Eα)⟩⟨χα(E − Eα)|Ĥ − E|ϕl′⟩. (2.4)

The energy E subtracted from the Hamiltonian in the above matrix element compensates for

the possible non-orthogonality of the Q and P subspaces [51, 74].

Construction of the LCP approximation from the known level shift matrix F(E) and the

energies of the discrete states given by Eq. (2.2) was discussed in detail in Sec. 1.4. It provides

the sought-after complex PESs required for the efficient description of the nuclear dynamics

aspect of the decay process. If relevant, a fully diabatic basis can be obtained through subse-

quent transformations within each subspace. We will see below, however, that in the case of a

1The projection operator Q̂ should not be confused with the generalized nuclear coordinates Q as used in

Sec. 1.5. We find it preferable to adhere in both contexts to the established notations, notwithstanding the

occasional conflict.
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discretized continuum stemming from the use of an L2 basis, the Stieltjes imaging technique

allows to recover only the diagonal elements of the decay width matrix,

Γl(E) =
Nc∑︂
α=1

Γl,α(E) = 2π
Nc∑︂
α=1

|⟨ϕl|Ĥ − E|χα(E − Eα)⟩|2, (2.5)

which are necessarily real and non-negative. The via the continuum coupling between the

interacting resonances thus can be taken into account only approximately or neglected.

2.1.2 Algebraic diagrammatic construction

To evaluate the formula (2.4), approximations for the initial and final states multi-electron

wave functions, |ϕl⟩ and |χα(ϵ)⟩, have to be provided. In the case of ICD of an inner-valence

vacancy, they are both associated with (N − 1)-electron states and can be thus represented

using an ADC scheme for single ionization. Originally, the so-called direct ADC procedure was

developed within the Green’s function (GF) formalism [77]. It provides a framework to develop

a hierarchy ADC(n) of approximations for the one-electron propagator which are complete

through the order n of the perturbation theory (PT). In addition, ADC(n) schemes include

infinite partial summations needed to recover the correct simple poles analytical structure of

the propagator, which is lost in the traditional diagrammatic approach. The method can be

readily applied to construct multi-electron GF [89, 90] or the polarization propagator [76, 91].

A detailed and pedagogical account on ADC and related many-body methods is available in

the excellent recent book by J. Schirmer [92].

For the Fano-ADC method, it is the alternative ISR-ADC formulation [78, 79] that is rel-

evant. The key point is that, in contrast to the direct ADC procedure, ISR-ADC is a wave

function method and thus provides explicit representations of the (N−1)-electron states needed

to evaluate the coupling matrix elements involved in Eq. (2.4). Most conveniently, the method

can be explained in comparison to the well-known configuration interaction (CI) expansion [93],

which represents the most straightforward approach to describe electronic correlation in quan-

tum chemistry.

Consider the Hartree-Fock (HF) ground state |Φ0⟩ of the N -electron system. Using the

so-called physical excitation operators,{︂
ĈJ

}︂
=

{︂
ck; c†ackcl, k < l; c†ac

†
bcjckcl, j < k < l; . . .

}︂
, (2.6)

a complete orthonormal set of (N − 1)-electron basis functions (also called HF configurations)

can be derived as

|ΦJ⟩ = ĈJ |Φ0⟩. (2.7)

The indices j, k, l, . . . and a, b, . . . correspond to the occupied and virtual HF orbitals, respec-

tively. The HF configurations are naturally classified as one-hole (1h), two-hole-one-particle



2.1. FANO-ADC METHOD 37

(2h1p) and so on, according to the degree of excitation. The common notation is that J denotes

individual configuration while [J ] = µ stands for the whole µh− (µ− 1)p excitation class.

The basis set (2.7) is used in the CI method for expansion of the correlated (N − 1)-electron

wave functions |Ψ(N−1)
q ⟩, where q denotes the complete set of quantum numbers specifying the

ionized state. The principal drawback of such a direct approach is slow convergence and, once

truncated after some specific excitation class [J ], lack of size consistency. The slow convergence

is rooted in the fact that the HF configurations are uncorrelated and, therefore, every ionized

state is constructed “from scratch”. In search of an improvement, the ISR-ADC employs an

alternative basis set of the so-called correlated excited states (CESs),2

|Ψ0
J⟩ = ĈJ |Ψ0⟩, (2.8)

where |Ψ0⟩ is the exact N -electron ground state. The intuitive idea underlying the use of CESs

is that the removal of an electron affects the correlation with respect to the initial N -electron

ground state but does not alter it completely. Therefore, the information on the correlation

in the N -electron system conveyed by the CESs should result in faster convergence of the

subsequent expansion of the (N − 1)-electron wave functions [92].

In contrast to the HF configurations (2.7), the CESs (2.8) are not orthonormal. It is

the specific excitation class orthogonalization (ECO) procedure that leads to an orthonormal

basis of intermediate states (ISs) |Ψ̃J⟩, providing the sought-after size-consistent and fast-

convergent expansion of |Ψ(N−1)
q ⟩. ECO is an iterative process consisting of Gram-Schmidt

orthogonalization between different excitation classes and symmetric orthogonalization of the

resulting precursor states within each excitation class. For more details see Refs. [92] [A1].

Using the complete manifold of excitation operators (2.6), the basis of ISs provides an exact

representation of the secular matrix (shifted Hamiltonian with E0 being the exact neutral

ground state energy),

MIJ = ⟨Ψ̃I |Ĥ − E0|Ψ̃J⟩ (2.9)

as well as of the (N − 1)-electron wave functions,

|Ψ(N−1)
q ⟩ =

∑︂
J

Yq,J |Ψ̃J⟩. (2.10)

A practical computation scheme is obtained by using truncated PT expansion for the neutral

ground state through the order n,

|Ψ0⟩ = |Φ0⟩ + |Ψ(1)
0 ⟩ + · · · + |Ψ(n)

0 ⟩ +O(n+ 1), (2.11)

which in turn leads naturally to the PT expansions of the ISs, the ground state energy E0, and

finally the secular matrix elements MIJ . To arrive at a consistent scheme, the wave function

expansion (2.10) has to be truncated after some specific excitation class, restricting the active

2ISR-ADC is not the only ab initio method that can be formulated in terms of CESs or other intermediate

states. Other representatives are equation-of-motion or biorthogonal coupled-cluster methods [92].
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configuration space. Ionization energies and the corresponding (N − 1)-electron eigenstates are

then obtained by diagonalization of the resulting finite matrix M .

One of the defining properties of the ADC method are the canonical order relations (COR),

according to which the PT expansion of the off-diagonal ([I] ̸= [J ]) matrix elements of the

secular matrix follow the general rule

MIJ ∼ O(|[I] − [J ]|). (2.12)

COR dictates at which order and excitation class the expansions (2.11) and (2.10) have to be

truncated, respectively, in order to obtain ionization energies consistent through the required

PT order. If |Ψ(N−1)
q ⟩ is an eigenstate belonging to the excitation class [I] (i.e., it’s expansion

is dominated by class [I] ISs), truncation of the configuration space after the excitation class

[J ] > [I] introduces an error of order 2(J + 1 − I). Specifically, for main 1h states (I = 1) this

means an error of order 2J , which can be compared to an error of the order (J + 1) for the

slower converging CI expansion.

The ISR-ADC scheme most commonly employed in the Fano-ADC method is the extended

second-order scheme [ADC(2)x]. The configuration space is spanned by the 1h and 2h1p ISs

and the 1h/1h block of the secular matrix contains corrections up to the second-order of PT,

while the 1h/2h1p and 2h1p/2h1p blocks only up to the first order. As a result, the energies of

the 1h-like states are determined through the second-order while those of the 2h1p-like states

through the first order of PT only. Since in a typical application, the initial state of the decay

belongs to the 1h class while the final state into to 2h1p class (the “particle” orbital representing

the electron in the continuum), such a correlation imbalance can compromise the accuracy of

the calculated decay widths.

To remedy this shortcoming, we have recently introduced the ADC(2,2) approximation [A1]

which, through the inclusion of the 3h2p excitation class and appropriate order structure of

the secular matrix M (see Tab. I in Ref. [A1]), allows for a balanced description of both

1h and 2h1p-like states through second order of PT. In addition to the improved accuracy,

the ADC(2,2) scheme also provides access to second-order decay processes resulting in two

secondary electrons, such as double Auger decay [94]. The price to be paid is significant growth

of computational demands connected with the large 3h2p excitation class. Compared to the

ADC(2)x scheme, the computational cost increases from n3
occn

2
virt to n3

occn
4
virt, where nocc and

nvirt are the numbers of occupied and virtual orbitals, respectively. For larger polyatomic

systems, ADC(2)x thus remains the method of choice.

2.1.3 Fano theory in the framework of ISR-ADC

As pointed out in Sec. 2.1.1, the key step in the implementation of the Fano theory within the

framework of an ab initio methodology for many-electron wave functions is the definition of

the Q and P subspaces, or equivalently, the construction of the corresponding projectors (2.1).
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In a rigorous theory, the fundamental difference between the two subspaces is that Q contains

strictly L2 wave functions, ensuring that the corresponding states cannot decay within the Q
subspace itself. This also guarantees that the P subspace is asymptotically complete,

lim
r→∞

⟨r|P̂ |ΨE⟩ = lim
r→∞

⟨r|ΨE⟩, (2.13)

where |ΨE⟩ with E > 0 is a continuum state and r is the radial coordinate of the outgoing

particle. In a method employing L2 one-particle basis set, however, this distinction is lost as

L2 wave functions approximate even the continuum states. Therefore, other criteria leading to

an appropriate classification of the ISs have to be devised.

The requirement that the discrete components are bound within the Q itself means that

any representation of |ϕl⟩ must not contain any contribution corresponding to the possible final

states of the decay. The first observation is that, within an ISR-ADC scheme, such final states

are represented by 2h1p or higher excitation classes as the electron has to be described by a

virtual orbital. However, these classes are also vital to account for the correlation in the discrete

states, or the discrete state itself can be of 2h1p character if we are interested in metastable

shake-up satellite states. Thus, corresponding ISs have to be divided appropriately between

both the Q and P subspaces.

The applicability of possible classification schemes depends on the character of the decay

process. For the argument’s sake, we will focus on the 2h1p excitation class, but generalization

to higher classes is straightforward, see Ref. [A1]. In many cases, the 2h1p ISs can be directly

associated with open or closed decay channels based on either the core/valence character or

the spatial localization of the HF molecular orbitals (MOs) defining the 2h configuration. In

the case of Auger decay of a core vacancy, energetically accessible final states are typically

characterized by all 2h configurations that do not contain the initial or deeper-lying vacancies.

Similar situation is encountered when studying an interatomic decay process in a hetero-nuclear

cluster such as

(A+)∗B →

⎧⎨⎩ A+ +B+ + e− ICD

A+B2+ + e− ETMD
,

in which MOs are spatially localized on specific atoms. Here, the final states are distinguished

by at least one vacancy on the initially neutral cluster constituent B, which in turn defines ISs

belonging to the P subspace.

In other cases, however, there is no straightforward one-to-one correspondence between the

2h1p ISs and the open or closed channels of the decay process. Complications arise, e.g., when

MOs are delocalized due to some symmetry of the system. In such a case, some localization

procedure, based on an appropriate transformation of the basis of ISs, needs to be performed

prior to the Q/P classification. An example is a homonuclear dimer such as Ne2, in which all

MOs are delocalized over both atoms due to the inversion symmetry and form gerade-ungerade

pairs. Here, specific symmetrization procedure can be devised [95] to restore the localized
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character of the vacancies, resulting in the adapted 2h1p ISs that can be readily classified

among the two subspaces.

The symmetrization procedure can be generalized to polyatomic systems with arbitrary

symmetry and for higher excitation classes as shown in Refs. [85] and [A1]. First, the 2h1p

ISs are divided into subsets characterized by the virtual orbital p. When the corresponding

small blocks of the ADC secular matrix M are separately diagonalized, the resulting eigenval-

ues closely mimic the structure of the double ionization thresholds associated with the decay

channels. The extra electron attached in the virtual orbital p leads essentially to a uniform

shift approximately defined by the corresponding HF energy εp, as illustrated in Fig. 2.1 on

the example of ICD in the neon dimer. In other words, the partial diagonalization effects the

transformation from ISs derived from uncorrelated 2h HF configurations to adapted ISs defined

by correlated 2h states. Each adapted IS can thus be associated with a specific decay channel

and the corresponding eigenvectors thus naturally belong to P or Q, depending on whether the

channel is open or closed.
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Figure 2.1: Q − P partitioning in neon dimer (equilibrium interatomic distance). Points show shifted

eigenvalues E2h1p − εp of the sub-blocks of the ADC secular matrix M defined the specific virtual MO p

with the HF energy εp. Different point types and colours distinguish the symmetry and numbering of the

eigenvalues. The dashed black line indicates the HF energy −ε2σu
of the initial inner-valence vacancy defined

by the 2σu MO. It unambiguously divides the shifted eigenvalues into the lower-lying group of two-site ISs

corresponding to open ICD channels of the type Ne+(2p−1)−Ne+(2p−1), and the higher-lying groups of ISs

contributing into the expansion of the metastable state.

The apparent merit of this procedure is the universality. It can be readily applied also to

the 3h2p excitation class present in the ADC(2,2) scheme, as well as to the 3h1p class when

describing the decay of initially doubly ionized systems using the ADC(2)x scheme for the two-

electron propagator [A2]. Virtually the only input required for the calculation of the decay width

is the number of open decay channels for a given metastable state. Still, some care is needed if
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the energy gap dividing the open and closed channels is very narrow. The extra electron in the

virtual orbital can then cause significant mixing of the open and closed channels in the adapted

ISs, resulting in a breakdown of the strictly bound character of the Q subspace [A1].

Once the projectors onto the Q and P subspaces are defined within the full configuration

space, the discrete states |ϕl⟩ representing the metastable states of interest are selected among

the eigenstates of the projected Hamiltonian matrix QMQ. The selection criterion is typically

the dominant 1h configuration. The decay continuum |χα(ϵ)⟩ is approximated by the eigenstates

|χi⟩ corresponding to the discrete eigenvalues ϵi of the PMP matrix. The discrete character

of the spectrum, however, prevents the straightforward use of the eigenfunctions |χi⟩ in the

decay width formula (2.4). First, these wave functions do not satisfy the appropriate boundary

conditions and are normalized to unity rather than energy,

⟨χi|χj⟩ = δij. (2.14)

Second, the spectrum has to be interpolated to obtain the energy-dependent width matrix.

The solution of these problems is provided by the so-called Stieltjes imaging technique

[80, 81, 96], at least for the diagonal elements (2.5) of the decay width matrix. The approach

relies on the fact that the wave functions |χi⟩ provide good approximations of the spectral

moments of the decay width function,

Sk
l ≡

∫︂
dE EkΓl(E) = 2π

Nc∑︂
α=1

∫︂
dE Ek|⟨ϕl|Ĥ −E|χα(E −Eα⟩|2 ≈ 2π

∑︂
i

(ϵi)
k|⟨ϕl|Ĥ −Edl |χi⟩|2.

(2.15)

It rests on the assumption that, within the region defined by the spatial extent of the discrete

states, the solutions |χi⟩ can replace the exact resolution of identity within the P subspace,

Nc∑︂
α=1

∫︂
dϵ |χα(ϵ)⟩⟨χα(ϵ)| ≈

∑︂
i

|χi⟩⟨χi|. (2.16)

Using the lowest 2nS spectral moments (2.15), an approximation of order nS of the decay

width function Γl(E) can be recovered using the moment theory. It is obtained in terms of the

nS-point integration quadrature,∫︂
dE Γ(E)f(E) ≈

nS∑︂
i=1

wnS
i f(EnS

i ), (2.17)

where the decay width Γ(E) plays the role of a priori unknown weight function. At each order

nS, piece-wise approximation of the correctly normalized decay width Γ(E) is obtained from

the cumulative function

F (E) =

E∫︂
Emin

dE ′ Γ(E ′) ≈
q∑︂

i=1

wnS
i , EnS

q < E < EnS
q+1 (2.18)
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through the Stieltjes derivative as

ΓnS(E) =
1

2

wnS
q+1 + wnS

q

EnS
q+1 − EnS

q
. (2.19)

The procedure thus effectively yields Γ(E) at nS − 1 discrete points. Convergence can be

controlled by performing a series of approximations of increasing order nS. Furthermore, in the

region of convergence, results from several consecutive orders can be combined to increase the

sampling of the energy dependence. Illustration of the procedure is shown in Fig. 2.2, which

shows the total ICD width in the neon dimer.
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Figure 2.2: Output of the Stieltjes imaging procedure for the total ICD width for the Ne+(2s−1)Ne 2Σ+
u

metastable state of neon dimer at the equilibrium geometry. Points of different colours show approximations

for Γ(E) obtained at individual orders nS = 8 − 20. The black curve is the interpolation obtained using

three consecutive orders nS = 11− 13. Red dashed line indicates the discrete state energy.

Several serious limitations stem from the use of the Stieltjes imaging technique. Most

obviously, the weight function in a Gaussian quadrature has to be positive, which is only

satisfied for the diagonal elements (2.5) of the decay width matrix. The off-diagonal elements

are thus not accessible. Furthermore, the piece-wise approximation usually does not allow for

a reliable evaluation of the level shift function ∆(E) (1.59). Therefore, the resonance energies

and widths are commonly approximated as Eresl ≈ Edl and Γl ≈ Γl(Edl), respectively. For

majority of ICD-active states, however, such an approximation is justified as the widths are

small enough for the level shift being comparable to the inherent inaccuracy of the ab initio

methodology.

It follows from Eq. (2.16) that it is not possible to formulate a rigorous procedure for the

calculation of the partial decay widths Γl,α. This problem is common to the L2 methods as

the decay channels are defined only asymptotically with respect to the position of the outgoing

particle. However, the partial decay widths can still be estimated if approximate channel
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projectors Pα can be defined in terms of the L2 ISs. For each channel, the Stieltjes imaging

procedure is then repeated with the projected continuum-like functions Pα|χi⟩, as detailed in

Refs. [74, 97,98]. The possibility to obtain (even if only approximate) partial decay widths

constitute substantial benefit of the method compared to the alternatives like methods based

on complex absorbing potentials or complex scaling. Furthermore, since the |χi⟩ functions only

need to accurately mimic the continuum functions over the spatial extent of the discrete state

wave function [cf. Eq. (2.15)], Fano-ADC is typically less demanding concerning the quality of

the one-particle basis set.

2.2 The alternatives

Despite its many favourable properties, Fano-ADC method is not the only viable option to

compute interatomic decay widths. Possibly the most straightforward L2 method relies on the

introduction of a complex absorbing potential (CAP) [99,100] into the many-electron Hamilto-

nian to damp the wave functions in the asymptotic region and squeeze the continuum and even

the divergent Siegert states into the L2 functions space. As a representative of the methods em-

ploying true continuum wave functions, we will briefly discuss the R-matrix theory [72], which

counts as one of the most versatile tools to study resonances, e.g., in electron-molecule colli-

sions. The method is becoming increasingly popular due to the recent code development [101]

and the generalization to the time domain [102].

Complex absorbing potential

Methods based on complex absorbing potential target directly the Siegert states associated

with the complex eigenenergies, Zres = Eres− iΓ/2, of the electronic Hamiltonian. Similarly to

the real-energy solutions near the resonance, the Siegert states are localized in the interaction

region but diverge exponentially outside. Mathematically, they can be characterized as solutions

satisfying purely outgoing-wave asymptotic form [20]. As such, they are not easily amenable

to numerical representation, and less so using an L2 basis set. However, the introduction of a

suitable artificial potential with a negative imaginary part into the Hamiltonian,

Ĥ(η) = Ĥ − iηŴ , (2.20)

induces an exponential damping and transforms the Siegert states into L2 wave functions, as

demonstrated in Fig. 2.3. Such a solution can then be found by means of the quantum chemistry

methodology developed for bound states, with the decay width given by the imaginary part of

the corresponding complex eigenenergy.

The operator Ŵ in Eq. (2.20) is a real non-negative potential, which has to be localized

outside the region of the nonzero electronic density of the bound states of the system to avoid

unwanted perturbations of the physics. Furthermore, the shape of CAP has to be chosen
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Figure 2.3: Example of the action of CAP on the solution of one-dimensional TISE. Inset: interaction

potential 2x2e−x (black) and the imaginary part of the CAP W (x) = −0.1i(x− 8.0)2 (green, with the

opposite sign). Dashed blue line indicates the real part of the resonance energy zres = 1.2318− 0.16496i a.u.

Main plot: Solution of the TISE for the real energy Eres = 1.2318 a.u. (blue) and for the complex energy

zres (Siegert state, red), both without CAP. Green line shows the solution at zres after the addition of CAP

W (x).

carefully to damp the wave functions efficiently while avoiding artificial reflections [100]. These

two requirements are to a large extent conflicting, as the former requires large enough CAP

strength η while a weak CAP best meets the latter. The optimal balance and thus the best

approximation to the Siegert energy is found by searching for a stabilization point of the

eigenenergy trajectory E(η), obtained by the diagonalization of the complex Hamiltonian (2.20)

for different values of the strength parameter η [99].

The modified non-Hermitian Hamiltonian can be represented employing various ab initio

methods for excited states [103], including the ISR-ADC discussed above. The resulting CAP-

ADC method was applied to compute decay widths in the neon dimer [104] or excited atom-

molecule complexes [105]. CAP is also commonly used in connection with the CI expansion

[106–108]. More recently, CAP was successfully combined with the equation-of-motion coupled-

cluster technique [109–111].

The damping effect needed to confine the Siegert states can be accomplished also by complex

scaling of the electronic coordinates, r → reiθ [52]. It is done either globally or only in the outer

region (exterior complex scaling) [112,113]. After the transformation, the continuum spectrum

is uniformly rotated into the lower complex energy plane while the eigenvalues corresponding

to the bound and resonance states are equal to those of the unaltered Hamiltonian [114]. In

that respect, complex scaling represents a more rigorous approach but brings about considerable

technical difficulties associated with the need for the analytical continuation of the Hamiltonian

operator. The appeal of CAP, on the other hand, rests in its simplicity and relative ease of

implementation. Compared to Fano-ADC, it requires less prior physical insight, which is needed
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in the latter for the appropriate Q/P partitioning. The major disadvantage of CAP-based

methods lies in their enormous computational costs connected with the multiple diagonalization

of complex symmetric Hamiltonian matrices [19], and the demand for a high-quality diffuse

basis set for an accurate representation of CAP in the outer region. In addition, the approach

provides only the total decay widths.

R-matrix method

The R-matrix method [115,116] represents a completely different theoretical framework to seek

the solutions of TISE in the continuum energy domain. It has been successfully employed

to study resonances in electron-atom and electron-molecule collisions, and its application to

compute electronic decay widths is rather straightforward. In the framework of the scattering

theory, the autoionizing states discussed in this work can be associated with Feshbach-type

resonances [23] in collisions of an electron with the ionized target system. In contrast to the

Fano-ADC or CAP techniques, the R-matrix framework is better suited for the computation

of partial decay widths as the true continuum wave functions with proper boundary conditions

are employed.

In the R-matrix method, the configuration space is separated into the inner and the outer

region by a sphere of radius a centred at the centre-of-mass of the system. The inner region

contains an explicit multi-electron description of the N -electron target plus the scattered elec-

tron, and all the N + 1 electrons are treated as correlated. Here, the number N relates to

the number of electrons in the final state of the target after the decay. In the outer region,

characterized by the vanishing electron density of the N -electron system, only the free electron

is considered, and its interaction with the target is described in terms of a multipole expansion

of the interaction potential. The solutions in the two regions are linked by the R-matrix.3

The first step of the calculation is diagonalization of the modified Hamiltonian,

Ĥa = Ĥel + L̂, (2.21)

within the Hilbert space restricted to the inner region. Ĥel is the (N + 1)-electron Hamiltonian

and L̂ is the Bloch operator [116]. The Bloch operator ensures that the operator Ĥa is Hermitian

by cancelling the surface terms of the kinetic energy operator at the boundary r = a. The

eigenfunctions are sought in the form

Ψk(r1, r2, ..., rN+1) = A
∑︂
ij

aijkϕi(r1, r2, ..., rN)uij(rN+1) +
∑︂
l

blkχl(r1, r2, ..., rN+1), (2.22)

where ϕi(r1, r2, ..., rN) are the electronic states of the target and uij(rN+1) are the continuum-

like orbitals which describe the scattered electron within the inner region. The spatial and spin

3In a one-dimensional problem, the R-matrix reduces to the logarithmic derivative of the wave function at

the boundary of the two regions.
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coordinates of the i-th electron are collectively denoted as ri and the operator A ensures that

the wave functions are anti-symmetric with respect to interchange of any two electrons. In the

case of ICD, the electronic states of the target included in the R-matrix calculations are the

final states of the decay process. The so-called L2 configurations χl(r1, r2, ..., rN+1) account

for the correlation between the N target electrons and the scattered one and are critical for the

description of the Feshbach-type resonances.

In the ansatz (2.22), only the continuum-like orbitals uij(rN+1) extend beyond the boundary

r = a, which enables to match the (N + 1)-electron inner solution with the effectively one-

electron wave function in the outer region. The link is provided by the R-matrix

Rij(E; a) =
1

2a

∑︂
k

wik(a)wjk(a)

Ek − E
, (2.23)

where E is the energy of the continuumN+1-electron state and the sum runs over all eigenstates

defined in Eq. (2.22). The boundary amplitudes wik(a) for channel i are defined as

wik(a) =
∑︂
j

αijkuij(a), (2.24)

where the spin coordinates have been summed out, and thus the boundary amplitudes depend

only on the spatial coordinates of the scattered particle. It is the key feature of the R-matrix

theory that the diagonalization of Ĥa is performed only once. The inner region (N+1)-electron

problem is independent of the actual energy E of the scattering state [101], which enters the

R-matrix (2.23) only as a parameter.

The R-matrix is propagated from the boundary r = a to a larger distance from the centre

of mass of the molecule, where it is matched with asymptotic solutions of a known form.

This enables to determine the K-matrix, which contains all the information on the scattering

process [115]. In particular, the eigenphase sum δ(E) can be computed as

δ(E) =
∑︂
i

arctan(ki), (2.25)

where ki are the eigenvalues of the K-matrix. The total resonance width can then be extracted

via fitting δ(E) in the vicinity of the resonance with a Breit-Wigner profile

δ(E) = δ0(E) + arctan
Γ

2(Er − E)
, (2.26)

where Er and Γ are the resonance energy and width, respectively. The non-resonant background

contribution δ0(E) is usually a slowly varying function of energy. The partial widths can be

obtained from the time-delay matrix [117, 118]. Alternatively, complex energy poles of the

S-matrix associated with the Siegert states can be found directly [119].

In Ref. [A3], we have applied the R-matrix method, as implemented in the UKRmol pack-

age [120], to compute ICD widths in the helium dimer following simultaneous ionization and
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excitation,

He(1s2) − He(1s2) + hν −→ He+(2p) − He(1s2) + eph

−→ He+(1s) + He+(1s) + eICD + eph. (2.27)

This process represents a suitable benchmark system because ICD in this system has been

investigated in great detail both theoretically [A9, A10] and experimentally [121, 122]. The

results for both the total and partial ICD widths agree satisfactorily with the results of the

Fano-ADC(2)x method when equivalent level of correlation model is employed in the R-matrix

calculations.

In general, the study confirms that the R-matrix and Fano-ADC are both valuable com-

plementary tools for the computation of electronic decay widths. The R-matrix is expected to

perform better for very low energy of the outgoing electrons, when the Fano-ADC method is

prone to failure due to the blurred distinction between the open and closed channels. In con-

trast, Fano-ADC performs better for faster electrons owing to the lower demands on the quality

of the basis sets. Furthermore, in larger systems, the eigenphase sum tends to exhibit multiple

resonances of different character and their classification based on the eigenphases only is diffi-

cult. It can be overcome by employing the so-called Feshbach-Fano R-matrix method [123,124],

in which the resonance of interest is analyzed through explicit construction of a suitable discrete

state. Owing to the direct evaluation of the energy-dependent level shift matrix, this approach

also paves the way to the full description of interacting resonances as well as the description of

the nuclear dynamics beyond the LCP approximation.

Diatomics-in-molecules

All the aforementioned ab initio methods are computationally expensive and thus not appli-

cable to truly large systems. The simplest way to estimate the interatomic decay widths of

metastable states in large clusters is the pairwise additivity approximation, according to which

it is given as a sum of the widths obtained considering each neighboring atom separately [125].

In Ref. [126], this simple but efficient approach was used to infer the structure of large NeAr

clusters through the comparison of the theoretical and observed ICD electron spectra. The

diatomics-in-molecules (DIM) [127, 128] approach also seeks to recover the full information

about the complex system from partial information on its atomic and diatomic constituents,

but goes beyond the pairwise additivity through taking into account the delocalization of the

charges in the decaying as well as the final states. In the context of ICD, We have formulated

and tested the method on the example of helium trimer in Ref. [129].

The DIM method is based on the possibility to subdivide the electronic Hamiltonian of the

N -atomic system into atomic and diatomic parts [127],

Ĥel =
N−1∑︂
α=1

N∑︂
β>α

Ĥ
αβ

− (N − 2)
N∑︂

α=1

Ĥ
α
. (2.28)
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The atomic fragment Ĥ
α

contains kinetic energy operators and intra-atomic potential energy

terms which depend exclusively on the coordinates of electrons assigned to the atom α and of

the α nucleus itself. The operator Ĥ
αβ

= Ĥ
α

+ Ĥ
β

+ V̂
αβ

is the Hamiltonian of a “diatomic

molecule” αβ, containing the atomic contributions plus interatomic potential energy terms

depending on the electron and nuclear coordinates common to atoms α and β.

The approximate DIM Hamiltonian is obtained by constructing the DIM basis as antisym-

metrized products

|Ψanti
m ⟩ = Â

N∏︂
α=1

|χα
m⟩ ≡ Â|Ψm⟩. (2.29)

Here, |χα
m⟩ are the atomic eigenfunctions,

Ĥ
α
|χα

m⟩ = ϵαm|χα
m⟩, (2.30)

m is the generalized index of a molecular basis function, and the operator Â ensures the

antisymmetrization with respect to electrons associated with different atomic fragments. The

diatomic Hamiltonian operators Ĥ
αβ

can be expressed in terms of their eigenstates |ψαβ
i ⟩ and

the corresponding eigenvalues ϵαβi – adiabatic potential energy functions depending on the

interatomic distance Rαβ – as

Ĥ
αβ

=
∑︂
i

|ψαβ
i ⟩ϵαβi ⟨ψαβ

i |. (2.31)

Since Ĥ
αβ

commutes with the antisymmetrization operator, its action on the basis functions

|Ψanti
m ⟩ can be expressed as

Ĥ
αβ
|Ψanti

m ⟩ = ÂĤ
αβ
|Ψm⟩ = Â

∑︂
i

|Ψαβ
i ⟩ϵαβi ⟨Ψαβ

i |Ψm⟩. (2.32)

We have introduced the N -atomic wave functions |Ψαβ
i ⟩ = |ψαβ

i ⟩
∏︁

γ ̸=α,β |χ
γ
i ⟩ as products of the

diatomic eigenfunctions and the atomic wave functions for the electrons not included in the αβ

diatomic fragment, on which Ĥ
αβ

acts as an identity operator.

The two sets of N -atomic wave functions, |Ψαβ
i ⟩ and |Ψm⟩, are connected by a unitary trans-

formation defined by the overlap matrix Bαβ
im = ⟨Ψαβ

i |Ψm⟩. Its elements are readily calculated

from the overlap integrals between |ψαβ
i ⟩ and the atomic wave functions in |Ψm⟩ corresponding

to the electrons included in the αβ fragment. In terms of the overlap matrix, the action (2.32)

can be recast as

Ĥ
αβ
|Ψanti

m ⟩ = Â
∑︂
n,i

|Ψn⟩(Bαβ
in )∗ϵαβi Bαβ

im =
∑︂
i,n

|Ψanti
n ⟩(Bαβ

in )∗ϵαβi Bαβ
im . (2.33)

The DIM basis set (2.29) thus yields the fragment Hamiltonian in the form of a matrix as

HDIM =
∑︂
α,β

(Bαβ)†ϵαβBαβ − (N − 2)
∑︂
α

ϵα, (2.34)
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where ϵα and ϵαβ are diagonal matrices constructed from the atomic energies (2.30) and the

diatomic adiabatic potential energy functions (2.31). These input quantities are obtained from

many-electron ab initio calculations for all non-equivalent atomic and diatomic subsystems,

which are of manageable size. The polyatomic potential energy surfaces are then obtained via

diagonalization of the DIM Hamiltonian (2.34). Its size depends on the truncation of the basis

(2.29) but generally can be kept small.

Generalization of the DIM method to encompass the metastable states is again based on

the projection operator approach [129]. The DIM basis set (2.29) is divided into two subsets,

Q and P . The former corresponds to excited states of the cluster in which all electrons are

bound, and the latter contains continuum (or continuum-like) functions associated with the

final states of the decay. To illustrate the procedure, consider ICD in a N -atomic rare-gas (Rg)

cluster following inner valence ionization,

(Rg+∗ − RgN−1) −→ (Rg+ − Rg+ − RgN−2). (2.35)

In this case, the Q subspace is built from the Rg, Rg+∗ atomic, and (Rg − Rg), (Rg+∗ −
Rg) diatomic fragments and the DIM Hamiltonian matrix is given by Eq. (2.34) using the

corresponding atomic energies and diatomic potential energy functions. Its eigenvectors define

the manifold of the adiabatic N -atomic metastable states. Similarly, the final states DIM

matrix is constructed from energies corresponding to atomic and diatomic states found in

the final doubly-ionized states of the cluster. Namely, the input data needed for the final state

manifold DIM matrix are the energies of the neutral Rg and singly ionized Rg+ states of atomic

fragments, and the potential energy functions corresponding to neutral (Rg−Rg), singly ionized

(Rg+ − Rg) and two-site doubly-ionized (Rg+ − Rg+) states of the diatomic fragments.

The decay widths of the metastable states are given by the block of Hamiltonian matrix

that couple the Q and P subspaces. Its DIM representation is given by a formula analogous

to (2.34), but the ϵα and ϵαβ diagonal matrices are replaced by matrices derived from the

couplings between the decaying and the continuum final states of all atoms and all pairs of

atoms forming the cluster, which is well within reach of the ab initio methods discussed in

the present section. Application of the approach to ICD in helium trimer confirmed good

quantitative agreement with full Fano-ADC(2)x calculations over a large set of geometries for

the total and the dominant partial decay widths. Significant discrepancies were only found for

some weak channels and were explained by strong three-body effects not accounted for in the

DIM method [129].
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Chapter 3

Interatomic decay processes in clusters

In Chap. 2, we have introduced a few high-level ab initio methods for computation of elec-

tronic decay widths of metastable states, which are applicable to atoms, molecules and their

aggregates. In the present chapter, we discuss some representative applications to interatomic

decay processes in rare gas clusters in order to unveil the mechanisms driving the electronic

transitions in weakly bound clusters, and to demonstrate their general characteristics. We start

by a qualitative analysis of ICD widths at the lowest order of PT. With the help of advanced

ab initio calculations, we then explore the limits of the lowest order approximation and explore

some related decay mechanisms, such as superexchange or multi-electron decay modes. The last

section is devoted to the role of nuclear dynamics, which is demonstrated on some illustrative

examples. In particular, strong non-adiabatic effects are identified in a previously unpublished

analysis of ICD of shake-up ionization satellites in Ar2.

3.1 Decay mechanisms

While the high-level ab initio methods are indispensable to provide a quantitatively correct

description of the decay process, to understand the driving mechanism of ICD it is best to

resort to the lowest order PT.1 It leads to the well-known golden rule formula for the decay

width [106,131]

Γ = 2π
∑︂
F

|⟨I|Ĥ|F ⟩|2δ(EF − EI), (3.1)

where |I⟩ and |F ⟩ represent the initial and final states, respectively. Despite the apparent

similarity to the decay width (2.5) in the Fano theory, the two approaches are fundamentally

different. In the latter, the decay width is a function of the final state energy and the theory is

in principle exact. PT approach, on the other hand, requires energy conservation and Eq. (3.1)

can be regarded as the lowest order estimate of the imaginary part of the Siegert energy.

ICD following an inner-valence (iv) ionization in a dimer AB is schematically represented

in Fig. 3.1. In order to apply the golden rule formula, the electronic Hamiltonian is partitioned

1In the context of the decay processes, the approach is known as the Wigner-Weisskopf theory [130].
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Figure 3.1: Energy and electron-transfer pathways of ICD.

as

Ĥ = Ĥ0 + ĤI = F̂ + V̂ C − V̂
(HF)

, (3.2)

where Ĥ0 = F̂ is the Fock operator and ĤI = V̂ C − V̂
(HF)

is the residual Coulomb inter-

action given as the difference between the full two-electron Coulomb operator V̂ C and the

one-electron HF mean-field interaction V̂
(HF)

. At the lowest order of PT, the initial and fi-

nal states are represented by the HF configurations (2.7) derived from the N -electron HF

ground state |Φ0⟩. Namely, the inner-valence vacancy state is |I⟩ = civA|Φ0⟩, and the final

two-site doubly outer-valence (ov) ionized state plus the continuum electron with momentum

k is |F ⟩ = c†kcovAcovB |Φ0⟩.
Since the two states differ in four HF orbitals, they are coupled only by the full Coulomb

operator V̂ C , but not by the mean-field operator V̂
(HF)

. Defining the Coulomb integrals in the

”1212” notation as

⟨ik|V |jl⟩ =

∫︂
dr1dr2 φ

∗
i (r1)φ

∗
k(r2)

e2

|r1 − r2|
φj(r1)φl(r2). (3.3)

and taking into account the anti-symmetry of |Φ0⟩ with respect to the exchange of electrons,

the coupling matrix element in Eq (3.1) reads

⟨I|Ĥ|F ⟩ = ⟨φivAφovB |V |φovAφk⟩ − ⟨φivAφovA|V |φovBφk⟩. (3.4)

The two terms – the direct and exchange integrals – are visualized in the left and right panels of

Fig. 3.1, respectively, and can be interpreted as the energy and the electron transfer pathways

of the decay process.

Long-range dependence of the decay width on the distance R between the two monomers can

be inferred from the expansion of the Coulomb operator in terms of inverse powers of R [106],

1

|r1 − r2|
=

1

R
− uR · (x1 − x2)

R2
+

3(uR · (x1 − x2))
2 − (x1 − x2)

2

2R3
+O

(︃
1

R4

)︃
. (3.5)

Here, uR = (R1 −R2)/R is the unit vector along the line connecting the centers of mass of

the two monomers residing at positions R1 and R2, ri are the coordinates of the two involved
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Figure 3.2: Vectors and notation used in the Eq. (3.5).

electrons, and xi = ri − Ri are their coordinates relative to the respective nuclei, see Fig. 3.2.

At large distances, the bound spin-orbitals φj(ri) appearing in Eq. (3.4) are localized either on

the monomer A or B with negligible mutual overlap. Furthermore, the orbitals localized on the

same monomer are orthogonal, i.e., ⟨φivA|φovA⟩ = ⟨φovB |φk⟩ = 0. In this regime, the electron

transfer contribution is zero and the first non-vanishing contribution to the energy-transfer

integral arises from the term proportional to R−3,

⟨φivAφovB |V |φovBφk⟩ ≈
e2

R3
(⟨φovA|x1|φivA⟩ · ⟨φovB |x2|φk⟩

− 3⟨φovA|x1 · uR|φivA⟩⟨φovB |x2 · uR|φk⟩) . (3.6)

This formula corresponds to the interaction of two electric dipoles located at the individual

monomers. In the case of an atomic cluster, it can be expressed in terms of purely atomic

quantities, leading to the so-called virtual photon transfer model for the decay width [132,133],

Γ(R) =
3h̄

4π

(︂ c
ω

)︂4 τ−1
A σB
R6

. (3.7)

Here, ω is the frequency corresponding to the recombination transition A+(iv−1) → A+(ov−1
A ),

τA is the radiative lifetime of the inner-valence vacancy state A+(iv−1) in an isolated atom, and

σB is the total photoionization cross-section of the atom B at the energy h̄ω. If the recom-

bination transition is dipole-forbidden for symmetry reasons, even the R−3 term in Eq. (3.5)

vanishes and the leading contribution stems from the quadrupole-dipole interaction. For in-

stance, the Zn 3d vacancy in BaZn dimer can only recombine with the 4s electron and the

corresponding ICD width thus decreases asymptotically as R−8 or even R−10, depending on the

magnetic quantum number [133].

The golden rule formula provides even deeper insight into the long-range behaviour of the

ICD widths. In Ref. [134], we have generalized the above approach and derived analytical

expressions for the energy-transfer contributions to the coupling elements (3.4), explicitly taking

into account the symmetry of the involved many-electron states |I⟩ and |F ⟩. In the simplest

possible scenario, Eq. (3.6) can be related to a classical quantity – the interaction energy

between two dipoles p1 and p2 at the distance R,

W =
p1 · p2 − 3(uR · p1)(uR · p2)

R3
. (3.8)
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In particular, if both dipoles are aligned parallel to uR, the interaction energy is twice that of

the dipoles parallel to each other but perpendicular to uR and this ratio is independent of the

separation.

This result is exemplified by ICD of the Ca 3p vacancy in CaHe dimer,

Ca+(3p−1)He → Ca+(4s−1) + He+(1s−1) + e−. (3.9)

The decaying state is derived from the triply degenerate 2P 0 atomic term of the Ca+(3p−1)

cation and the 1S ground state of He. In the dimer, it splits into non-degenerate 2Σ+ and doubly

degenerate 2Π molecular states, with the dipole moments oriented parallel and perpendicular to

the dimer axis, respectively. Symmetry-induced selection rules for the ⟨I|Ĥ|F ⟩ matrix elements

imply that the induced dipoles on He will be in both cases parallel to the transition dipole on

the Ca atom. Formula (3.8) thus predicts the ratio ΓΣ/ΓΠ = 4 between the ICD widths of the
2Σ and 2Π states, regardless the internuclear distance. This result is indeed corroborated by ab

initio calculations [125]. In this example, there is only a single final dicationic state available for

the decay process. If several final states are accessible, the corresponding transitions have to be

considered separately, resulting in more complicated formulae for the ratios of the ICD widths

for metastable states of different symmetry [134]. Apart from providing a deeper understanding

of the mechanism of the interatomic decay, these considerations can also serve as a test of the

consistency of the correlation model employed in quantitative ab initio methods.

For smaller internuclear separations, deviations from the asymptotic formulae occur. In this

regime, the electronic transitions at the donor and acceptor atoms can no longer be accurately

characterized by quantities associated with isolated atoms as they are significantly influenced

by the neighboring cluster constituents. Furthermore, the assumption of a negligible overlap

of spin-orbitals localized on different monomers is not valid and the electron transfer decay

pathway becomes operative. Its strength is then predominantly determined by the overlap

integrals of the type ⟨φivA|φovB⟩, which decreases exponentially with the increasing interatomic

distance due to the Slater-type character of the atomic orbitals. Therefore, the dependence of

the interatomic decay width for the dipole-allowed transition assumes the general form

Γ ∝ 1

R6

(︁
1 + P (R)e−αR

)︁
, (3.10)

where P (R) is some polynomial, and we can expect an enhancement of the decay widths at

small interatomic distances due to the electron transfer-driven transitions. Even the energy

transfer contributions will be altered due to the distortion of the atomic spin-orbitals in the

areas of overlapping electron density. Exact behavior of the decay widths can then only be

recovered by advanced ab initio methods such as Fano-ADC.

Representative examples of ICD widths in singly and doubly ionized NeAr and NeMg dimers

are shown in Figs. 3.3 and 3.4, respectively. In both cases, we study equivalent metastable states

characterized by the Ne 2s inner-valence vacancy. In NeAr, the total ICD widths of all consid-

ered states follow the R−6 trend over the whole range of interatomic distances. In contrast, in
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Figure 3.3: Double-logarithmic plot of total interatomic decay widths and the ETMD partial widths

(steeply decreasing curves in the lower left corner) of the Ne2+(2s−12p−1)Ar (1Σ, 1Π) doubly ionized states

(dashed and dashed-dotted lines), compared to the reference ICD width Γ2s of the Ne+(2s−1)Ar (2Σ) state

(solid line). The dotted straight line shows R−6 dependence fitted to the latter. The indicated lifetime

corresponds to Γ2s at the equilibrium geometry of the neutral cluster. Reprinted with permission from

Ref. [A2] (Copyright 2008 AIP Publishing).

the NeMg dimer, the ICD widths exhibit significant enhancement relative to the long-distance

asymptote, starting already at around twice the equilibrium internuclear distance of the neutral

dimer. However, the difference between the two systems is not caused primarily by a strong

electron transfer transitions in NeMg, but rather by a weaker energy transfer. Indeed, at the

virtual photon energy E[Ne+(2s−1) 2S] − E[Ne+(2p−1 2P )] = 26.9 eV, the photoionization cross

sections are σMg = 0.26 Mb and σAr = 31 Mb for Mg and Ar, respectively [135]. Thus, in NeAr,

the contribution from electron transfer transitions is veiled by the efficient energy transfer even

for the shortest interatomic distance.

The actual strength of the electron transfer transitions can be assessed by studying the

electron-transfer mediated decay (ETMD) [136]. In ETMD, an electron is transferred from a

neighboring monomer (donor) to fill the initial vacancy while another electron is emitted to the

continuum from the donor [ETMD(2)] or even a third monomer [ETMD(3)]. In a dimer, only

the ETMD(2) process is available,

A+(iv−1)B → AB2+(ov−2) + e−. (3.11)

The ETMD channels are thus characterized by the initially ionized atom being neutral and

both charges being localized on the neighbour. Because these channels are only accessible via

electron transfer, corresponding partial decay widths decrease exponentially with increasing

interatomic distance, see the steep curves in the lower left corners in Figs. 3.3 and 3.4. At the

respective equilibrium interatomic distances, the ETMD widths are 5.10−4 meV in NeAr and
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Figure 3.4: Double-logarithmic plot of total interatomic decay widths and the ETMD partial widths

(steeply decreasing curves in the lower left corner) of the Ne2+(2s−12p−1)Mg (1Σ, 1Π) doubly ionized states

(dashed and dashed-dotted lines), compared to the reference ICD width Γ2s of the Ne+(2s−1)Mg (2Σ) state

(solid line). The dotted straight line shows R−6 dependence fitted to the latter. The indicated lifetime

corresponds to Γ2s at the equilibrium geometry of the neutral cluster. Reprinted with permission from

Ref. [A2] (Copyright 2008 AIP Publishing).

3.10−5 meV in NeMg. Related to the number of available ETMD channels, the electron transfer

transition is actually about six times stronger in NeAr than in NeMg.

As demonstrated by the above examples, ETMD is typically unimportant once the com-

peting ICD channels are accessible. The significance of ETMD increases for very low-energy

excitations when the process becomes the only non-radiative relaxation pathway. Such a situa-

tion occurs, for instance, in rare gas clusters in which neon is mixed with heavy atoms such as

Kr or Xe. When multiply charged Ne ions are produced by the Auger decay of Ne 1s vacancy,

ETMD then provides a particularly efficient neutralization pathway for the majority of those

ions, even for Ne2+ in its ground state electronic configuration 2p−2 [A12] [98]. In NeKr clusters,

for instance, ETMD(3) channel is open for relaxation of the Ne2+(2p−2) double vacancy states,

Ne2+(2p−2 1S, 1D)Kr2 −→ Ne+(2p−1) + Kr+(4p−1) + Kr+(4p−1). (3.12)

Complex cascades of relaxation steps bringing the core ionized neon inside the NeKr cluster

to its ionic ground state Ne+(2p−1), which involve Auger decay and both the ICD and ETMD

transitions, were observed by You et al. [11]. Because of the stronger dependence of the ETMD

widths on the cluster geometry and longer characteristic lifetimes (one or two orders of magni-

tude longer than for ICD), the influence of the nuclear dynamics is much stronger than in ICD.

We will return to this topic in Sec. 3.2.
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Superexchange mechanism

In our discussion of the interatomic decay mechanisms up to now, we have taken into account

only those cluster subunits that play an active role in the process. In Ref. [A4], we investigated

how the energy transfer between two monomers can be influenced by the presence of ICD

inactive neighbors, i.e., atoms or molecules whose ionization potential is higher than the excess

energy available at the initially excited subunit. As a showcase system, we considered the decay

of the Ne+(2s−1)Ne 2Σ+
g/u resonances in the presence of a helium atom.2 We demonstrated that,

in the NeHeNe trimer, ICD efficiency can be significantly enhanced through the coupling to

the virtual states of the helium atom, which plays a role of a mediator facilitating the energy

transfer. In the context of the Förster fluorescence resonance energy transfer, such an energy

transfer mediated by bridge molecules is known as superexchange mediated coupling [138,139].

We thus call the related interatomic decay mechanism superexchange ICD (SE-ICD). Recently,

SE-ICD in nanostructures was investigated using a simple model for coupled quantum dots

[140], confirming the enhanced efficiency of the energy transfer process, independent of the

exact characteristics of the bridge dot.

Figure 3.5: Left panel: total decay widths of the 2Σ+
g and 2Σ+

u states of Ne+(2s−1)HeNe (full lines)

and of Ne+(2s−1)Ne (dashed lines) as functions of the distance R between the two Ne atoms. Geometry

of the NeHeNe trimer is linear with the helium atom at the center of mass. Dashed-dotted lines show fit

of the ab initio results (purple – 2Σ+
g ; black – 2Σ+

u ) via the approximate expression (3.13). Right panel:

enhancement of the total decay widths of the 2Σ+
g (red) and 2Σ+

u (green) states of Ne+(2s−1) in the NeHeNe

relative to the Ne2 dimer. The trimer is in T-shape geometry with the distance between the neon atoms

fixed at 4 Å and a variable distance RHe−Ne2 between He and center of mass of Ne2.

Total decay widths of the Ne+(2s−1) resonance in the NeHeNe trimer (linear geometry)

and the Ne2 dimer as functions of the distance between the Ne atoms, calculated by the Fano-

ADC(2)x method, are compared in the left panel of Fig. 3.5. The decay widths in the trimer

and the dimer coincide at large distances (RNe−Ne > 7 Å), while at shorter distances the SE-ICD

2As shown in Ref. [137], ICD between Ne and He is energetically closed for the interatomic separations

shorter than 6.2 Å.
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mechanism becomes operative and enhances the decay width in the trimer. The mechanism can

be visualised in the energy level diagram in Fig. 3.6. It shows two possible pathways from the ini-

tial inner-valence ionized Ne+(2s−1)HeNe state to the ICD final states Ne+(2p−1)HeNe+(2p−1)

– the direct and SE ICD. In the latter, which is only available in the trimer, the transition

occurs through the coupling to the intermediate virtual states of the mediator, corresponding

to the ionic configurations of the type Ne+(2p−1)He−Ne+(2p−1). More detailed analysis of

the SE mechanism and its strength in individual decay channels is available in the followup

work [A5]. There, we also show that the SE mechanism is weaker in the NeHeAr trimer due to

the increased energy distance between the bridge states and the resonance.

Figure 3.6: Energy level diagram representing the direct and superexchange ICD pathways. The initial

and finals states (purple) are shown to the left and right of the diagram, respectively. The purple shaded area

indicates that the states are embedded in a continuum. The intermediate states Ne+(2p−1)He−Ne+(2p−1)

are shown in green, together with the corresponding ionization threshold (orange). Note that although

isolated He cannot bind an electron to form He−, in the presence of two neighboring cations the He−(1s2nl)

anion is stable. Reprinted with permission from Ref. [A4] (Copyright 2017 APS).

Employing a procedure similar to the derivation of the virtual photon model and neglecting

the interference between the direct and SE pathways, it is possible to derive an approximate

formula for the ICD width as a function of the distance R between the two neon atoms in the

form [A4]

Γ(R) ≈ A

R6
+B

e−CR

R4
. (3.13)

The first and second terms correspond to the dipole-allowed direct and the SE decay pathways,

respectively. The exponential factor originates from the overlap integral between the occupied

orbitals of Ne2 and the virtual orbitals of He. The coefficient B depends on the inverse of the

energy difference between the initial and intermediate states, and includes the coupling between

He−(1s2nl) and He + e− states of the mediator, as well as the Ne transition dipole moment
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appearing in the R−2 term in the expansion (3.5) of the Coulomb operator. All these factors

are of the intra-atomic nature and depend only weakly on the interatomic distance.

In Fig. 3.5, the coefficients A, B and C are fitted to the ab initio decay widths and the

approximation is shown by the dashed-dotted curves. For shorter interatomic distances, the

ab initio widths are smaller for both symmetries, indicating that the assumptions leading to

Eq. (3.13) are no longer valid, namely the independence of B on the interatomic distance.

Recently, we derived another virtual photon model of three-body ICD in the framework of

macroscopic quantum electrodynamics [A6]. While it cannot account for the intermediate

charge transfer states like Ne+(2p−1)He−Ne+(2p−1) in the present example, it makes it possible

to take into account retardation connected with the finite speed of light, as well as to study

the effects of the dielectric properties of a macroscopic environment [141]. The framework thus

complements the usual quantum mechanical approaches.

An ICD inactive environment can also suppress the decay process, in particular through the

interference of the direct and mediated pathways. This phenomenon is demonstrated in the

right panel of Fig. 3.5. In the T-shape geometry of the NeHeNe trimer, the total decay width

of the Ne+(2s−1)Ne 2Σ+
u state is slightly reduced if the distance of the He atom from the center

of mass of the neon dimer is larger than 1.2 Å. However, the deviations of the ab initio decay

widths from the fitted formula (3.13), shown in the left panel of Fig. 3.5, cannot be attributed

to the interference of the two decay pathways – the virtual photon model shows that, in the

linear geometry of the trimer, the interference is always constructive [A6]. Stronger effects of

the interference – superexchange blocade – are predicted for quantum dots [142]. In general,

the findings discussed in the present section indicate that it is possible to control the relaxation

processes through manipulation of the environment, which might be useful for the development

of nanoscale technologies.

Higher-order decay pathways

Besides two-electron processes like Auger decay or ICD, in which the inner vacancy is refilled

by an outer shell electron and another electron is emitted to the continuum, electron corre-

lation can give rise also to higher-order processes involving multi-electron transitions. Basic

examples include simultaneous two-electron emission upon recombination of an inner-shell va-

cancy (double Auger decay [94] or double ICD [143]) or collective decay of two holes with

emission of a single electron (collective Auger decay [144, 145] or collective ICD [A8] [146]).

Recently, even four-electron Auger decay was unambiguously identified in carbon ions [147]. In

the review [148], we have given a comprehensive overview, covering multi-electron relaxation

phenomena in systems of diverse complexity, from double Auger decay in atoms to collective

autoionization processes in nanoscale samples.

Although the higher order decay processes are often of very low relative intensity, under

favourable conditions they can become significant or even dominant decay channels. Recent
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systematic investigation covering a large number of molecules showed that the triple ionization

can make up as much as 25% of the decay following formation of a single core hole [149]. It was

found that the proportion of triple ionization increases linearly with the number Nve of available

valence electrons on the atom bearing the initial core hole and its closest neighbours. This trend

reflects the simple fact that the number of decay channels grows with the number of valence

electrons approximately like N2
ve and N3

ve for normal and double Auger decay, respectively.

Double inner-valence ionization of molecules is another situation in which multi-electron

processes can play an important role. For instance, the energy of doubly F 2s ionized fluo-

romethane is well above the triple ionization threshold but all decay channels with at least one

F 2s vacancy are energetically closed. Therefore, the collective Auger decay (CAD) represents

the only available radiationless relaxation mechanism. Our joint experimental and theoretical

study [A7] shows that it not only outpaces the competing radiative decay, but that the CAD

rate is well within the range of a typical two-electron Auger decay. Specifically, Fano-ADC(2)x

method predicts a lifetime of about 3 fs at the equilibrium geometry of the molecule.
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Figure 3.7: Schematic representation of CAD in fluoromethane triggered by the C 1s core ionization. Left

panel: Energy levels of ionized CH3F involved in the three-electron transition after initial creation of a

core C 1s or F 1s vacancy. HOMO stands for the highest occupied molecular orbital. Right panel: PESs

along the C-F bond for the states relevant for the C 1s Auger decay initiated-cascade. Reproduced with

permission from [A7] (Copyright 2016 APS).

Although the lifetime is not a directly measurable quantity, this striking theoretical result

can still be corroborated experimentally exploiting the nuclear dynamics induced by the ion-

ization as a natural clock. The process as realized in the experiment is schematically shown in

Fig. 3.7. First, the molecule is photoionized, creating the C 1s core-hole state. The molecule

starts to contract along the C-F bond until the subsequent Auger decay takes place. The F 2s−2

double-vacancy state of interest is populated with a probability of about 0.15%. The relevant
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events are selected by detecting the secondary Auger electron with the energy around 195 eV.

Contrary to the core-ionized state, the corresponding PES is dissociative and the C-F bond

elongates. Ultimately, the double-vacancy state relaxes via CAD into one of the large number

of accessible triply ionized states of the molecule.
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Figure 3.8: Comparison of experimental (green errorbars) and calculated (solid lines) triple ionization

spectra resulting from the cascade initiated by C 1s core ionization of the CH3F molecule. The black curve

shows spectrum calculated at the fixed equilibrium geometry. Blue spectrum was obtained with the inclusion

of nuclear motion along the C-F bond with the ab initio decay width. Light brown curve was calculated in

the same way but with the decay width scaled down by a factor of 5. The calculated spectra are shifted in

energy to match the maximum of the experimental data.

Resulting triple ionization spectrum is shown in Fig. 3.8, where the experimental data are

compared to three theoretical simulations. The spectra are sensitive to the decay rate since

slower decay samples a wider range of C-F bond length, and the energies of the secondary

electrons depend on molecular geometry. We observe that the inclusion of nuclear dynamics

along the C-F bond improves considerably the agreement between the theory and experiment

compared to the fixed nuclei calculation, both in the shape and the position of the maximum

[see the triple ionization potential (TIP) shift indicated in the figure]. The simulated effective

lifetime is τ̄ = 2.3 fs, even shorter than at the equilibrium geometry. However, accentuating the

dynamics further through scaling down the decay rate significantly deteriorates the agreement,

supporting strongly the predicted short lifetime of the F 2s−2 double-vacancy state. The

agreement between the theory and experiment is somewhat worse for the cascade initiated

by the F 1s core ionization, which is attributed to opening of the two-electron Auger decay

channels, not included in the simulations. For more details on the calculations, the reader is

referred to [A7].

The reason for the rapid CAD can be traced to efficient configuration mixing in both the

initial and final states of the process [A7] [148]. In the frozen-orbital single-configuration picture,

the main two-hole configuration representing the initial state is not coupled directly to the final

states characterized by three holes and an electron in the continuum. However, admixture

of the shake-up type configurations in the initial state wave function changes the situation
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dramatically by making the CAD transition partially allowed. Similarly, in the final state wave

functions, the configurations with three outer-valence holes are mixed with those possessing

the F 2s inner-valence hole, further contributing to the direct coupling of the correlated initial

and final states.

Despite the significantly weaker correlation in van der Waals or other weakly bound com-

plexes as compared to molecules, interatomic higher-order pathways can play an important role

among relaxation mechanisms even in such environments. Interatomic collective autoionization

has been shown to be dominant in resonantly irradiated helium clusters due to the formation

of a plasma-like state [150, 151]. Double ICD was proposed [143] and observed [152] to be a

viable decay mechanism in endohedral fullerenes due to an enormous number of available decay

channels. In another recent experiment with alkali dimers embedded in helium droplets, double

ICD was found to be also a very strong mechanism, occurring with efficiency comparable to if

not exceeding that of regular ICD [153].

In 2009, we have studied the relevance of collective ICD of multiple vacancies in van der

Waals clusters [A8]. For instance, following 4s ionization of two neighbouring Kr atoms in

mixed KrAr clusters, the process

(Kr+)2(4s
−1, 4s−1)Ar −→ Kr+(4p−1) + Kr+(4p−1) + Ar+ + e− (3.14)

can occur without a competition from regular ICD due to the very low initial excitation energy.

Similar situation arises in a variety of multiply inner-valence ionized clusters, namely those

containing nonmetal hydrides (HCl, HBr, H2S, . . . ) or small hydrocarbons. Still, collective

ICD can be quenched by the dissociative nuclear dynamics of the multiply ionized cluster

as the corresponding decay rate quickly decreases with increasing interatomic distance and,

ultimately, the radiative decay of the Kr 4s vacancies prevails. At the equilibrium geometry

of the Kr2Ar trimer, the rate associated with the collective process (3.14) predicated by the

Fano-ADC(2)x method is 3×1012 s−1, five orders of magnitude faster than that of the radiative

decay. The corresponding lifetime of about 300 fs, however, is indeed comparable or even longer

than characteristic times associated with nuclear motion. Still, through the explicit simulation

of the wave packet evolution along the critical dissociative Kr-Kr bond, we have shown that

the collective ICD yields range from 30% to 65%, depending on the mechanism of the initial

double ionization [A8].

Similar collective transitions can occur without competition from cluster disintegration if

the cluster is initially multiply excited rather than ionized [154] of if the two inner-valence

vacancies are localized on a single atom. The three-electron decay

NeAr2+(3s−2 1S) −→ Ne+(2p−1 2P ) + Ar+(3p−2 3P ) + e− (3.15)

was indeed observed by Ouchi et al. [146], despite the fact that in this particular transition the

efficient energy transfer mechanism is forbidden due to the spin selection rules and the process

can proceed only via electron exchange between the two atoms. All those findings confirm
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that multi-electron relaxation processes can contribute substantially to the accumulation and

redistribution of charges in matter exposed to ionizing radiation, which should motivate further

theoretical and experimental research. The Fano-ADC(2,2) method is a promising candidate

for this task. Owing to the inclusion of configurations with two electrons in virtual orbitals,

is makes it possible to model double continua needed for the study of double Auger decay

or double ICD. Benchmark calculations presented in Ref. [A1] indicate that the method is

indeed capable of providing a quantitatively correct description of the relevant three-electron

transitions.

3.2 Role of nuclear dynamics

Repeatedly through the thesis, we have emphasized that interatomic decay processes occur on

a similar time scale as nuclear motion in atomic or molecular aggregates. Furthermore, the

distance between sites actively participating in the process affect the decay rates substantially.

Nuclear dynamics thus plays a prominent role in the course of the electronic transition. We

have demonstrated this fact already in the preceding subsection on multi-electron processes,

showing that it not only complicates the theoretical description but can actually be used to our

advantage as an inner clock to extract additional information from the experiment.

In the present section, we will conclude this work by presenting a few fundamental exam-

ples in which the motion of the nuclei has a particularly pronounced effect on the observables

and which are, at the same time, amenable to accurate theoretical description. These exam-

ples include ultralong-range energy transfer in a helium dimer [A9] or ETMD in the NeKr2

trimer [A12]. Through the targeted population of ICD active states with considerably different

lifetimes, it is possible to partially control the emitted ICD electrons’ spectra [A13], which has

potential for radiotherapeutic applications. Nuclear dynamics are particularly rich in water

clusters or in mixtures of water and organic molecules. For instance, proton transfer along the

hydrogen bond competes strongly with ICD [155]. Even though these systems are particularly

interesting for the relevance of ICD and related processes in biochemistry, the field is too com-

plex to be covered here. We refer the reader to the recent review by Jahnke and coworkers [19]

and the dedicated references cited therein.

Ultralong-range energy transfer via ICD

Being possibly the most weakly bound system in nature with a binding energy of about 10−7 eV

and a huge average bond length of about 50 Å [156,157], helium dimer is an extreme quantum

system. It is thus particularly suitable to study long-range energy transfer in an interatomic

decay process. ICD can be initiated by simultaneous ionization and excitation of one of the
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atoms within the dimer by a photon, which provides sufficient energy to ionize the neighbour:

He(1s2) − He(1s2) + hν −→ He+∗({2s, 2p}) − He(1s2) + e−ph

−→ He+(1s1) + He+(1s1) + e−ph + e−ICD. (3.16)

This process, which has been experimentally realized by Havermeier et al. [121], proved to be

one of the most remarkable interatomic decay phenomena observed.

Our thorough theoretical analysis [A9–A11] has shown that, due to the dimer’s extreme

quantum nature and the large spatial extent of the vibrational wave function, the energy transfer

occurs over a distance up to 14 Å. Furthermore, the series of peaks observed in the KER

spectrum were shown to reflect the nodal structure of the vibrational wave functions of the

decaying state. The possibility to observe the fingerprints of the vibrational wave function in

KER was predicted already in the pioneering work of Santra et al. [5] for the neon dimer, but

it turned out to be an artefact of inaccurate PESs [15, 158]. The principle itself, however, was

correct.

Figure 3.9: Left panel: energy of one of the two electrons from photoionization excitation of He2 versus

KER of the ionic fragments at a photon energy of 68.86 eV. Right panel: Experimental KER spectrum

(red error bars) compared to theoretical simulation (black curve). The inset shows the low-energy tail of the

spectrum, associated with the largest internuclear distances. Coloured lines show partial spectra associated

with individual decaying states and decay channels. Reprinted with permission from Refs. [121] (left panel,

Copyright 2010 APS) and [A9] (right panel).

Comparison of the observed and theoretical spectra is shown in Fig. 3.9 for the photon

energy Eγ = 68.86 eV. In the left panel, the measured coincidence spectrum is shown as the

correlation plot between the energies of individual detected electrons and KER of the two

He+ fragments. The horizontal signal corresponds to the primary photoelectron, which carries

constant energy independent of the KER. The diagonal signal is the hallmark of ICD, in which
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the total released energy is constant, but the sharing between the secondary electron and the

ionic fragments depends on the interatomic distance at the instant of the electronic transition.

In both signals, we observe a clear modulation of intensity. In the right panel of the figure,

the ICD spectrum is integrated over the electron energy to obtain pure KER spectrum σ(EKER),

shown by red points with error bars. The modulation translates into a series of peaks which

indeed correspond to the nodal structure of the vibrational wave functions associated with

the He+∗({2s, 2p}) − He intermediate states of the dimer. Their origin is best understood via

mapping KER to the internuclear distance using the reflection principle [159], as shown in

the right panel of Fig. 3.10. The probability density, corresponding to the most populated

vibrational wave function of the 2Σ+
g 2p metastable state, is plotted at the top. It is multiplied

by R−6 to account for the decrease of the decay probability with increasing interatomic distance.

Through the slope of the dissociative final state PES, the internuclear distance is mapped to

KER, reproducing the qualitative features of the observed spectrum.

Figure 3.10: Left panel, from top: ICD widths, PESs of the relevant He+∗ −He decaying states (with

the ground state nuclear wave function shown as a yellow shaded area), dissociative PECs of the He+−He+

final states, and the PES of the neutral ground state. Right panel: Mapping between the vibrational wave

function and KER via the reflection principle. Reprinted with permission from [A9].

To obtain a more accurate theoretical description, we have employed the methodology de-

scribed in Sec. 1.5, taking into account all six decaying states in four different symmetries that

are relevant for the given photon energy. These comprise 2Σ+
g (2p, 2s), 2Σ+

u (2p, 2s), 2Πg (2p),

and 2Πu (2p) states (labeled by the symmetry and the asymptotic atomic state of the excited
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He+∗(n = 2)). Relevant PESs are depicted in the left panel of Fig. 3.10. The 2p and 2s states

show qualitatively different behaviour. The PESs corresponding to the 2p states exhibit minima

around 2 Å and support eight bound vibrational states each, with mean interatomic distances

covering the range of 2-27 Å. PESs of the 2s states have very shallow minima around 5 Å, which

can support only two bound vibrational states.

Even more important is the different behaviour of the respective decay widths, shown at the

top of the plot. For the 2p states, the 2p→ 1s recombination is dipole-allowed, and we observe

the characteristic R−6 dependence on the internuclear distance. 2s→ 1s recombination, on the

other hand, is forbidden, and ICD can proceed only via the electron transfer mechanism. This

is reflected by the exponential decrease of the respective decay width at small distances. It is

overridden by R−8 dependence for larger separations, which can be traced to a higher-order

decay pathway [A10]. The different character of the atomic recombination transitions is also

reflected in the radiative lifetimes of about 100 ps and 2 ms for the He+(2p) and He+(2s) states,

respectively.

The resulting theoretical KER spectrum is compared to the experiment in the right panel

of Fig. 3.9. Despite the overestimated intensity in the interval 4-7 eV, the agreement is very

good.3 Besides the confirmation that the KER spectrum modulation is connected with the

nodal structure of the vibrational wave function, another remarkable result of the theoretical

analysis is the distance over which the two atoms exchange energy. The smallest significant

KER observed is about 1 eV (see inset in the right panel of Fig. 3.9), which corresponds to an

interatomic separation around 14 Å, more than 45 times the atomic radius [A9]. Observability

of ICD at even larger distances is prevented by radiative decay, which for R > 10 Å becomes

the dominant relaxation channel.

In Ref. [A11], we have also demonstrated how, by measuring the time evolution of the KER

spectrum, it is possible to follow in time the nuclear wave packet. Trinter and coworkers indeed

carried out such an experiment [122]. Using the method of streaking of photoelectrons based on

the post-collision interaction (PCI) between the photo- and ICD electrons, they investigated the

temporal evolution of the KER spectrum and clearly demonstrated the principle. Furthermore,

they confirmed that the nuclear motion, combined with a strong dependence of the decay widths

on the internuclear distance, leads to a non-exponential character of the decay process. Shortly

after excitation, the decay rates are low since the average internuclear distance is large. As

the dimer contracts, the rate temporarily increases. At still later times, the decay slows down

again as the short-range part of the wave packet has decayed and the process is concluded in

its long-range tail. Helium dimer can thus serve as a prototype demonstrating many of the

characteristic features of ICD in small systems.

3Non-adiabatic couplings between the 2p and 2s states of the same symmetries are taken into account and

lead to an overall increase of the ICD intensity without changing the shape. The most obvious potential source

of the discrepancy is the ab initio decay width, but the spectrum turns out to be rather insensitive to this

quantity and scaling Γ(R) does not lead to any considerable improvement [A11].
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ICD driven by nuclear motion

Even stronger impact of the nuclear motion on the decay rate is expected for electron transfer

driven processes, such as ETMD or exchange ICD. In the exchange ICD, the usually dominant

energy transfer pathway is forbidden for symmetry reasons. A natural example would be the

interatomic decay of the 2s states of He2 discussed in the preceding section, but there, the

exchange character is disrupted by the non-adiabatic coupling with the 2p states of the same

symmetry. Purely exchange ICD was observed in neon dimers by Jahnke et al. [160] in the decay

of shake-up states of odd parity, created by photoemission of a 2s electron with simultaneous

excitation of another 2p electron.

The decay widths associated with electron transfer processes reflect the orbital overlap be-

tween the neighbouring atoms and decrease exponentially with increasing interatomic distance.

Furthermore, due to the longer characteristic times compared to ICD, the impact of nuclear

dynamics is further accentuated. The decay occurs dominantly at the shortest possible dis-

tances, i.e., at the inner turning points of the vibrational motion or the thresholds defined by

crossings of the decaying and final states PESs. Coincidence spectra are thus characterized by

higher KER and very low energy of the secondary electrons [160,161]. We have investigated the

electron transfer-driven process on the example of ETMD in the NeKr2 trimer [A12]. In this

system, ETMD represents an efficient relaxation mechanism of dicationic Ne2+(2p−2 1D, 1S)Kr2

states populated by the Auger decay, induced by the core ionization of Ne. The dominant pro-

cess is ETMD(3), in which one Kr atom donates an electron to Ne and the other Kr atom is

ionized. The whole cascade can be thus summarized as

Ne+(1s−1)Kr2 −→ Ne2+(2p−2 1D, 1S) + e−AD

−→ Ne+(2p−1) + Kr+(4p−1) +Kr+(4p−1) + e−AD + e−ETMD. (3.17)

Left panel of Fig. 3.11 shows PESs of the metastable Ne2+(2p−2 1D)Kr2 state of the b1

symmetry (C2v point group) and of the repulsive ETMD final state. The r and θ coordinates

correspond to the symmetric stretch and bending modes preserving the symmetry, which were

taken into account. Superimposed on the metastable state PES is the classical trajectory,

starting at the equilibrium geometry of the neutral cluster (point A) and following the nuclei

for the first 650 fs. After the initial ionization and the nearly instantaneous Auger decay, the

Ne-Kr bonds start to contract. At point B, the metastable and final states PESs cross and

the ETMD process becomes forbidden between B and the inner turning point of the stretching

mode. Simultaneously, the bond angle increases, lengthening the distance between the Kr atoms

and decreasing the final state energy. Therefore, during the next oscillation of the stretching

mode, the ETMD channels stay open until an even shorter Ne-Kr distance.

The dependence of the ETMD rate during this classical motion is shown in the lower panel

on the right in Fig. 3.11. At the equilibrium geometry of the neutral cluster, the decay rate

is 0.13 ps−1. At point C, the maximal rate is 11.5 ps−1, nearly two orders of magnitude higher.
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Figure 3.11: Left panel: Potential energy surfaces of the metastable Ne2+(2p−2 1D)Kr2 b1 state and of

the ETMD(3) final state Ne+(2p−1)(Kr+(4p−1)2. Red line with black dots shows the classical trajectory in

the decaying state starting from the equilibrium geometry A of the neutral cluster. Right panel: ETMD(3)

rate (bottom) and accumulation of the ETMD yield (top) along the classical trajectory shown in the left

panel. Reprinted with permission from [A12] (Copyright 2013 APS).

Accumulation of the ETMD yield in time is plotted in the upper right panel of Fig. 3.11. It ex-

hibits the intricate temporal profile of the decay process, which clearly cannot be characterized

by a single lifetime. Still, since about 50% of the initial population of the metastable states has

decayed during the initial 650 fs, the average decay rate is approximately 1 ps−1. The nuclear

dynamics initiated by double ionization of the Ne atom thus leads to an almost tenfold increase

of the effective decay rate compared to the equilibrium geometry [A12].

We have seen that the repulsive character of the multiply ionized decay channels can make

the process energetically inaccessible for compact geometries. The same phenomenon occurs

already in the inner-valence ionized neon dimer, see Fig. 1.4, but due to the short lifetime, it

does not significantly disrupt the exponential character of the decay. However, in other systems,

ICD can be energetically closed even at the equilibrium geometry. The excited state can then

only decay nonradiatively when the bond length is stretched during the vibrations. In such

systems, the electronic transition can be regarded as driven by nuclear motion.

For the inner-valence ionized neon, such a scenario occurs if the neighbouring atom is

helium instead of another neon. Due to the significantly higher ionization potential of He, ICD

of the Ne+(2s−1)He metastable state is only possible if the bond stretches up to 6.2 Å, which

is more than twice the equilibrium distance of the neutral NeHe of about 3.0 Å [137]. For a

higher-lying metastable states above the Ne+(2s−1) threshold, ICD channels naturally open at

gradually shorter interatomic distance with increasing excitation energy.

Relevant PESs are shown in the left panel of Fig. 3.12. At the bottom, the ground state PES

of the neutral dimer is shown together with the probability density associated with the ground

vibrational state (yellow). In the middle, PESs of the three lowest manifolds of metastable states

are plotted in full lines. Individual manifolds are defined in the limit of large separations by
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Figure 3.12: Left panel: Potential energy surfaces of the electronic states relevant for ICD in the NeHe

dimer and the corresponding decay widths. Right panel: Instantaneous total decay rate, normalized to

the radiative decay rate, as a function of time. Reprinted with permission from [137] (Copyright 2010 APS).

atomic states of the excited Ne, namely Ne+(2s−1) (state 1), Ne+(2p−23s 2P ) (states 2a and 2b),

and Ne+(2p−23s 2D) (state 3). Repulsive dashed lines correspond to the Ne+(2p−1)−He+(1s−1)

ICD final states. ICD opens at 6.2 Å for state 1, at 4.5 Å for states 2, and around 2.5 Å for state

3, which is reflected by the total ICD widths being zero below these thresholds (top panel of

the plot). It is important to note that even at geometries where the ICD channels are closed,

all the excited states can still decay radiatively with a lifetime of approximately 170 ps (the

corresponding decay width is 3.8µeV).

For the present discussion, the most interesting is the lowest excited state 1. Broadband

photoionization induces sudden transition of the ground state vibrational wave packet onto the

excited state’s PES. Only a tiny fraction of the probability distribution is found at interatomic

distances where ICD is open. Furthermore, the PES is attractive, and the bond starts to

contract. However, since also higher vibrational levels of state 1 are excited, the wave packet

periodically returns to the region where ICD is open. The period of these oscillations is around

1.5 ps. The total (ICD plus radiative) decay rate directly reflects the these oscillation, as

shown in the right panel of Fig. 3.12. The ratio of the total and radiative decay rates oscillates

between 2 and 3, showing that even at the distance of 6.2 Å, the returning tail of the probability

distribution is enough to produce a significant ICD yield. The corresponding signal in the

coincidence spectrum, characterized by a very low KER and nearly zero-energy of the secondary

electron, was indeed detected in experiment [137]. Again, following the ICD process in time
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would reveal direct information about the vibrational motion of the dimer in the excited state.

For the other two manifolds of excited states shown in the figure, the impact of the nuclear

dynamics is less significant. The instantaneous rates are also modulated by the vibrational

motion, but ICD is always open and dominates over the radiative decay.

Site- and energy-selective production of slow electrons

The significance of the nuclear dynamics accompanying the decay process is strongly system

dependent. At one extreme, the electronic transition is faster than the nuclear motion and

the decay occurs dominantly at the equilibrium geometry of the neutral system. This results

into a single peak in both the KER and secondary electron spectra, with its width determined

essentially by the span of the ground state vibrational wave packet and the slope of the final

states PESs. At the other extreme, the electronic transition is slow and the vibrations set in.

The PESs of the ICD active states are typically more attractive4 than those of the neutral

ground state, the nuclear wave packet thus explores shorter interatomic distances. Combined

with the increasing efficiency of the decay with decreasing bond lengths, the electronic transition

occurs predominantly at the shortest possible distances, i.e., at the inner turning points or at

thresholds if the decay channels close at some geometry. We have seen that this type of behavior

is particularly pronounced for ETMD. The decay spectra are characterized by a broader, more

structured KER signal, shifted to higher energies.

Interestingly, both the slow and fast ICD can be induced in a single system and exploited to

exercise certain control over the energy of the secondary electrons as well as over the location

of their production. We have proposed the principle in Ref. [A13]. It was then studied in detail

in several theoretical [A14] [163] and experimental [164–167] works. In particular, we have

analyzed ICD from the ionization shake-up satellite states in argon dimer,

Ar+∗(3p−2nl)Ar −→ Ar+(3p−1) + Ar+(3p−1) + e−. (3.18)

These states can be efficiently populated by electron impact [167] or, indirectly, via resonant

Auger decay (RAD) following the core 2p → nl excitation of the Ar atom [A14]. RAD is

usually strongly dominated by the so-called spectator decay, in which the core vacancy is

filled by a valence electron and another valence electron is ejected into the continuum. The

initially excited electron in the Rydberg orbital does not actively participate, but can move

to another virtual orbital due to the shake-up mechanism [168]. The system is thus left in

one of the ionization satellite states, and their population can be to some extent controlled by

targeting different initial core-excited resonances. Decay into the cationic ground state via the

participator RAD, in which the excited electron is directly emitted into continuum, is usually

much less efficient [A13].

4This is true particularly for one-site ionized van der Waals clusters. In other situations, the metastable states

themselves might be dissociative. An important example are excited molecular ions, for which the dissociation

often represents strong relaxation mode competing with the electronic decay [162].
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Figure 3.13: Left panel: PESs and time evolution of the nuclear wave packet for the cascade proceeding

with a fast ICD through the Ar+∗(3p−2[1D]3d 2D)Ar 2Σ+
g satellite state. Resulting unstructured ICD

electron spectrum is plotted at the bottom. Right panel: PESs and time evolution of the nuclear wave

packet for the cascade proceeding with a slow ICD through the Ar+∗(3p−2[1D]5s 2D)Ar 2Σ+
g satellite state.

The interplay between nuclear dynamics and electronic transition results in a broad ICD electron spectrum

shown at the bottom, with dominant peak at the low energy side corresponding to the decay near the inner

turning point of the intermediate state’s PES. Reprinted with permission from [A14] (Copyright 2014 AIP

Publishing).

For the low lying ionization satellites in argon dimer, characterized by the electron excited

into the 4s or 3d orbital and excitation energy up to about 38 eV, ICD is fast (the computed

lifetimes vary from 28 fs to 130 fs) and occurs predominantly at the equilibrium interatomic

distance of 3.8 Å without any significant nuclear motion. A representative example is shown

in the left panel of Fig. 3.13, which depicts the whole RAD-ICD cascade5 proceeding via the

Ar+∗(3p−2[1D]3d 2D)Ar 2Σ+
g satellite state. The bottom plot shows the expected single peak

ICD electron spectrum.

For higher lying satellite states with the electron excited into 5s or 4d, the temporal charac-

teristics of the nuclear motion and ICD are the opposite. Due to the weaker repulsion between

the electron excited into a more diffuse Rydberg orbital and the neutral Ar atom, the respec-

5The lifetimes of the core excited states of Ar are approximately 6 fs [169], the Auger step can thus be

considered instantaneous in the simulations.
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tive PESs have deeper minima shifted to shorter interatomic distances and the vibrational

periods lie in the range from 180 fs to 250 fs. In contrast, the ICD lifetimes computed for the

equilibrium geometry are longer, between 0.6 ps and 6.6 ps. The drop of the ICD rates with

increasing principal quantum number n is also connected with the more diffuse character of

the higher Rydberg orbitals, resulting in a weaker correlation with the other bound electrons.

As shown in the right panel of Fig. 3.13, the decay time is long enough for the wave packet

to move towards the left turning point and acquire characteristic multi-nodal structure with

a dominant maximum located close to the left turning point [A14]. It is fully reflected in the

ICD electron spectrum shown at the bottom of the plot, reminiscent of the mirror image of the

KER spectrum measured in the helium dimer.

In the experiment carried out by Ren and coworkers [167], ICD was initiated directly by

electron-impact ionization with the projectile energy E0 = 90 eV. This excitation mechanism

offers little control over the population of different satellite states. Still, by measuring the

projectile energy loss spectra and the correlation between KER and ICD electron energy, it is

possible to extract the energies and populations of the intermediate ICD-active states a posteri-

ori. The measured KER spectrum shows the expected double-peak character – states decaying

at the equilibrium geometry contribute to the lower peak around 3.8 eV while the broader peak

at about 5.2 eV corresponds to the decay at the shorter interatomic distances. Fast- and slow-

decaying states can thus be separated by filtering the low and high KER signal, respectively.

Fast ICD is indeed observed for the lower-lying satellites with excitation energy up to 38.8 eV,

while the higher lying states decay more slowly as predicted by the theory.

These results indicate that, through the dependence of the ICD electron spectra on the char-

acter of the metastable ionization satellite states, the RAD– ICD cascade offers certain control

over the energy of the produced slow secondary electrons. Indeed, exploiting the resonant char-

acter of the initial photoexcitation, it is possible to selectively populate specific core-excited

state by using monochromatic soft X-ray radiation tuned to the chosen resonance. In turn, the

Auger decay of different parent core excited states populates predominantly different groups

of ICD active ionization satellites. Studies of the RAD – ICD cascade in other ArX rare gas

dimers (X = Ne,Kr,Xe) [163–166] confirm this control mechanism and show that it is not system

specific.

Even more beneficial, however, might be the control this cascade process offers over the

location of the emission of the slow ICD electrons. In a heteroatomic system, radiation tuned

to a specific resonance in a specific element will populate the targeted core-excited states with a

high probability, as the corresponding cross sections are much larger than those of non-resonant

ionization or excitation. Due to the chemical shifts of the atomic levels in different chemical

environments, it is even possible to select among chemically identical atoms occupying non-

equivalent sites in the system. Because of the local character of RAD, the ICD-active ionization

satellites are predominantly populated on the initially excited atom. In turn, ICD ionizes the

environment in the vicinity of the parent core excitation.
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The site selectivity of the resonant core excitation and the sensitivity of the ICD electron

spectra to the closest neighbours offer interesting possibilities of turning the RAD-ICD cas-

cade into a unique spectroscopic tool, probing both to the intramolecular electronic structure

(RAD) and the local environment (ICD). Another potential application opens in the context

of radiation biology and cancer radiotherapy. Ordinary radiotherapy employs broadband radi-

ation to destroy cancerous cells with extensive side effects. Some approaches tag the cancerous

cells with molecular markers containing high atomic number elements as emitters for targeted

production of genotoxic secondary electrons [170]. Combination with the highly selective reso-

nant excitation would help to localize the deposition of the radiation energy and thus minimize

the overall radiation dose [162]. The energy-selectivity of the RAD-ICD cascade could help to

further increase the efficiency by tuning the energies of the slow secondary electrons to induce

the more lethal double strand breaks in the DNA of the cancerous cells [A13].

Extracting R-dependent absolute decay widths from the experiment

One of the central topics of this thesis is the theoretical determination of decay widths for ICD

and related electronic processes. It is thus natural to ask whether the presented results can

be verified by the experiment. We have postponed this question until after the discussion of

nuclear dynamics, which, as we have seen, are inseparable from the electronic transition and

can in fact serve as an inner clock for studying the evolution of the system. Since the decay

width is not a directly measurable quantity, the opportunities to test the theory are sparse. In

a pump-probe experiment conducted by Schnorr and coworkers [6], the lifetime of the 2s inner-

valence vacancy in the neon dimer was estimated as 150±50 fs, which is in reasonable agreement

with the most recent theoretical value of 220 fs, computed by the Fano-ADC(2,2) method [A1].

The above mentioned PCI-based experiment of Trinter at al. [122] confirmed the predicted

non-exponential decay of ionized-excited states in helium dimer. Quantitatively, experiment

suggests significantly faster decay than the theory, but the comparison is inconclusive because

of the large experimental error margins.

The ICD lifetime can also be inferred from the experiment indirectly through simulation of

the nuclear dynamics using ab initio PESs and decay widths, combined with scaling of the decay

width magnitude to obtain the best possible agreement between the measured and simulated

KER spectra. We have used this approach to verify the predicted short CAD lifetime in the

CH3F molecule, as reported in Sec. 3.1. Ouchi at al. [171] used the same principle to estimate

the rate of ICD after Auger decay of the Ne 1s vacancy in NeAr dimer and concluded that

the actual ICD rate is roughly two times lower than predicted by ab initio calculations; their

findings thus go in the opposite direction than those of Trinter and coworkers. In general, the

agreement between theory and experiment is only semi-quantitative at best.

In 2017, Rist and coworkers [A15] went even further and attempted to extract the absolute

R-dependent decay widths from the measured KER spectrum, using only the ab initio PESs
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as an additional input. In the experiment, the argon dimers were irradiated by photons of

energy hν = 51 eV, populating a number of ICD-active ionization satellite states of the type

Ar+∗(3p−2nl)−Ar. Photoelectrons, ICD electrons, and dissociating Ar+ cations were detected

in coincidence using the COLTRIMS apparatus. Several ICD signals are clearly discernible

in the correlation plot between the secondary electron energy and KER (see Fig. 1 in [A15]),

which can be assigned to different metastable states. Among these, the signal associated with

the 3p−2[1D]4d 2S satellite state was selected for further analysis because it appears to be ener-

getically well isolated. It makes it possible to reliably separate the respective KER distribution

and perform an inversion procedure to extract absolute ICD rate as a function of internuclear

distance.

The inversion procedure is described in detail in Ref. [A15]. In short, a one-dimensional

histogram of internuclear distances R is created and initialized withN test particles according to

the shape of the vibrational wave function of the Ar2 ground state. The number N corresponds

to the total number of experimentally observed ICD events associated with the given metastable

satellite state. Then, the evolution of the ensemble is simulated, assuming classical motion of

the particles on the ab initio PES of the decaying state. The “local” ICD rate is determined by

comparison of the actual number of decays observed at the given geometry6 to their residence

time in the given histogram bin, i.e., to the time needed for the particles to move to the

neighbouring bin. Subsequently, the soundness of the procedure is verified by performing a

fully quantum-mechanical simulation of the nuclear dynamics with the extracted geometry-

dependent decay width Γexp.

The measured KER signal, shown in blue in the left panel of Fig. 3.14, has the characteristic

double-peak structure. The lower KER maximum around 3.7 eV corresponds to the electronic

transition taking place near the equilibrium geometry of the neutral cluster (Req = 3.8 eV [172]),

while the higher-KER peak to the decay near the inner turning point of the intermediate state

PES. The black curve shows the KER spectrum obtained by the fully quantum-mechanical

simulation using the decay width Γexp, plotted by black points in the right panel of the Fig. 3.14.

The agreement with the measured KER is good and justifies the inversion procedure based on

the classical dynamics.

The ab initio decay width computed using the Fano-ADC(2)x method (Γtheory) is shown in

the right panel of Fig. 3.14 in blue. There is fundamental disagreement, both quantitative and

qualitative, between Γtheory and Γexp. At the equilibrium distance, Γtheory is about four times

larger than Γexp. Furthermore, the former behaves according to the R−6 rule while the latter is

flatter between 4.0 Å and 3.5 Å and then increases much faster below 3.0 Å.7 Consequently, the

KER computed using the ab initio width (shown in red in the left panel of the figure) posses

6The mapping between interatomic distance and KER is obtained using the reflection approximation as

R = 1/KER, see also Fig. 3.10. Purely Coulombic character of the PESs of the Ar+ + Ar+ final states is

assumed.
7The increase of ΓExp for R > 4 Å is likely a nonphysical artefact of the numerical procedure but is of little

consequence as only a small tail of the wave packet explores this region.
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Figure 3.14: Left panel: Comparison between experimental and computed KER spectra produced in

ICD of the 3p−2[1D]4d 2S satellite state in Ar2. The spectra were computed using the decay width Γexp

extracted from the experiment (black solid), theoretical decay width Γtheory (dashed red), and Γtheory scaled

such that it is equal to the value of Γexp at the equilibrium interatomic distance R = 3.8 Å (dashed-dotted

green). All spectra are scaled such that their area is equal to 1. Right panel: The decay width Γexp

extracted from the measured KER (black squares) and the ab initio width Γtheory, computed with the

Fano-ADC(2)x method. Reprinted with permission from Ref. [A15] (Copyright 2017 Elsevier).

essentially only the 3.7 eV maximum as the fast decay precludes any significant nuclear motion.

Even when the theoretical width is scaled down by the factor of four to match the magnitude

of Γexp at the equilibrium distance, the high-energy KER maximum stays too weak due to the

missing steep rise of Γtheory below 3 Å (green curve in the plot). Such a profound discrepancy

casts serious doubts on the methodology presented in this work and needs to be resolved.

An obvious source of error is the ADC(2)x scheme used to represent the metastable state

and evaluate the decay widths. At this level, the ionization satellites are described through the

first order of PT only, which is likely insufficient to reproduce the wave function, particularly

the spatial extent of the 4d orbital. On the experimental side, it is critical to realize that

the extraction of the decay width rests on the theoretical PES associated with the metastable

state. For high-lying satellites embedded in a continuum, it is extremely difficult to identify

the corresponding eigenvalues in the high-level ab initio calculations. Therefore, the PES

of the Ar+∗(3p−2[1D]4d 2S) − Ar state was approximated by the average of the PESs of the

parent Ar2+(3p−2[1D]) − Ar dicationic states, computed using multi-reference CI singles and

doubles [A14]. This seems justified as the inversion procedure is rather insensitive to the details

of the PES and small variations in the position and width of the initial distribution of test

particles [A15]. However, we will argue that the assumed physical picture of the 3p−2[1D]4d 2S

state being energetically isolated is incorrect in the dimer and that non-adiabatic effects play

a critical role.

The recently developed Fano-ADC(2,2) method describes the ionization satellite states at

the second-order of PT, and it is thus natural to reassess the theoretical interpretation of the

experiment using the improved toolbox. Furthermore, the Fano-Feshbach approach, namely the
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projection of the bound- (Q) and continuum-like (P) subspaces, makes it possible to reliably

identify individual satellite states within the sparse spectrum of the Q subspace.8 As such,

together with the ADC(2)x scheme for the doubly ionized final states [89], the method can

provide a fully ab initio model consistent through the second-order of PT. Here, we present the

first attempt to construct such a model and reinterpret the measurement. Our objective is not

yet to provide a definitive answer but rather to demonstrate the insufficiency of the original

model and stimulate further study of the role of non-adiabatic effects in ICD.
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Figure 3.15: Ab initio model of ICD from Ar+∗(3p−2[1D]4d 2S) − Ar satellite state, computed using

the Fano-ADC(2,2) method. Upper and bottom panels show the 2Σ+
g and 2Σ+

u total D∞h symmetries,

respectively. Left panels: Potential energy curves of the adiabatic states (solid black lines) found in the

spectral region of interest, and the diabatic states (coloured dashed lines) included in the model. Right

panels: (bottom) Decay widths of the diabatic states (solid lines), in the same colour coding as in the

left panels. Thin dotted line and black points show, respectively, the original Fano-ADC(2)x width Γtheory

and Γexp from Fig. 3.14. (top) Non-adiabatic couplings between the three diabatic states shown in the left

panels.

8In particular, the state of interest is easily distinguished by an appreciable admixture of the 3s−1 1h

configuration owing to its total 2S symmetry. This feature also helps to identify other states with which it can

significantly interact.
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The results of the Fano-ADC(2,2) calculations9 are summarized in Fig. 3.15; the upper and

bottom panels correspond the 2Σ+
g and 2Σ+

u totalD∞h symmetries, respectively. In the left plots,

black lines denote adiabatic metastable states (eigenstates of the projected QHQ Hamiltonian)

found in the energy region of interest. The diabatic PES corresponding to the 3p−2[1D]4d 2S

state is plotted by the red dashed line. While at the equilibrium distance, indicated by the

vertical dotted line, it might be considered isolated, between 3.4 Å and 3.1 Å it interacts with

two states (shown by blue and green dashed lines) belonging to a multiplet correlating with an

Ar(3p−2nl 2D) atomic term in the asymptotic region. All the states cross again around 2.5 Å.

Furthermore, still more states come into play below 3.1 Å.

To find the exact non-adiabatic coupling elements (1.78) and construct a complete diabatic

representation of the manifold of states shown in Fig. 3.15 would be a challenging task that

goes beyond our present purpose and capabilities. Here, we merely want to demonstrate that

such a picture can indeed explain the measured KER spectrum and that the rather unexpected

shape of Γexp is likely a result of the description of complicated non-adiabatic dynamics using

a simple single-state model. To this end, we reduce the new model to the three diabatic states

shown by the coloured PESs in the figure. The non-adiabatic couplings λ(R) between them

are estimated using the simple approach used by Pahl et al. [66]. The point of the crossing

of two diabatic states is determined as the geometry of the minimal energy distance of the

corresponding adiabatic PESs. Since the diabatic and adiabatic representations are connected

by a unitary transformation,

Hdia
el (R) =

⎛⎝ Udia
1 (R) λ(R)

λ(R) Udia
2 (R)

⎞⎠ = S(R)

⎛⎝ Uad
1 (R) 0

0 Uad
2 (R)

⎞⎠S†(R) (3.19)

the requirement of the diabatic states to cross at the chosen geometry R0 unambiguously

determines the value of the coupling λ(R0) at this point. Assuming that the coupling is constant

in turn fully determines the unitary transformation at other geometries.

In the present case, we have generalized the approach in two ways. Since some of the con-

sidered states cross at two internuclear distances, we have assumed linear dependence of the

couplings to provide the necessary flexibility. Furthermore, since three adiabatic states are in-

volved, the diabatization procedure was performed iteratively, and the final geometry-dependent

transformation Stot(R) was obtained by multiplication of the individual transformation matrices

S(R). Any possible interaction with the other adiabatic states shown in Fig. 3.15 was ignored.

Finally, the diabatic decay widths and the via the continuum couplings were computed from

9The calculations were carried out using an effective core potential with 4s, 4p, 4d and 1f basis functions for

the 8 active valence electrons [173], as included in the MOLCAS [174] basis set library. The basis was further

augmented by 6s, 6p and 11d Rydberg-like diffuse functions [175] on each atom. After the SCF procedure, only

the virtual orbitals with energy below 105 eV were included in the ADC(2,2) calculations to reduce computa-

tional costs. The basis is thus smaller than that used with the ADC(2)x in Ref. [A14]. Still, the convergence of

the PES and the decay width of the 3p−2[1D]4d 2S resonance was reached due to the much larger space of ISs.
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the transformed discrete state-continuum couplings [66]

W dia(R) = Stot(R)W ad(R), (3.20)

where W ad
k (R) =

√︁
Γad
k (R)/2π and Γad

k (R) is the width determined for the adiabatic resonance

by the Fano-ADC(2,2) method.

The resulting decay widths are shown in the right panels of Fig. 3.15 in a colour coding

matching the PESs in the left panels. The jagged character of the blue and green lines results

primarily from the imperfect diabatic transformation and neglecting other states. Notably, for

the 3p−2[1D] 4d 2S diabatic state, the ADC(2,2) scheme predicts qualitatively the same decay

width as the original ADC(2)x calculation, only by a factor 1.7 smaller. Therefore, around the

equilibrium geometry, the new ab initio decay width is still by a factor of 2.5 larger than Γexp.

In the multi-state picture, the latter is to be interpreted as an effective decay width, and its

shape thus reflects also the population of the slowly decaying states from the 2D manifold, as

well as the strength of the non-adiabatic couplings.

The plausibility of the new multi-state model is confirmed by the KER spectrum calculated

using Eqs. (1.96) and (1.99). The complete model consists of the neutral ground state PES

[176], for each symmetry the three PESs of the diabatic states with the corresponding decay

widths and non-adiabatic couplings as shown in Fig. 3.15, and the 18 PESs of the dicationic

Ar+(3p−1) − Ar+(3p−1) final states. The latter are computed using the ADC(2)x scheme for

double ionization [89] with the same basis set as used for the discrete states manifold. Equal

population of all the final states is assumed. PESs of the whole discrete states manifold were

shifted by 0.611 eV to match the reference atomic ionization potential of the 3p−2[1D]4d 2S

satellite state [177] at asymptotic distances. Similarly, the final states manifold was shifted

by 0.928 eV.

Comparison of the measured and calculated KER spectra is shown in Fig. 3.16. In the

calculations, we assume that only the 3p−2[1D]4d 2S states are directly populated, with equal

intensity assigned to the gerade and ungerade symmetries. No photoelectron signal is visible

in the experiment [178] that could be associated with the 2D multiplet, suggesting very low

photoionization cross-section. Neglecting all the couplings between the diabatic states and

thus working with an effectively one-state model results into the red dashed curve, which

is qualitatively very similar to the results of the original model.10 As in the Fig. 3.14, the

green dashed-dotted line shows the spectrum obtained after scaling down the ab initio decay

width, here by a factor of 0.3 to reproduce the relative magnitudes of the two maxima. The

comparison with experiment is still rather poor. Furthermore, considering the accuracy of the

Fano-ADC(2,2) method demonstrated in Ref. [A1], such a scaling is difficult to justify.

Result of the full model, with both the direct (λ) and the via the continuum couplings fully

taken into account, is shown by the black curve. We see that the higher KER peak emerges

10Note the different normalization of the spectra in Figs. 3.14 and 3.16 – in the former, all spectra are

normalized such that their area is equal to 1, in the latter we normalized all the spectra to the same magnitude

of the lower maximum.



3.2. ROLE OF NUCLEAR DYNAMICS 79

 0

 10

 20

 30

 40

 50

 60

 70

 3  3.5  4  4.5  5  5.5  6

In
te

n
s
it
y
 [

a
rb

. 
u

n
it
s
]

KER [eV]

exp

exp (convoluted)

single state

single state (Γ x0.3)

λ x1.0

λ x2.6g/x1.7u

Figure 3.16: Comparison of the theoretical KER spectrum, calculated using the new Fano-ADC(2,2)-based

model, with the experimental data. Red dashed curve shows KER obtained when only the 3p−2[1D]4d 2S

state is taken into account, green dashed-dotted line results from scaling of the ab initio decay width by a

factor of 0.3. Solid black is the result of full model with non-adiabatic couplings taken into account, magenta

spectrum is obtained when all non-adiabatic couplings are uniformly scaled by factors of 2.6 and 1.7 for the

gerade and ungerade symmetry, respectively. The experimental KER spectrum is shown by blue points and

by solid blue line after convolution with 150meV FWHM Gaussian function. All theoretical spectra are

convoluted with the same function to account for the finite experimental resolution.

but is weak compared to the measured signal. The discrepancy, however, can be corrected by

a rather small adjustment. Considering the somewhat ad hoc approach to determine the non-

adiabatic couplings, we take their magnitude as a free parameter of the model. Uniform scaling

of all the direct couplings λ(R) by a factor of 2.6 for gerade and 1.7 for ungerade symmetry then

gives the KER spectrum shown by the magenta curve, in which the relative strength of the two

maxima almost exactly matches that of the measured signal after convolution of both with the

same 150 meV FWHM Gaussian function. The positions of the maxima and the total width

of the predicted signal very accurately fit the experimental data as well. The only remaining

discrepancy is the less pronounced dip between the peaks, which is mainly due to the larger

decay width of the 2D (2) ungerade state as compared to its gerade counterpart.

Clearly, the multi-state model describes the observed KER signal better than the original

simple picture, and shows that the ab initio decay widths are compatible with the experiment.

The fact that the decay dynamics of the ionization satellite states are affected by interaction

with other close-lying states is not surprising. The phenomenon is known to occur in Rydberg

series of autoionizing states even in atoms [48], and the density of states only increases in

dimers or larger aggregates. Still, despite the excellent agreement with the experiment, the
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presented results should not be overestimated as the model does not provide an absolutely

conclusive picture of the process. It is important to keep in mind that the results were tweaked

by adjusting the magnitude of the non-adiabatic couplings. Furthermore, the via the continuum

couplings are estimated directly from the products of the total decay widths, which gives the

upper bound for the coupling rather than the exact value. The neglected states associated with

the steep PESs crossing the discrete states manifold around 3 Å (cf. Fig. 3.15) could also alter

the dynamics.

Furthermore, despite the attempts to ensure convergence of the results, the substantial

computational costs of the ADC(2,2) scheme and the efficiency of the available implementa-

tion of this recently developed method prevent the use of the optimal basis set. In fact, the

investigated spectral region is at the limit of the capabilities of the method. The typical error

of the ADC(2,2) ionization potentials is certainly larger than the energy spacing of ∼ 100 meV

between the satellite states considered in the model. More importantly, the accuracy of relative

energies of different ionization satellite states in rare gas atoms is comparable to this spacing

already for the lowest states [A1], making the relative positions of different PESs found in the

discrete states manifold inherently volatile. Thus, it is not possible to rule out that the ap-

pearance of the suitable multiplet interacting with the 3p−2[1D]4d 2S resonance is coincidental.

As mentioned before, this study should serve primarily as a motivation for further research of

the non-adiabatic effects connected with interfering resonances. We have demonstrated that

they can be found already in simple systems, amenable to both theory and experiment, and

are surely abundant in nature.



Outlook

Nearly 25 years after its discovery, interatomic or intermolecular Coulombic decay is firmly

established as a very general nonlocal relaxation mechanism, characteristic of relatively low-

energy excited states of atoms and molecules in weakly bound aggregates. In fact, it took much

less than that; already in 2011, it was well-known that ICD appears everywhere and transfers

the energy and the charge from the species with the vacancy to the environment surrounding

it [146]. Whenever an ICD channel is open, it outpaces any competing radiative and non-

radiative decay modes save the local Auger-type processes. Its efficiency stems from the energy

being transferred directly between electrons via the Coulomb interaction.

This thesis presented the framework for the theoretical description of ICD and related pro-

cesses, and demonstrated their basic characteristics in the smallest possible systems. The focus

is placed on the candidate’s main contributions to the research field – the development and

use of the efficient and widely applicable Fano-ADC method for the computation of the decay

widths. On the one hand, its universality and capability to provide qualitative insight into the

decay processes under various conditions enabled the prediction and analysis of novel mecha-

nisms, such as the collective or superexchange ICD. Its efficiency and quantitative reliability,

on the other hand, made Fano-ADC the method of choice for analysis and interpretation of

experiments in several projects, carried out in collaboration with leading groups in the field.

Furthermore, due to its unique ability to accurately capture the molecular orbital picture

breakdown in the inner-valence ionization region, the ADC(2,2) scheme itself has many poten-

tial applications outside the realm of electronic decay, e.g., the study of electronic quantum

coherence in complex molecules [179].

Although the focus of the ongoing research is naturally moving towards larger aggregates,

molecules of biological relevance, or quantum dots and other nanoscale structures, there are

still some fundamental questions that deserve attention. The non-adiabatic effects connected

with interacting metastable states stand out very strongly. We have seen how they can alter the

decay dynamics in diatomics, and with the growing size of the systems, their importance will

only increase. Our latest calculations show that in the Ne2He trimer, a considerable number

of metastable states interact in the energy region of inner-valence ionization of neon, and their

impact might be stronger than the superexchange mechanism.

A hitherto neglected question is the possible breakdown of the local complex potential

approximation. The interatomic decay frequently occurs at the threshold, and in this regime,
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the approximation is not justified. Proper treatment of the nonlocal dynamics is known to

be essential for the correct description of various phenomena occurring in the resonant low-

energy electron-molecule scattering [27]. It is thus natural to ask whether the nonlocality can

be relevant also in the present context. In contrast to the electron-molecule collisions, however,

for interatomic decay, there are no observations that would be in a manifest conflict with the

local description.

Owing to the recent experimental evidence that multi-electron decay processes could be

more significant in the response of matter to ionizing radiation than previously believed, the

study of these phenomena appears to be more relevant. In this respect, the development of

the Fano-ADC(2,2) method is timely. Due to its ability to describe states with two electrons

in continuum and high accuracy of the computed decay widths, it appears to be the perfect

candidate to study double Auger decay in molecules or double ICD in clusters. Since the

theoretical understanding of these processes is very limited, they represent the obvious research

subject for the nearest future.



List of Abbreviations

L2 Square-integrable functions

ADC Algebraic diagrammatic construction

CAD Collective Auger decay

CAP Complex absorbing potential

CES Correlated excited state

CI Configuration interaction

COLTRIMS Cold target recoil ion momentum spectroscopy

COR Canonical order relations

DIM Diatomics-in-molecules

ECO Excitation class orthogonalization

ETMD Electron-transfer mediated decay

GF Green’s function

HF Hartree-Fock

ICD Interatomic Coulombic decay

IS Intermediate state

ISR Intermediate state representation

KER Kinetic energy release

LCP Local complex potential approximation

MO Molecular orbital

PCI Post-collision interaction
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84 LIST OF ABBREVIATIONS

PES Potential energy surface

PT Perturbation theory

RAD Resonant Auger decay

SE-ICD Superexchange ICD

TDSE Time-dependent Schrödinger equation

TIP Triple ionization potential

TISE Time-independent Schrödinger equation
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Stoychev, A. I. Kuleff, T. Mazza, M. Schöffler, K. Nagaya, M. Yao, Y. Tamenori, N. Saito,

and K. Ueda. Interatomic Coulombic decay following Ne 1s Auger decay in NeAr. Phys.

Rev. A 83, 053415 (2011).

[172] B. Ulrich, A. Vredenborg, A. Malakzadeh, L. P. H. Schmidt, T. Havermeier, M. Meckel,

K. Cole, M. Smolarski, Z. Chang, T. Jahnke, and et al. Imaging of the structure of the

argon and neon dimer, trimer, and tetramer. J. Phys. Chem. A 115(25), 6936–6941 (2011).

[173] A. Nicklass, M. Dolg, H. Stoll, and H. Preuss. Ab initio energy-adjusted pseudopotentials

for the noble gases Ne through Xe: Calculation of atomic dipole and quadrupole polarizabil-

ities. J. Chem. Phys. 102(22), 8942 (1995).
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[179] D. Schwickert, M. Ruberti, P. Kolorenč, S. Usenko, A. Przystawik, K. Baev, I. Baev,

M. Braune, L. Bocklage, M. K. Czwalinna, S. Deinert, S. Düsterer, A. Hans, G. Hart-
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Cederbaum. Impact of nuclear dynamics on interatomic Coulombic decay in a He dimer.

Phys. Rev. A, 82(5):053401, 2010. DOI:10.1103/PhysRevA.82.053401.

[A12] Vasili Stumpf, Přemysl Kolorenč, Kirill Gokhberg, and Lorenz S. Cederbaum. Efficient

pathway to neutralization of multiply charged ions produced in Auger processes. Phys.

Rev. Lett., 110(25):258302, 2013. DOI:10.1103/PhysRevLett.110.258302.
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