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Abstract

The emergence of big data requires powerful computational resources and memory sub-
systems that can be scaled efficiently to accommodate its demands. Cloud is a new well-
established computing paradigm that can offer customized computing and memory re-
sources to meet the scalable demands of big data applications. In addition, the flexible
pay-as-you-go pricing model offers opportunities for using large scale of resources with
low cost and no infrastructure maintenance burdens. High performance computing (HPC)
on the other hand also has powerful infrastructure that has potential to support big data
applications. In this dissertation, we explore the application and system co-optimization
opportunities to support big data in both cloud and HPC environments. Specifically, we
explore the unique features of both application and system to seek overlooked optimization
opportunities or tackle challenges that are difficult to be addressed by only looking at the
application or system individually. Based on the characteristics of the workloads and their
underlying systems to derive the optimized deployment and runtime schemes, we divide
the workflow into four categories: 1) memory intensive applications; 2) compute intensive
applications; 3) both memory and compute intensive applications; 4) I/O intensive applica-
tions.

When deploying memory intensive big data applications to the public clouds, one impor-
tant yet challenging problem is selecting a specific instance type whose memory capacity is
large enough to prevent out-of-memory errors while the cost is minimized without violat-
ing performance requirements. In this dissertation, we propose two techniques for efficient
deployment of big data applications with dynamic and intensive memory footprint in the
cloud. The first approach builds a performance-cost model that can accurately predict how,
and by how much, virtual memory size would slow down the application and consequently,
impact the overall monetary cost. The second approach employs a lightweight memory us-
age prediction methodology based on dynamic meta-models adjusted by the application’s
own traits. The key idea is to eliminate the periodical checkpointing and migrate the appli-
cation only when the predicted memory usage exceeds the physical allocation.

When applying compute intensive applications to the clouds, it is critical to make the
applications scalable so that it can benefit from the massive cloud resources. In this dis-
sertation, we first use the Kirchhoff law, which is one of the most widely used physical
laws in many engineering principles, as an example workload for our study. The key chal-
lenge of applying the Kirchhoff law to real-world applications at scale lies in the high,
if not prohibitive, computational cost to solve a large number of nonlinear equations. In
this dissertation, we propose a high-performance deep-learning-based approach for Kirch-
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hoff analysis, namely HDK. HDK employs two techniques to improve the performance:
(i) early pruning of unqualified input candidates which simplify the equation and select a
meaningful input data range; (ii) parallelization of forward labelling which execute steps
of the problem in parallel.

When it comes to both memory and compute intensive applications in clouds, we use
blockchain system as a benchmark. Existing blockchain frameworks exhibit a technical
barrier for many users to modify or test out new research ideas in blockchains. To make it
worse, many advantages of blockchain systems can be demonstrated only at large scales,
which are not always available to researchers. In this dissertation, we develop an accurate
and efficient emulating system to replay the execution of large-scale blockchain systems on
tens of thousands of nodes in the cloud.

For I/O intensive applications, we observe one important yet often neglected side effect
of lossy scientific data compression. Lossy compression techniques have demonstrated
promising results in significantly reducing the scientific data size while guaranteeing the
compression error bounds, but the compressed data size is often highly skewed and thus
impact the performance of parallel I/O. Therefore, we believe it is critical to pay more
attention to the unbalanced parallel I/O caused by lossy scientific data compression.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Computational science is the usage of hardware, algorithms and other scientific knowledge

to simulate the physical world on powerful computing. Big data applications are usually

composed of many small tasks and there can be heterogeneous computing demands among

these tasks causing load imbalance. Existing methods for achieving load balance are usu-

ally application specific and require significant amount of manual efforts to make changes

to the application code. Elasticity and pay-as-you-go features in cloud computing have

potential to address the load imbalance issue through a general resource scheduling and

migration approach without changing application code. So based on the different charac-

teristics of applications and the features of systems, we aim at developing efficient scaling

methodologies to derive the optimized deployment and runtime schemes. However, there

are many challenges due to the unique features and requirements of applications such as

memory-intensive applications which usually consume lots of memory that can be quite

expensive if not carefully planned. There are aslo challenges in achieving optimal deploy-

ment, such as predict growth rates of applications, storage capacity usage, and I/O band-

width. To overcome all these issues, efforts are needed to revolve around all the constituent

problems, and the spectrum of research topics relevant to scalability. This dissertation

studies efficient scaling in Clouds and HPC environment with application and system in

synergy.
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1.2 Dissertation Contributions

This section briefly highlights the contributions of this dissertation.

1.2.1 Toward Cost-effective Memory Scaling in Clouds: Symbiosis of

Virtual and Physical Memory

When deploying memory-intensive applications to public clouds, one important yet chal-

lenging question to answer is how to select a specific instance type whose memory capac-

ity is large enough to prevent out-of-memory errors while the cost is minimized without

violating performance requirements. The state-of-the-practice solution is trial and error,

causing both performance overhead and additional monetary cost. This paper investigates

two memory scaling mechanisms in public clouds: physical memory (good performance

and high cost) and virtual memory (degraded performance and no additional cost). In or-

der to analyze the trade-off between performance and cost of the two scaling options, a

performance-cost model is developed that is driven by a lightweight analytic prediction

approach through a compact representation of the memory footprint. In addition, for those

scenarios when the footprint is unavailable, a meta-model-based prediction method is pro-

posed using just-in-time migration mechanisms. The proposed techniques have been ex-

tensively evaluated with various benchmarks and real-world applications on Amazon Web

Services: the performance-cost model is highly accurate and the proposed just-in-time mi-

gration approach reduces the monetary cost by up to 66%.
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1.2.2 HDK: Toward High-Performance Deep-Learning-Based Kirch-

hoff Analysis

The Kirchhoff law is one of the most widely used physical laws in many engineering princi-

ples, e.g., biomedical engineering, electrical engineering, and computer engineering. One

challenge of applying the Kirchhoff law to real-world applications at scale lies in the high,

if not prohibitive, computational cost to solve a large number of nonlinear equations. De-

spite recent advances in leveraging a convolutional neural network (CNN) to estimate the

solutions of Kirchhoff equations, the low performance is still significantly hindering the

broad adoption of CNN-based approaches. This part proposes a high-performance deep-

learning-based approach for Kirchhoff analysis, namely HDK. HDK employs two tech-

niques to improve the performance: (i) early pruning of unqualified input candidates and

(ii) parallelization of forward labelling. To retain high accuracy, HDK also applies various

optimizations to the data such as randomized augmentation and dimension reduction. Col-

lectively, the aforementioned techniques improve the analysis speed by 8× with accuracy.

1.2.3 Toward Accurate and Efficient Emulation of Public Blockchains

in the Cloud

Blockchain is an enabler of many emerging decentralized applications in areas of cryp-

tocurrency, Internet of Things, smart healthcare, among many others. Although various

open-source blockchain frameworks are available in the form of virtual machine images

or docker images on public clouds, the infrastructure of mainstream blockchains nonethe-

less exhibits a technical barrier for many users to modify or test out new research ideas in
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blockchains. To make it worse, many advantages of blockchain systems can be demon-

strated only at large scales, e.g., thousands of nodes, which are not always available to

researchers. This paper presents an accurate and efficient emulating system to replay the

execution of large-scale blockchain systems on tens of thousands of nodes. In contrast to

existing work that simulates blockchains with artificial timestamp injection, the proposed

system is designed to be executing real proof-of-work workload along with peer-to-peer

network communications and hash-based immutability. In addition, the proposed system

employs a preprocessing approach to avoid the per-node computation overhead at runtime

and thus achieves practical scales. We have evaluated the system for emulating up to 20,000

nodes on Amazon Web Services (AWS), showing both high accuracy and high efficiency

with millions of transactions.

1.2.4 Unbalanced Parallel I/O: An Often-Neglected Side Effect of Lossy

Scientific Data Compression

Lossy compression techniques have demonstrated promising results in significantly reduc-

ing the scientific data size while guaranteeing the compression error bounds. However, one

important yet often neglected side effect of lossy scientific data compression is its impact

on the performance of parallel I/O. Our key observation is that the compressed data size

is often highly skewed across processes in lossy scientific compression. To understand

this behavior, we conduct extensive experiments where we apply three lossy compressors

MGARD, ZFP, and SZ, which are specifically designed and optimized for scientific data,

to three real-world scientific applications Gray-Scott simulation, WarpX, and XGC. Our

analysis result demonstrates that the size of the compressed data is always skewed even if

the original data is evenly decomposed among processes. Such skewness widely exists in
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different scientific applications using different compressors as long as the information den-

sity of the data varies across processes. We then systematically study how this side effect

of lossy scientific data compression impacts the performance of parallel I/O. We observe

that the skewness in the sizes of the compressed data often leads to I/O imbalance, which

can significantly reduce the efficiency of I/O bandwidth utilization if not properly handled.

In addition, writing data concurrently to a single shared file through MPI-IO library is

more sensitive to the unbalanced I/O loads. Therefore, we believe our research community

should pay more attention to the unbalanced parallel I/O caused by lossy scientific data

compression.

1.3 Conclusion and Discussion

In this dissertation, we have studied the optimization of performance and scalibity in the

cloud. Chapter 3 studies memory scaling in the cloud with hybrid method. We devel-

oped a performance-cost model that is driven by a lightweight analytic prediction ap-

proach through a compact representation of the memory footprint, as well as a meta-model

based prediction method using just-in-time migration mechanisms. Chapter 4 analyzes the

Kirchhoff-Based computationally-prohibitive problem. We proposed a high performance

deep learning method named HDK to conduct Kirchhoff law which can efficiently and

accurately detect abnormal values in electric area. Chapter 5 presents an accurate and effi-

cient emulating system to replay the execution of large-scale blockchain systems on tens of

thousands of nodes. Chapter 6 introduces the I/O imbalance caused by lossy compression

and the serious impact.

In chapter 3, we focus on developing a practical system tool for preventing OOM error
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while balancing the performance and cost trade-off for big data applications in the public

cloud rather than making theoretical contributions. The proposed memory scaling method-

ology is based on two scenarios: 1) when some information of memory footprints is known

a priori; 2) when the memory footprints is unknown in advance. Specifically, when the

memory footprint of an application is unknown a priori, the application can start with the

just-in-time application migration as it does not impose any assumption on memory foot-

print. After running a while, if a repeating pattern is detected in history memory footprints,

it can switch to the cost-ware exploitation of virtual memory approach for better cost-

effectiveness. The three main contributions is as following: (i) We develop analytic models

to predict applications’ performance and cost when various portions of virtual memory

are used in public clouds. As a result, users will know how, and by how much, virtual

memory will affect the overall performance and cost of their applications before actually

executing them. (ii) We propose multiple cost-effective approaches for preventing OOM

error in public clouds. Instead of periodically checkpointing memory states, the proposed

elevation-migration approaches incur only one batch of memory accesss when encounter-

ing memory depletion. (iii) We extensively evaluate the proposed techniques using bench-

marks and real-world applications. Experimental results demonstrate high effectiveness of

both techniques on AWS.

In chapter 4, we propose a new deep-learning-based approach to efficiently conduct

Kirchhoff analyses that are widely used in various engineering fields. The new approach

employs multiple techniques including early pruning of unqualified input data, paralleliza-

tion of forward labelling, data augmentation through random errors and dimension reduc-

tion, all of which collectively enable an efficient and accurate mechanism for large-scale

Kirchhoff analyses. We implement the proposed approach with the latest machine learning

framework and the parallel computing library, and evaluate it with real-world engineering

applications showing promising results.
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In chapter 5, we propose a very first blockchain emulator with both high accuracy and

high scalability. In contrast to Bitcoin-Simulator [39], BlockLite comprises a specific mod-

ule to execute real PoW workload and thus making it an emulator rather than a simula-

tor,supports fine-grained transaction management, and scales out to 20,000 nodes thanks

to its efficient network communications built upon distributed queues along with PoW pre-

processing that incurs negligible runtime overhead. Different than VIBES [86], BlockLite

is fully decentralized with no single point of failure or performance bottleneck. It should

be noted that even on a single node the decentralization philosophy of blockchains still

holds for a blockchain emulator because each user-level thread is now considered as an

individual node.

In chapter 6, we first characterize the skewness of three real world compressed scientific

data by studying three widely used data compressors. Then, we analyze the potential im-

pacts of the skewed compressed data on parallel I/O performance. Finally, we compare the

write time and write throughput under different use scenarios.
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CHAPTER 2

BACKGROUND AND RELATED WORK

This chapter provides some necessary general background knowledge and detailed related

work.

2.1 Memory Management in Cloud

Memory management in cloud computing recently draws plenty of research interests in

the community. One of the hot topics is predicting memory usage to prevent application

crashes or detect abnormality, and a common method is using time series. In particular,

Spinner et al. [85] proposed to predict the memory usage of applications on virtual machine

in a proactive manner using time series analysis (with a training period usually in terms of

days). Santosh Aditham et al. [69] applies LSTM recurrent neural networks for prediction

the memory usage as a part to prevent data attacks. Also, Lingxue Zhu et al. [87] were

motivated by recent Long Short Term Memory networks and successfully apply it to large-

scale time series anomaly detection at Uber. In contrast to aforementioned related work,

this dissertation for the first time combines checkpointing with time series.

To reduce cost, a rich literature focuses on the optimization of resource allocation and

cost-effectiveness for a cluster of cloud instances. In [54], authors proposed to recon-

figure the constituent instances serving the same workload with lower cost. More re-

cently, contracts-based resource sharing model [98] was proposed to save the cost. Some



9

works [50,96] focused on minimizing the cost of spot instances; Furthermore, some works [58]

showed that it is even possible to achieve both the high reliability of on-demand instances

and the low cost of spot instances on AWS using the proposed scheduling techniques. To

the best of our knowledge, this dissertation is the first work focusing on cost reduction for

memory-intensive applications using virtual memory technology.

Besides, much work has been focused on the modeling and scheduling part in resource

management. In [99], an automatic resource allocation model for scaling virtual machine

was developed; a similar work [44] on automatic leasing virtual machines was published

in the same year. In particular, in [100] authors proposed an autonomic and elastic re-

source scheduling framework was proposed; a scheduling algorithm based on Lyapunov

optimization was proposed in [84]. It should be noted that those techniques for better re-

source allocation are also applicable to other metrics in addition to cost, such as energy

consumption that is one of the most important research topics, such as [13]. While the

primary goal of this dissertation is to investigate new approaches to reduce the monetary

cost for memory-intensive applications, the reduced cost also implies reduced energy con-

sumption as a co-product.

In more sophisticated scenarios such as both Infrastructure-as-a-Service (IaaS) and Software-

as-a-Service (SaaS) being offered, a two-stage optimization model was developed in [93];

for hybrid clouds (i.e., applications deployed to both an on-premises cluster and a public

cloud), various techniques [36, 56] were proposed to minimize the overall cost; for cloud

federation (i.e., inter-cloud), various techniques [12,32,57] were developed to automate the

resource selection and configuration. Although in this dissertation we assume the under-

lying cloud infrastructure comes from a single cloud vendor (i.e., AWS), there is nothing

technical to prevent users from applying the proposed approach to multiple, heterogeneous

clouds.
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Many other domains (e.g., high-performance computing (HPC) [21,46,65], databases [91,

92], networking [95,102], big data systems [51,103]) are switching from conventional clus-

ter computing to cloud computing and minimizing the cost is also actively researched. Of

note, working set has been actively studied in HPC (e.g., [23,68]), which refers to the over-

all size of the program along with the initial and intermediate data to be held in (virtual)

memory. The techniques proposed by this dissertation, although mainly targeted on and

evaluated on public clouds, have the potential to be extended to apply to other domains as

well.

2.2 Optimizations of Kirchhoff-Based Analyses

The Kirchhoff law is one of the most widely used physical laws in many engineering princi-

ples, e.g., biomedical engineering, electrical engineering, and computer engineering. There

are two main challenges in solving a Kirchhoff-based system of nonlinear equations: (i) the

root of unknowns is not unique because the unknowns appear at the denominators of the

equations; (ii) the computation for finding the root takes a long, usually prohibitive, time.

Several studies in the literature proposed effective methods to optimize Kirchhoff-based

analyses. In [41], the MRFSPICE algorithm—a combination of the Metropolis and Be-

sag’s ICM (Iterated Conditional Modes) algorithms—was proposed for optimizing highly

nonlinear and non-continuous analog circuits using the Kirchoff law. In addition, based on

the Kirchhoff Law about an arbitrary sinusoidal steady-state circuit, a principle of dynamic

optimization method was adopted by Lin et al. in [63] to compute complicated alternating-

current circuit network. In [42], a simple transformation was proposed to efficiently obtain

the solutions of the autonomous Kirchhoff equation or system using the known solutions

of the corresponding local equation or system. Similarly, an iterative method was proposed
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in [29] for solving a nonlinear biharmonic equation following the Kirchhoff law. In [24],

an automated Satisfiability Modulo Theories (SMT)-based method was proposed for the

formal analysis of Switching Multi-Domain Linear Kirchhoff Networks (SMDLKN).

2.3 Blockchain and Blockchain Simulator

Blockchain is an enabler of many emerging decentralized applications in areas of cryp-

tocurrency, Internet of Things, smart healthcare, among many others. Several researches

on blockchain are being under focus among the distributed computing community apart

from the main stream blockchain systems like Bitcoin [15], Ethereum [33], and Hyper-

ledger [48]. In order to mitigate the bottleneck with the storage a blockchain framework

named Jupiter [43] is designed for mobile devices. Similarly, to alleviate storage bloating

problem another framework [28] is proposed based on Network Coded Distributed Storage.

To enable customization and enhancement in arbitrary scenarios Inkchain [49] is designed

that is built with the flavor of permissioned blockchain based on Hyperledger.

Reliability and security in order to maintain data integrity is being considered another

major concern for the distributed ledger technology. BigchainDB [14] is known to have

all the features from database (i.e., indexing, querying structured data) and the blockchain

properties (i.e., decentralization and immutability) while providing better fault tolerance.

To improve the security at the Transport layer, Certchain [22] is proposed. Smart contract

technology is leveraged in [45] to make sure the validity of data based on decentralized

privacy preserving search scheme. Similarly, 2LBC [8] is designed to manage the data

integrity in distributed systems based on leader rotation approach.
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Distributed data provenance [26, 27] has been another research attraction among the file

system and database communities. Most recently, a consensus protocol called proof-of-

reproducibility (PoR) [5] is crafted to manage distributed in-memory ledger for HPC sys-

tems in order to support scientific data provenance. For storage-level provenance several

I/O optimization techniques [26, 27] for file systems are proposed. There is also an emerg-

ing trend for conventional workloads, such as high-performance computing and network-

ing, to move to the cloud platforms [59, 60, 104, 106]. Various solutions [10, 71] are

designed for the improvement of provenance in database transactions.

Though, a recent work namely SimBlock [9] focuses to develop a blockchain network

simulator that supports changing node behavior on run time in order to investigate behavior

of nodes; to the best of our knowledge, this dissertation presents a blockchain framework

for the first time that supports emulation with very large scales of nodes in terms of user

level threads along with the plug-in facility of custom components (i.e., ad-hoc consensus

protocols) for domain specific applications.

2.3.1 Neural Networks for Engineering Applications

Neural networks have been found useful for a wide range of real-world engineering appli-

cations. For instance, in automobile applications, neural networks were used to provide

an accurate estimation of the remaining energy in high-capacity electric vehicle batteries.

Neural networks enabled rapid adaptation to battery nonlinearities as well as changes in

drivers and driving conditions that are difficult to model or characterize [89]. In the oilfield

services and equipment industry, Coveney et al. [25] utilized neural networks to predict

cement compositions, particle size distributions, and thickening-time curves from the dif-
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fuse reflectance infrared Fourier transform spectrum of neat cement powders. This, in turn,

allowed the estimation of cement quality and detected batch-to-batch variability in cement

reliably. In medical engineering, Lim et al. [62] employed neural networks to efficiently

and inexpensively screen large populations for diabetic retinopathy, which may lead to

blindness if left untreated. The efficiency and accuracy of the neural networks introduced

appropriate transformations that exploit general knowledge of the target classes. Similarly,

Nigam et al. [70] proposed a method for the automated detection of epileptic seizures from

electroencephalograms (EEG) signals using neural networks. The authors asserted that in

comparison to the manual approach, the application of neural networks significantly re-

duced the time required to analyze lengthy recordings.

Compared to the related work discussed above, this work falls in the category of lever-

aging neural networks (i.e., deep learning) to estimate the computationally-prohibitive so-

lutions to a complex system of nonlinear equations in the context of electrode arrays. Al-

though the idea of employing neural networks in electrode array is not new, this work rep-

resents the very first study on efficiently collecting, as opposed to simulating, the training

data at practical scales. In addition, this work applies various optimization techniques such

as parallelization, augmentation, and dimension reduction, to further improve the analysis

performance without compromising the accuracy. This work, thus, lays out the road to

widely adopting neural networks in real-world engineering applications at scale.

2.4 Unbalanced I/O in Lossy Compression

As the advancement of computational power has greatly out paced capacity and bandwidth

of I/O systems over the last decade, storing the whole scientific data has become infeasi-
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ble as it will be prohibitory expensive. To reduce the cost of I/O and speed up scientific

computations, using compression is a promising direction. Namely, scientific data are first

reduced using lossless or lossy compressor before transferring through the I/O systems.

Lossless compressors [35,38,47,76,107] offer the capability of compressing data and pre-

serving bit-wise identical information content in decompressed data. As scientific data

become increasingly large with the advancement of scientific simulations and experiments,

relative low compression ratios obtained though lossless compression can no longer sat-

isfy both the time and resource constrains in modern scientific computing. As not every

bit of the scientific data necessarily contributes to the useful information in data, lossy

compression is known as a more favorable approach for greatly reducing the cost of I/O.

Especially, to make sure important information contents are not lost during compression,

several lossy compressors for scientific data have been proposed with guaranteed error

control. For example, SZ [61] lossy compressor is built based on using multiple prediction

methods. ZFP [64] lossy compressor is built based block transformation. MGARD [1–4]

lossy compressor is built based on multilevel decomposition.

Based on compression techniques, many works has been focusing on applying compres-

sion to reduce the cost of I/O. For example, [97] proposes to use lossless compressors such

as LZO and BZip2 to reduce the amount of data transferred over the network. They build

I/O Forwarding Scalability Layer in the communication libraries so that the compression

and decompression are transparent to users’ applications. [108] proposes to use both loss-

less and lossy compressors to reduce the data movement cost between scientific simulation

code and in-situ analytics. Based on their evaluation, they propose an adaptive compression

service for the in-situ analytics middle-ware. [37] focuses on applying transparent compres-

sion between the computing and the storage systems. They build on-line decision system

that can predict whether to compress at runtime, allowing guaranteed QoS for the I/O sys-

tems. [80] proposes to adaptively applying compression at highly-compressible regions and
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perform direct I/O on less-compressible regions to optimize the overall I/O performance.

As lossy compression are continuing to evolve for achieving higher compression ratios, it

is anticipated that there will be higher disparity in terms of compressed sizes across regions

in scientific data. This could lead to even more unblanaced I/O workload, which results

inefficient I/O operations. However, very few existing studies have identified such issue or

proposed solutions to improve the I/O performance.
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CHAPTER 3

TOWARD COST-EFFECTIVE MEMORY SCALING IN CLOUDS: SYMBIOSIS

OF VIRTUAL AND PHYSICAL MEMORY

3.1 Introduction

Data intensive applications usually consume lots of memory, which can be quite expen-

sive if not carefully planned. More importantly, big data applications generate a highly

dynamic amount of intermediate data that needs to be persisted in memory for perfor-

mance. The OOM error in big data applications is often deemed as one of the most frus-

trating errors as it usually implies that the developers would need to spend a lot of time in

further splitting the already complex application with finer granularity, reconfiguring the

underlying big data system, redeploying the big data application, and recomputing many

time-consuming results. Despite all such efforts, the application is not guaranteed to work

without OOM errors—possibly making all the time and resource investment worthless.

Part of the challenge comes from the unpredictability of memory footprint when the input

data size changes. An intuitive solution would be to estimate the memory footprint based

on different input sizes, which, unfortunately, is also challenging because in the real world

the relationship between the two could be nonlinear in one of our more recent works [51].

The number of streamlines represents the input size for an Magnetic Resonance Imaging

(MRI) application detailed in [66].

One conventional way to scale memory is using operating system’s virtual memory (e.g.,

swap in Unix-like systems). Compared to scaling up physical memory (e.g., selecting a
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more powerful instance1), virtual memory usually yields degraded performance (thus po-

tentially longer running time and higher cost). Therefore, an effective way to determine

the performance and cost impact when using different amount of virtual memory is highly

desirable for users to make decisions. To quantitatively study the trade-off between per-

formance and cost caused by virtual memory, the first goal of this work aims at building a

performance-cost model that can accurately estimate the performance and cost using virtual

memory.

This chapter aims to answer the following research questions: how could we prevent

data-intensive applications from experiencing OOM errors while retaining high resource

utilization and low monetary cost. To this end, we propose two techniques, one building on

virtual memory of the operating system (OS) and the other inspired by statistical prediction

models aiming to eliminate the overhead of the conventional checkpoint-based mechanism.

To summarize, this dissertation focuses on developing a practical system tool for preventing

OOM error while balancing the performance and cost trade-off for big data applications in

the public cloud rather than making theoretical contributions. Specifically, we make the

following three main contributions.

(i) We develop analytic models to predict applications’ performance and cost when vari-

ous portions of virtual memory are used in public clouds. As a result, users will know how,

and by how much, virtual memory will affect the overall performance and cost of their

applications before actually executing them.

(ii) We propose multiple cost-effective approaches for preventing OOM error in pub-

1For memory-intensive applications, memory is the bottleneck, so a more powerful instance with better
other resources (e.g., CPU, networking) would not necessarily improve the runtime performance. In the ap-
plications studied in this dissertation, we observed less than 100% utilization in resources other than memory
capacity, such as CPU cycles and memory access bandwidth.
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lic clouds. Instead of periodically checkpointing memory states, the proposed elevation-

migration approaches incur only one batch of memory accesss when encountering memory

depletion.

(iii) We extensively evaluate the proposed techniques using benchmarks and real-world

applications. Experimental results demonstrate high effectiveness of both techniques on

AWS.

3.2 Cost-aware Exploitation of Virtual Memory

3.2.1 Overview

For applications whose memory footprint exceeds the available physical memory2, it is pos-

sible to extend the memory usage to the swap space (i.e., virtual memory) with expected

performance slowdown due to the data swap between the physical memory and the disk. In

theory, the entire hard disk drive can be used as virtual memory; in Unix-like systems, this

can be easily configured before the applications starts. Consequently, in theory, an applica-

tion would unlikely run into out-of-memory (OOM) errors as long as we simply extended

the virtual memory to the entire disk assuming the application’s data can be accommodated

by the disk size; but this might not be always practical because the performance overhead

could be prohibitive in the real world.

As a concrete example, we show that an MRI application’s performance on two different

2By “physical memory”, we do not exclude the memory allocation in a virtual machine; it is used in this
context only to differentiate the “virtual memory” or “swap space” used in Unix-like systems.
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Figure 3.1: Huge Overhead Introduced by Improper Use of Virtual Memory

(and extreme-case) setups of virtual memory in Figure 3.1. The application incurs a peak

memory usage of about 18 GB and completes in less than 500 seconds (red line) when the

machine is equipped with enough memory (i.e., swap portion P, defined by the occupied

swap size divided by occupied swap size plus occupied RAM size, is 0%). However,

when we specify a combination of 1 GB physical memory and a 18 GB swap space on

the machine (i.e., swap portion 18
19 > 94%), the same application’s total runtime exceeds

20,000 seconds. The red line is the real-time memory footprint when the application runs

on a 32GB-RAM machine; the orange and blue lines record the swap and physical memory

usages, respectively (on the 1GB-RAM 18GB-swap machine). However, the overall cost

on the 1GB-RAM 18GB-swap machine might be lower than running the application on a

32GB-RAM machine.

The key question is: if the users are willing to trade some time off to complete their jobs

on the current instances ( with enough swap space without OOM errors), what would the

monetary benefit and time overhead look like, quantitatively? That is, users would know

better about the distribution of cost-time correlations in the parameter space between the

two extreme-cases presented in Figure 3.1.
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3.2.2 Assumptions

We assume the swap space would be able to accommodate the application’s memory usage

at all times. This assumption is easy to satisfy in the real world, as the capacity of hard disk

drives is usually orders of magnitudes larger than physical memory. In addition, adding

more hard disk drives is usually one of the most economic upgrades if more swap space is

needed.

We also assume the swap portion is known in advance (we address the swap portion

unknown scenario in Section 3.3). In many areas such high-performance computing and

Mapreduce-like workloads, swap access-patterns including memory footprint are well stud-

ied (e.g., approaches including profiling an sample run on a subset of input data). Therefore,

as long as the hardware specification of the machines is determined, it is easy to calculate

the swap portion based on the physical memory capacity and the application’s swap access

patterns.

The last assumption is that the pricing of different instance types is fixed. Indeed, there

are cases where instance prices are versatile (e.g., AWS’s spot instances), but we do not

consider those scenarios in our models because they are highly dependent on the non-

technical contexts such business models that are beyond the scope of this dissertation.

3.2.3 Methodology

We aim to develop models that characterize the interconnection between applications’ per-

formance and instances’ swap portion (i.e., “swapness”) under various instance types with
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Figure 3.2: Overview of Cost-Aware Exploitation of Virtual Memory Approach

different memory capacities. The overview of just-in-time application migration approach

is shown in Figure3.2. The approach needs both application’s memory footprints and the

information of the instance as inputs, and outputs Slowdown vs. Swapness. The models are

crafted for specific memory sizes for two reasons: First, they will achieve higher accuracy

than a single global model applied to all memory capacities; Second, most cloud vendors

offer a limited number of instance types regarding memory capacities.

To study the correlation between performance slowdown and swap portion in normal

running conditions, we start with measuring the swap-introduced slowdown in one of the

most widely used matrix operations: matrix initialization. We chose this application as

the baseline benchmark because of its representative, i.e., uniform, access to the (virtual)

memory. Specifically, a 17,000 × 17,000 two-dimensional matrix is initialized with ran-

dom integer values, which incurs about 18 GB peak memory usage. The test bed is an AWS

t2.medium instance with 4 GB memory. The benchmark application is decomposed into

various phases according to their memory usages, while the end-to-end execution times of

each phases are recorded with the corresponding swap portion. For data-intensive applica-

tions, recording all the information on swap portions at a fine granularity is both space- and

time-consuming. To address that, we apply cumulative density functions (CDF) to com-
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Figure 3.3: Slowdown vs. Swapness with 4GB-RAM Physical Memory

press the numbers and sizes of those records rather than storing all data points in their raw

format.

As shown in Figure 3.3, the benchmark exhibits a strong exponential curve between the

slowdown and the swapness. Although this is the trend exhibited with 4GB physical mem-

ory, similar trends are indeed observed with other memory capacities (we will discuss more

when evaluating the system in Section 5.4). In theory, a higher proportion of swap space

should imply a super-linear increase in swap access cost if the replacement policy is least-

recently-used (LRU) [105]. As a result, the skeleton of the model we chose to fit is expo-

nential in the following form:

S = α · eβ·x + θ, (3.1)

where S is the performance slowdown, e is Euler’s number, x is the swapness, and (α, β, θ)

are coefficients to be determined during the model fitting.

The following illustrates how we fit the model for performance slowdown and swap por-

tion. We segment the benchmark’s execution into pieces with different swap portions at
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runtime. For each swap proportion (i.e., swapness), we maintain a bucket to store the

number of pieces falling into the bucket to save space (i.e., a cumulative density function,

CDF). We applied binary searches on each of the coefficients in the model and determine

them when the overall error is minimal. The resultant model is:

f (x) = (3.09E − 13) · e44.21x + 0.35 (3.2)

Because of the fluctuations exhibited by Figure 3.3, we also provide confidence intervals

(maximum and minimum) as follows:

fmax(x) = (1.16E − 10) · e36.34x + 13.33 (3.3)

fmin(x) = (4.48E − 11) · e34.89x + 0.075 (3.4)

The fmax models a subset of the benchmark data points landing on the top-left edge, while

the fmin models the subset of the benchmark data points landing on the bottom-right edge.

We will be using the above models to predict more real-world applications and report its

accuracy and more importantly, the correlation between the overall monetary cost and the

performance, in Section 5.4.
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3.3 Just-in-Time Application Migration

3.3.1 Overview

There are various reasons why users decide not to use swap space for out-of-memory errors.

For instance, the applications might be highly memory access-intensive and using swap,

even by a very small portion, would slow the application down by orders of magnitude. As

another example, the application’s memory footprint and memory access patterns are not

well studied, then the techniques proposed in Section 3.2 are not applicable.

The question now becomes: Without introducing swap, how could we reduce the overall

monetary cost in face of memory depletion? Obviously, the risk of encountering memory

errors would become the lowest if users started with the most powerful (and, expensive)

instance to run the applications; doing so implies, however, the highest chance of underuti-

lization of the memory resources and consequently incurs unnecessary monetary cost. One

heuristic approach would be starting with the cheapest instances and then migrate the appli-

cation to a larger instance when memory is depleted, which means additional performance

overhead from periodical checkpointing and relaunching virtual machines.

Recall the significant overhead of checkpointing as shown in Figure ??. Ideally, the

migration should occur when only absolutely necessary as it may introduce performance

degradation such as starting and warm up the memory of the new instance, transferring

the data from old instance to new instance, i.e., at the point just before the memory er-

rors out, what we called just-in-time application migration in the following discussion.

The terminology is inspired by the well-known compiler technique “just-in-time compi-
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lation,” meaning that the source code is only compiled at runtime rather than prior to the

execution—one of the unique features in functional programming languages like Lisp. It

is worth to point out that here we focus on predicting “when” to do migration instead of

“how” to do migration, so any live migration is compliment arty to our approach proposed

in this section.

3.3.2 Assumptions

We assume the application is migrated between different instance types without physical

data movements. This is not true in conventional clusters but very common in cloud ven-

dors, for example in AWS the current instance can be shut down with saved status (i.e.,

snapshot) and then get restarted with larger memory capacity allocated along with other

possible upgrades. Microsoft Azure and IBM BlueMix provide similar functionalities.

Note that, in conventional cluster computing, a failed node’s data are first checkpointed

from memory to disk and then transferred to a healthy node, usually incurring a higher

overhead.

Another assumption is that swap is completely excluded. That is, the swap portion in

the remainder of this section is 0%. Indeed, there is nothing preventing us to combine the

models in Section 3.2 and what we will discuss in this section, meaning that swapness can

be between 1% and 100% in the real world. In practice, both approaches work with SWAP.

It is also worth to note that our experimental results show that even with SWAP on, OMM

can happen if the memory demand is much larger than the RAM capacity. However, this

section will focus on only the techniques of just-in-time application migration, which is

isolated from others so we know how, and by how much, just-in-time application migration
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Figure 3.4: Overview of Just-In-Time Application Migration Approach

Figure 3.5: Memory Footprint of MRI

can facilitate the cost reduction.

3.3.3 Methodology

Since we plan not to apply periodical checkpointing, the key challenge is how to accurately

predict when the memory will error out. Our approach considers both statistical models and

the hint extracted from the application. The overview of the approach is shown in Figure

3.4. Specifically, our approach takes multiple fitting models (e.g., polynomial, exponential)
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and looks back different numbers of data points (i.e., history depending on certain decay

functions). Conventional models simply look back a certain number of data points, apply

regression to achieve the least aggregate errors, and calculate a future data point; In con-

trast, our approach considers those fitting models as inputs and takes the application’s own

traits extracted from profiling a small portion of execution as another input, both of which

constitute a higher-level of model that we call Meta-Model (MM). That is, the meta-model

we propose is not only fit by the existing data but also correlated to the application’s sample

runs. Figure 3.5 shows the memory footprint of MRI over time when running on a 32G

memory instance. There are 5 similar shaped repeated patterns highlighted with boxes and

we call the repeated pattern as trait. As the the application running, the trait becomes bigger

in terms of memory footprint and time span. Therefore, by modeling the size of the traits,

we can predict future traits’ memory footprint and time span. Assume we use f1 and f2

representing the scale of application’s traits, f3 representing the position of the traits, we

can derive a quadratic model as following:

MM(x) = f1 · x2 + f2 · x + f3 (3.5)

where the vector F⃗ = [ f1, f2, f3] represents the relation between the coefficient and the

adjusted impact to the application. In the simplest form, F⃗ can be a linear transformation

according to the swap access patterns we can observe from profiling a subset of sampled

data points. In other words, our model extends the conventional fitting approaches by

generalizing those constant coefficients into additional function that characterizes the ap-

plication’s own information.

After calculating the prediction values of multiple meta-models, we compute the prob-
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ability of memory crash. The checkpoint and migration is triggered when 90% of RAM

capacity is reached to offset the prediction error. If the probability falls below a threshold,

the application will be paused and ready to be migrated to another instance (with larger

memory capacity). Also, we adjust the aggressiveness of prediction algorithm based on the

immediate history RAM usage and thus can avoid the accumulation of the errors. Specifi-

cally, if the predicted memory value is smaller than the measured value, we will make our

prediction algorithm more aggressive. An alternative approach is to run a vote from all the

participating meta-models and the majority wins (either continue with the current instance

or migrate to a larger one).

If the system decides (or, predicts) that a memory crash is to occur, the application will

be migrated to the least expensive instance type that has larger memory capacity than the

current running instance. The reasoning is that in most public cloud vendors, the memory

capacity roughly follows an exponential pattern (i.e., 2 GB, 4 GB, 8 GB, and so forth). Our

protocol is conservative and hopes that doubling the memory capacity could satisfy the

application’s memory requirement. A more aggressive protocol is possible, for example

instead of increasing 2× memory size we can multiple 3, 4, or even larger factors. In

practice, doing so would imply missing some intermediate instance types. This dissertation

will only discuss the scenarios where all the instances are strictly ordered by the memory

capacity. Finding out the optimal factor of multiplying memory capacity is an interesting

question and might be addressed in our future work.
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3.4 Evaluation

3.4.1 Experimental Setup

All experiments are carried out on AWS [7]. The instances for various memory capacities

and prices are listed in Table 4.1. We implement our models using Python and Shell scripts.

The source code is available at the project website: https://www.cse.unr.edu/hpdic/proj/cme.

Table 3.1
AWS instances used for evaluation

Instance Name Memory Capacity (GB) Price (US$ per Hour)
t2.medium 4 0.0464
t2.large 8 0.0928
t2.xlarge 16 0.1856
t2.2xlarge 32 0.3712

We evaluated the proposed techniques with three real-world applications. The first appli-

cation is an MRI image processing scientific application from [66]. The second application

is a data mining application on taxi’s location data from Didi Inc described at [30]. The

third application is a common numerical application on adding dense matrices extracted

from the popular Python library Numpy [75].

3.4.2 Cost-aware Exploitation of Virtual Memory

The goal of this section is two-fold: a) demonstrating the accuracy of the proposed per-

formance model with various real-world applications; b) reporting quantitative monetary

benefit (and the compromise made on performance) when different portions of swap space

are taken into account. All the experiments were carried out with 4GB-RAM instances on

https://www.cse.unr.edu/hpdic/proj/cme
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AWS (i.e., t2.medium).

Figure 3.6: Swap model for
MRI [66]

Figure 3.7: Swap model for
Didi [30]

Figure 3.8: Swap model for Ad-
dMatrix [75]

Figure 3.6 shows the slowdown of the MRI application when swap portion is between 0.1

and 0.8. We do see some fluctuations in the real slowdown, which is expected as arbitrary

(e.g., not LRU) memory-access patterns occur in this application. However, the trend still

follows an exponential curve in the big picture. More importantly, all data points fall into

the ranges (i.e., the gray shadow) of the model, indicating a high accuracy of the proposed

model. To quantify that, we apply the Pearson correlation coefficient (PCC) defined as:

PCC =
Σn

i=1(xi − x)(yi − y)√
Σn

i=1(xi − x)2
√
Σn

i=1(yi − y)2
(3.6)

where n indicates the total number of data points, xi and yi indicate the real data and

modeled data, and x and y indicate the mean of each data series. The correlation of the real

data points and our model is extremely strong, as the PCC turns out to be 0.994.

Similarly, Figure 3.7 shows the slowdown of the data mining application and the swap

portion is between 0.55 and 0.8. The portion range is different from the first application

because this one is more memory-hungry (or, more memory-intensive); that is why the

swap space starts to kick in directly from the 0.55—more than half of the memory is “vir-

tual”. Because of the memory-hungry nature of this application, we observe even more

fluctuations than the MRI application. But again, most of the real data points fall into the
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Figure 3.9: Execution time normalized to the 32G-RAM machine

prediction intervals (i.e., the gray shadow) and the PCC of this application is also extremely

high: 0.988.

Lastly, Figure 3.8 shows the slowdown of the matrix adding application and the swap

portion is between 0.1 and 0.8. This application exhibits a similar pattern as MRI; the PCC

coefficient is also extremely high: 0.991.

Figure 3.10 compares the cost predicted by the proposed model and the real cost on the

4GB-RAM instance, both of which normalized to the cost on the 32GB-RAM instance that

provides enough physical memory for both applications (the peak of real memory footprint

is about 18 GB). Since in all cases the application is not migrated between instances, the

cost is the same in terms of both execution time and monetary cost. We can see that the

cost predicted by our model is highly accurate: The error rates are: Didi 4%, MRI 1%,

and AddMatrix 3%. The figure also shows that using swap does not guarantee reduced

cost: the cost of the Didi application using swap is increased by more than 158%, for MRI

the cost is reduced by 50%, and the cost for AddMatrix is increased by 47%. The root

cause of these results is that the Didi application is highly memory-intensive, meaning that

introducing swap on a memory-restrained instance will likely incur much more running

time outweighing the benefit of the cheaper per-hour price. The findings, in fact, prove

the effectiveness of our model: our model can tell, in a very high accuracy, that whether
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Figure 3.10: Monetary cost normalized to the 32G-RAM machine

applying swap on a memory-constrained and inexpensive instance would result in higher

or lower total cost.

We also report the execution time for all three applications in Figure 3.9. We observe

an order of magnitude higher time cost for both Didi and AddMatrix, which is partially

attributed to their I/O intensiveness between swap and physical memory and therefore cause

the overall monetary cost exceeding the baseline case. What is more interesting, however,

is the MRI application. The MRI results make a strong case for trading off performance

for cost: by compromising 4X running time the overall cost can be reduced to half. This

is exactly the point of the first contribution of this dissertation—allowing users to make

compromise between time and cost.

3.4.3 Just-in-Time Application Migration

This section answers the following questions using real-world applications: a) illustrat-

ing the real-time performance for applications continuously deployed to a series of cloud

instances in an increasing order of memory capacities (application migrates to another in-

stance when the current one’s memory is to be depleted); b) reporting the quantitative
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(a) Stage 1 (4GB-RAM) (b) Stage 2 (8GB-RAM)

(c) Stage 3 (16GB-RAM) (d) Stage 4 (32GB-RAM)

Figure 3.11: Memory elevation after migrating applications

monetary benefit when applying the proposed techniques of predicting memory footprint

and elevating memory capacity.

Figure 3.11 shows the MRI application’s memory footprint over its entire course using

our prediction-elevation approach. The lifespan of the application comprises four stages

on four instance types: 4GB-, 8GB-, 16GB-, and 32GB-RAM instances, as shown in sub-

figures. For each stage, we plot the true values and the predicted values using the approach

we discussed in Section 3.3. As we can see, our predicted values are highly accurate for

most of time, except that at around 50 seconds the predicted value is noticeable lower than

the true value. The reason for that is because the application just completed a memory-
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Figure 3.12: Cost comparison (normalized to the 32GB-RAM machine)

Figure 3.13: Time comparison (normalized to the 32GB-RAM machine)

intensive iteration and the system is busy with memory recycling (i.e., garbage collection).

We will further fine-tune our model by considering such corner scenarios in our future

work.

Figure 3.12 illustrates the overall costs at various stages normalized to the baseline cost

(we did not show the 32GB-RAM comparison since they all incur the same cost). We can

see that for all types of instances, our proposed approach incurs the least cost—significantly

cheaper than both the checkpoint approach and the baseline with all physical memory al-

located. Specifically, our approach costs only 12% of the baseline approach at 4GB-RAM

instances, and 33% and 60% on 8GB-RAM and 16GB-RAM instances, respectively. The

optimal-checkpointing approach is also cheaper than the baseline but more expensive than

our proposed approach: 14% (vs. 13%), 53% (vs. 33%), and 90% (vs. 61%) on the

above instances. Overall, our approach takes only 35% of the baseline cost and 66% of the

optimal-checkpointing approach.
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Indeed, the saved cost does require more running time, and Figure 3.13 reports the time

overhead on each type of instances normalized to the baseline running time. Again, we did

not report the 32GB-RAM case since the numbers would look exactly the same. We can see

that for each instance type, the proposed approach does not incur as significant overhead

as the optimal-checkpoint does. For the first three stages, the proposed approach takes 3%,

34%, and 22% more time than the baseline while the optimal-checkpointing approach takes

much more: 13%, 110%, and 80%. Taking all together, the time overhead of the proposed

prediction-elevation approach is only 22% but saves 65% cost comparing to the baseline.

3.5 Summary

This dissertation presents two techniques to help deploy big data applications with dy-

namic and intensive memory footprint on cloud-based big data systems with low monetary

cost. The first approach assumes the users are well aware of the application’s swap access

patterns such as uniform access, and the proposed performance-cost model can accurately

predict how, and by how much, virtual memory size would slow down the application

and consequently, impact the overall monetary cost.The second approach removes the as-

sumption of a priori memory access patterns by proposing a lightweight memory usage

prediction methodology. The key idea is to eliminate the periodical checkpointing and

migrate the application only when the predicted memory usage exceeds the physical allo-

cation of the big data systems based on dynamic meta-models adjusted by the application’s

own traits. Taking both techniques together, this work covers a wide spectrum of big data

applications regarding the trade-off between performance and cost using both virtual and

physical memory scaling approaches.
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CHAPTER 4

HDK: TOWARD HIGH-PERFORMANCE DEEP-LEARNING-BASED

KIRCHHOFF ANALYSIS

4.1 Introduction

In various disciplines such as medical engineering and healthcare devices, scientists can

only measure the end-to-end electrical resistance values that are derived from the com-

plex, nonlinear transformation of individual resistances [73]. Nonetheless, the objective of

many domain-specific applications is to find intrinsic resistance values, and the orthodox

approach is to solve the system of large numbers of nonlinear equations formed according

to the Kirchhoff law [53].

Solving a Kirchhoff-based system of nonlinear equations poses two technical challenges:

(i) the root of unknowns is not unique because the unknowns appear at the denominators of

the equations; (ii) the computation for finding the root takes a long, sometimes prohibitive,

time. For instance, Niu et al. [72] reported that forming the Kirchhoff equations would take

hundreds of days even for a small-scale 40 × 40 electrode array. Although [72] presented

an algorithm to reduce the number of equations from exponential to polynomial, how to

efficiently solve them remains an open challenge to both the biomedical engineering and

parallel computing communities.

Inspired by the recent advances in deep learning (DL), researchers started to seek non-

analytic paradigms to estimate the solution, e.g., training a convolutional neural network



38

(CNN) to accurately predict the unknown resistor distribution in an electrode array [88].

This approach demonstrated to be an effective means to “learn” the nonlinear function

between inputs and outputs, as the error rate is reported as low as 0.49%.

However, before the CNN-based approach can be practically adopted, one critical issue

concerning performance must be addressed. Specifically, the CNN-based approach [88]

simply simulates the input and output data for the neural network, assuming the training

set is known a priori, which is not the case in the real world. In fact, it is one of the most

challenging problems to efficiently obtain the training data set for an electrode array due

to the computational complexity of Kirchhoff nonlinear equations. As shown by Niu et

al. [72], a commodity workstation took less than one minute to generate all the nonlinear

equations for a 20×20 electrode array, but then the time increased to more than four hours

for a 100×100 electrode array—prohibitively slow in the practice. This is partly why in [88]

authors simulated tens of thousands of training data and tested it on a small-scale 16 × 15

electrode array1. The slow performance has significantly hindered CNN-based Kirchhoff

analysis from being broadly adopted in real-world applications.

To overcome the above challenges, this dissertation proposes a high-performance DL-

based method for Kirchhoff analysis, namely HDK. HDK employs two specific techniques

to improve the performance of DL-based Kirchhoff analysis: (i) early pruning of unqual-

ified candidate inputs and (ii) parallelization of forward labelling. To retain the high ac-

curacy of the DL models, HDK also introduces random errors to augment the training set

and at the same time applies dimension reduction to the original data. Collectively, the

aforementioned techniques reduce the analytical time from hours to 15 minutes.

1In literature, an electrode array can be organized in a ring or a grid topology. Of note, in [88], the array is
organized as a 16-electrode ring, which is equivalent to a 16 × 15 two-dimensional array referred to by [72].
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(a) Electrode array with n = 3 (b) Converted vertex-based topology (for one path)

Figure 4.1: A 3 × 3 electrode array, where each of the 18 vertices follows the Kirchhoff law.

4.2 Problem Formulation

Formally, let vector Z⃗ represent the set of measured values, the goal is to find the vector R⃗

that satisfies Z⃗ = K(R⃗), where K(·) indicates the Kirchhoff law. The Kirchhoff law states

that the aggregation of the incoming current flows must be equal to the aggregation of the

outgoing ones. The law must be applied to each joint on an electronic device, therefore

usually comprising a system of equations, which is why the constraints are represented by

vectors.

To make matters more concrete, we exemplify Z⃗ = K(R⃗) in a 3 × 3 electrode array, as

shown in Figure 4.1a. One set of axes (A, B, and C) are interconnected to another set

(I, II, and III) on nine resistances: R11, · · · ,R33. In scientific experiments, we could only

measure the resistant values from the endpoints, indicated by Zi j’s. For instance, ZB,II is

the measured resistance value between axis B and axis II. An equivalent, vertex-oriented

topology can be achieved; Figure 4.1b shows the converted topology for a specific path

between the axis A (i.e., i = 1) and axis I (i.e., j = 1). The actual voltage will not matter as

the measurement is all on the resistances; for the sake of simplicity, we assume the source

voltage is 1 volt, and the end (ground) voltage is 0 volt, as indicated in Figure 4.1b. Let
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Ri j indicate the resistance on the i-th x-axis and the j-th y-axis. Without loss of generality,

the end-to-end measured resistance on the first x-axis and the first y-axis must satisfy the

following system of equations as per the Kirchhoff law:



1−U1
R21
= U1−U2

R22
+ U1−U4

R23

U2
R12
= U1−U2

R22
+ U3−U2

R32

1−U1
R31
= U3−U2

R32
+ U3−U4

R33

U4
R13
= U1−U4

R23
+ U3−U4

R33

1
Z11
= 1

R11
+ U2

R12
+ U4

R13

(4.1)

where Uk (k ∈ {1, 2, 3, 4}) indicates one of intermediate voltages at joints, as illustrated in

Figure 4.1b. The first four equations represent the four Kirchhoff constraints, and the last

equation calculates the composite resistance between i = 1 and j = 1.

In practice, only Z’s can be measured, and all U’s and R’s are unknowns. Although our

goal is to find R values, voltage values U’s have to be found as well. Note that Equation 4.1

speaks of the relation between a single pair of i = 1 and y = 1 only. The entire network

would have nine systems of nonlinear equations in the form of Equation 4.1, making the

total number of constraints equals 45. Also, note that in each equation we have four un-

known U’s, and there are nine unknown R’s shared by all nine equations. Therefore, there

are a total of 45 unknowns as well. That is, we have the same number of unknowns and

constraints—a well-defined system of equations to solve. In a more general sense, there

are n2(2n − 1) constraints and n2(2n − 1) unknowns for a given n × n electrode array.

However, the problem is proven ill-posed, meaning that the unknown variables cannot

be uniquely and stably reconstructed from measurements alone [11]. If we look closer at
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the unknowns in Equation 4.1, the majority comes from the voltages, i.e., n2(2n − 2) of

U’s, and only a small fraction of them are R’s: n2; unfortunately, such a small fraction of

R’s (i.e., 1
2n−1 ) are the root cause of the technical challenge because they all appear in the

denominators, which makes the entire system of equations nonlinear. The problem then

becomes ill-posed because:

• Non-uniqueness of Root. According to the rank of an augmented matrix, we could

determine whether a system of linear equations has no root, a unique root, or infinite

numbers of roots. For a system of nonlinear equations like Equation 4.1, we know

there must be at least one root because they follow the physical Kirchhoff law. Lit-

erature [82] shows that there exist ways to find all possible roots; and yet, in this

application, there should be only one real root, and we have no computational means

to verify whether the found root is the real one.

• Computational Complexity. Unlike a system of linear equations, most algorithms

for solving nonlinear equations are problem-dependent and a lot more complicated.

Literature [72] shows that solving a system of nonlinear equations derived from a

20 × 20 electrode array takes more than five hours. In addition, the time-scale trend

follows an exponential pattern: the solving procedure takes about 10 seconds for a

10 × 10 electrode array. Note that, in practice, the scale is much larger than 20; our

device prototype is 64×64. The computation time increases 2,000 times from n = 10

to n = 20, and will not be acceptable at n = 64.
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4.3 Methodology

4.3.1 Early Pruning: Upper-Bound of Input Parameters

In theory, the input data Rs can be arbitrary, although the values are usually within a specific

range depending on the applications. That is, the parameter space of Rs is infinite: any

positive real numbers are eligible. How to select a meaningful input data range remains an

open problem. What we need here is to prune off the impossible candidates, in the context

of electrode arrays, before selecting the training data set Rs. We thus must explore the

intrinsic properties embedded in this specific engineering application. In the remainder of

this section, we will pursue an analytical model for estimating the input Rs’ range derived

from the measured Z values.

To start with, we introduce a set of parameters, which constructs a parameterized model

for the topology shown in Figure 4.1b. Instead of having a 3 × 3 array, we assume the

dimension n is sufficiently large for practical usages, e.g., n = 64 in our prototype device. It

follows that there are (n−1) horizontal paths between a starting and ending endpoints. Each

of these horizontal paths comprises three resistors with two distinct voltages in between,

namely Uk
le f t and Uk

right, where k (1 ≤ k ≤ n − 1) indicates the path index, le f t indicates the

left voltage and right indicates the right voltage (assuming the current flows from left to

right). It should be clear that the three resistors on those (n− 1) have nothing to do with the

dimension of the sample 3 × 3 electrode array: all these paths would have three resistors

anyways regardless of the dimension n [72]. In addition to the horizontal paths, there are

(n − 2) “cross” paths starting from each Uk
le f t.
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If we look closely at the topology from endpoint i to endpoint j in Figure 4.1b, the current

at U1 is diluted into two currents toward R22 and R23. On the other hand, the current at U2

is aggregated from currents through R22 and R32. Therefore, we observe a distributive and

symmetric divide-and-conquer workflow in this engineering application. If we assume, for

the sake of analysis simplicity, the resistors follow a uniform distribution in a general n× n

electrode array, then the current must satisfy the following

Iik = (n − 1) · Ikk = Ik j (4.2)

where we denote the start point as i, end point as j, and Iik as the current between i and

Uk
le f t. According to Ohm law, it follows that

Uk
right = (n − 1) · (Uk

le f t − Uk
right) (4.3)

Consequently, if n is sufficiently large in practice, we then have Uk
le f t ≈ Uk

right. An important

implication is then the resistors between both intermediate voltage points are computation-

ally negligible. Formally, we have

lim
n→∞

Rkk = 0 (4.4)

for a current topology from i to j where k ̸= i and k ̸= j. It should be clear that this

conclusion is for the computation between a specific pair of endpoints; it does not imply

the physical resistor is cut down to zero at large scales.

Equation 4.4 lays out a cornerstone for further analysis of the targeting parameter space.

With Equation 4.4, we could safely eliminate all the Rs in the intermediate positions, i.e.,

those that are not adjacent to either endpoint. Back to the example in Figure 4.1b, it means
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that we can remove R22, R23, R32, and R33 when we compute the current from i = 1 to

j = 1. It follows that the simplified topology now has only n horizontal paths: the top one

comprises a single Ri j, and each of the remaining (n − 1) horizontal paths comprises two

resistors Rik and Rk j. It follows that, again, if we assume a uniform distribution of R, then

according to the Kirchhoff law between endpoints i and j:

1
Z
=

1
R
+ (n − 1) ·

1
2R

(4.5)

or,

R =
n + 1

2
· Z (4.6)

Therefore, we can pick the training data Rs in the range of
(
0, (n+1)·Z

2

]
, where Z is the mea-

sured value and n is the array size.

4.3.2 Parallel Forward Labelling

We propose to label the data set in the forward direction, which is parallelized with multiple

processes. Conventionally, if we have a general relationship K(·) between R⃗ and Z⃗ s.t.

R⃗ = K(Z⃗) where Z⃗ is the set of measured values and R⃗ is the set of unknown individual

resistances, then we must have obtained the R⃗ calculated from K(·) along with the Z⃗. As

discussed above, K(·) is prohibitively expensive to calculate. Therefore, we ask: can we

obtain both R⃗ and Z⃗ through the inverse function of K(·), namely K′(·), such that:

∀r ∈ R⃗ : z = K′(r) iff r = K(z) (4.7)
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and we hope that the inverse function K′(·) is significantly easier to solve than K(·). This is

known as a forward problem.

If we reexamine Equation 4.1, the inverse function Z⃗ = K′(R⃗) consists of only one un-

known in the denominator: Z11. In fact, we could solve all the unknown U’s in the first

four equations and calculate Z11 trivially. In other words, the inverse function K′(·) can be

built by solving n2 systems, each of which comprises (2n− 2) linear equations and (2n− 2)

unknowns. This is the simplest form for solving systems of equations: all unknown co-

efficients are linear, and the number of unknowns is equal to the number of equations.

Therefore, a much simpler (inverse) function becomes available for generating the training

set.

With a linear number of unknowns and the new topology, our next optimization is to par-

allelize the axis-oriented Kirchhoff equations. There are n2 possible end-to-end measured

resistance values from an n × n electrode array. Even if we have reduced the number of

equations from n2 to 2n − 2, there are still a total of 2n2(n − 1) equations from the entire

array—we hope that parallelization could significantly reduce the time for processing these

many equations.

The key challenge is how to isolate the shared z-axes between different paths across pair-

wise endpoints, such that these paths can be calculated in parallel. Although each z-axis

is touched by a single x- and y-axis, respectively, when those unknowns are boiled down

to the Kirchhoff equations, all of the unknowns are interconnected and cannot be trivially

parallelized.

Our approach to parallelizing the Kirchhoff equations is to leverage an essential property

of circuits: as long as the voltage and underlying individual resistance are kept unchanged,
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the measured end-to-end resistance and circuits value are also unchanged. That is to say,

regardless of how many times we measure the network, the results should be the same;

it does not matter whether we measure all the n2 end-to-end resistance values at once or

n2 times—basically one single pair of (i, j) each time, 1 ≤ i, j ≤ n. Therefore, we could

parallelize the 2n2(n − 1) equations along with the combinations of x- and y-axis. Indeed,

this parallelization is still somewhat coarse-grained: we can parallelize the n2 factor and

each thread still needs to process (2n − 2) equations. In practice, however, n2 could be a

fairly large number and implies a high degree of parallelism. Take our device prototype

for example again where n = 64, the proposed approach can be parallelized by up to

4,096 threads. Although linear scalability is unlikely in practice due to various overhead,

n2 threads imply strong parallelism; we will report quantitative results in the evaluation

section when we apply the message passing interface (MPI) to the equations.

4.3.3 Augmentation through Random Errors

In real-world engineering applications, measurement errors are the norm to exist. To take

this factor into account, we employ a procedure to randomized the Z⃗’s when we train the

model. Another benefit of doing so is the fast augmentation of the training set. As discussed

before, the training set is parallelly generated from the inverse calculation based on the

Kirchhoff law. Nevertheless, it still takes tens of minutes to find a single mapping between

a 64 × 64 R⃗ and Z⃗, as we will see in the evaluation section.

One tricky question for taking this approach is how much randomization should be ap-

plied. In this context, the degree of randomization is two-fold: (i) for a single element,

what is the upper and lower bound of the randomized input and output; and (ii) how many
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new inputs and outputs should be generated from the randomization. In engineering appli-

cations, 5% errors are usually acceptable; we control all the randomized data within 1%

of the exact values from Equation 4.1. From the application’s perspective, there is no hard

requirement over the number of new inputs and outputs. However, the number of extended

mappings between R⃗ and Z⃗ might significantly influence the model accuracy, as we will

see in the evaluation.

4.3.4 Dimension Reduction

One common challenge in data analysis of real-world engineering applications lies in the

high dimension. For instance, the electrode arrays from our wet lab are 64× 64, totaling in

4,096 dimensions. Instead of directly training over these 4,096 features, we apply principal

component analysis (PCA) to the measurements and hope to improve the accuracy of the

model.

The critical question in the proposed approach is how many dimensions we want to reduce

the original data. In theory, the dimensions should be collectively tuned by both PCA and

DL models. That is, the PCA should remain much information (usually 95+%) with a

small subset of dimensions and at the same time, such a small set of dimensions result in a

few neurons in the DL model leading to high accuracy in predicting the intrinsic resistance

values R’s. We will experimentally show that the optimal choice of the reduced dimensions

will be application-dependent, and usually resides close to the point where less than 1% –

5% information is lost from the PCA.
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4.4 Evaluation

4.4.1 System Implementation

We have implemented the proposed method, mainly with Python and MPI, and released

the source code hosted at Github: https://github.com/hpdic/HDK_On_Electrode_

Arrays.

4.4.2 Experimental Setup

4.4.2.1 Test Bed

Our experiments are primarily carried out on the Amazon Web Services (AWS). Table 4.1

lists the instance types for the evaluation. For the parallel forward labelling experiment, we

use both of the t2.2xlarge and the c5.18xlarge instances. For model training, we use only

the t2.2xlarge instance. All instances are installed with Ubuntu 18.04, Anaconda 2019.3,

Python 3.7, NumPy 1.15.4, SciPy 0.17.0, mpi4py v2.0.0, and mpich2 v1.4.1.

Table 4.1
AWS instances used for evaluation.

Instance CPU Memory
t2.2xlarge Intel Xeon E5-2686 32 GB
c5.18xlarge Intel Xeon Platinum 8124M 144 GB

https://github.com/hpdic/HDK_On_Electrode_Arrays
https://github.com/hpdic/HDK_On_Electrode_Arrays
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4.4.2.2 Data Sets and Baseline Systems

We evaluate the proposed approach using two data sets. Both data sets are collected from

our wet lab with measured Zs using 64 × 64 electrode arrays. The core data set comprises

100 data points, which are augmented into 1,400 data points through up-to-1% random

errors.

According to Equation 4.6, the input Rs should be in the range of 64+1
2 = 32.5× of the

measured Zs. We name the first data set as cell medium, representing the estimated original

range of data in a biological experiment. Specifically, the cell medium data set has its

R’s about 15×–25× of the measured values. The second data set is called wound surface,

representing an application where the electrode array is applied to a patient’s wound skin

in a clinic. The typical R’s values are about 25×–35× of the measured Zs.

For both data sets, we hold out 20% of the data for prediction, and the remaining 80%

for training. We use 10-fold cross-validation and report the variance in the error bar if it is

noticeable.

We compare the proposed work with two baseline systems recently published: (i) the

conventional Kirchhoff analysis on electrode arrays [72] and (ii) a CNN-based Kirhohoff

analysis on electrode rings [88]. The metrics include scalability, accuracy, and perfor-

mance.
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4.4.2.3 DL Models

The models are trained through Keras [52], a high-level API built upon TensorFlow [90].

Models in Keras are defined as a sequence of layers. We create a sequential model and

add layers one at a time until the network reaches high accuracy. The number of inputs are

initially set to input dim = 512 for both models. In both models, we use a fully-connected

network structure with two hidden layers, and the number of neurons is 2,048. Table 4.2

illustrates the network architecture of the DL models.

Table 4.2
DL network architecture for 64×64 arrays.

Layer Input Dense-1 Dense-2 Output
Neuron 100–1,400 2,048 2,048 100–1,400

During the training, we initialize the network weights with a custom initializer (He initialization)

as we use the rectifier relu activation function on the first two layers for a reduced likeli-

hood of vanishing gradient. We apply no activation function to the output layer because

we aim to train a regression model instead of a classification model. When compiling, we

use the mean squared error loss function and the gradient descent algorithm adam that

appears to be highly efficient for our data.

4.4.3 Speedup from Parallel Forward Labelling

This section reports the performance of the parallelized generation of training data set fol-

lowing the Kirchhoff law. Specifically, we report that to solve a system of equations derived

from a 64 × 64 array, it takes almost two hours (6,787 seconds) to solve the system of 126

equations using a serial implementation, as shown in Figure 4.2. The majority of computa-
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Figure 4.2: Time for labelling data from R⃗ to Z⃗.

tion time comes from the generation of the equations. To this end, we explore the potential

parallelism at a fine-granularity. Specifically, we break down the equations into smaller

batches, each of which is assigned to a rank in the message passing interface (MPI) [67].

This parallelism is only possible because the converted, vertex-oriented equations can be

formed independently.

Figure 4.2 also reports the performance when various levels of parallelism are applied.

Of note, we observe significant speedup on 2, 4, 8, and 16 threads—exhibiting almost lin-

ear scalability. However, the improvement becomes marginal when more threads join the

computation, and the speedup stops at 8.7× with 64 threads. This can be best explained

by the fact that the underlying I/O overhead is maximally amortized; that is, the I/O band-

width is almost saturated by 16 concurrent threads. Therefore, we believe scaling out the

application into multiple physical nodes would further improve the performance by having

multiple I/O devices; we will leave this as our future work that focuses on the scalability of

DL-based Kirchhoff analysis.

It should be noted that this conclusion should not be generalized as the experiment con-
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sists of 126 equations, and the underlying hardware is a commodity solid-state disk (SSD)

drive. And yet, regardless of specific applications and hardware, the resource is expected to

be saturated at some point. A general model would be useful and is an interesting research

question, which is beyond the scope of this dissertation.

4.4.4 Sensitivity and Overhead of Dimension Reduction

Figure 4.3 reports the accuracy when we reduce the original 4,096-dimensional data into

various levels. The total number of data points is 1,200 for all cases; as we discuss before,

1,200 is sufficient to train accurate models (see Figure 4.5). The left-most columns indi-

cate the accuracy of the models with no dimension reduction over the original data: 96.7%

and 94.7% for the cell medium and wound surface data, respectively. After reducing the

dimension to 1,024, both models are significantly improved to be around 99% accuracy.

The high accuracy then does not change much until a very low dimensionality is reached:

for the cell medium data set, the accuracy drops to 96.8% on 15 dimensions; for the wound

surface data set, the accuracy drops to 97.8% on 19 dimensions. This can be best explained

by the over-reduction where too much information is lost after PCA. Both experiments ex-

hibit a convex curve over the accuracy, which is not accidental: neither high dimensionality

nor overly-reduced dimensionality would be the optimal choice. We believe this is an in-

teresting research question to find out the optimal dimensionality for ANN models and will

address this in our future work.

We report the reduced dimensions with the corresponding information retained from the

PCA in Table 4.3. The minimums of input and output neurons (i.e., dimensionality) for

both data sets are 8 and 10, respectively, when 45% information is lost; in order to maintain
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(a) Cell Medium (b) Wound Surface

Figure 4.3: Accuracy with various dimension reductions.

99% of the information, both input and output in two data sets require 19 neurons. This

result is aligned well to our findings on accuracy as reported in Figure 4.6: in cell medium,

the accuracy reaches 99.3% with only 18 dimensions; in the wound surface, although the

accuracy reaches a bit lower than Cell Medium (97.8%), a slightly higher dimensionality

(i.e., 32) leads to an accuracy of 98.9%, and the 64-dimension becomes highly accurate,

99.4%.

Table 4.3
Retained information at reduced dimensions.

Information (%) 55 65 75 85 95 99
Cell Input Dim. (#) 8 10 12 14 17 19
Cell Output Dim. (#) 10 12 14 16 18 19
Wound Input Dim. (#) 8 10 12 15 18 19
Wound Output Dim. (#) 10 12 14 16 19 19

The overhead to reduce the dimensions is 135 seconds for all cases. The reason why it

takes noticeable time is that mainstream libraries (e.g., scikit-learn [81]) do not support

PCA at specific low dimensions, which is the case for electrode arrays. To that end, we im-

plemented a PCA module from scratch specifically for this application. It should be clear
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(a) Cell Medium (b) Wound Surface

Figure 4.4: Error rate of 10-fold cross-validation.

that the overhead at this level, i.e., 100s seconds, is negligible compared to the overall train-

ing time for the application. The performance of our implementation is highly dependent

on the dimensions of the input data. When we apply the PCA implementation to smaller

matrices, 2, 048 × 2, 048 matrices take 19 seconds, and 1, 024 × 1, 024 matrices take only

four seconds.

Figure 4.4 shows the error rates of 10-fold cross-validation at different augmentation

scales. The variances are also plotted as error bars at each point. When the data set is

augmented into 1,400 points, the error rate reaches around 1% with unnoticeable variances.

Figure 4.5 reports the prediction accuracy when various degrees of augmentation is ap-

plied to both data sets (with dimensionality = 512), respectively. Both original data sets

comprise of only 100 data points, and we apply the randomness to augment the data sets

into 200, 400, 600, 800, 1,000, 1,200, and 1,400 data points. With only 100 data points,

we can only achieve 87.8% and 91.8% accuracy, respectively, which are unacceptable in

real-world engineering applications. However, the accuracy gets drastically improved and

passes 99% when 800 data points are available. Over-fitting issues start to appear when

more than 800 data points are involved. How to find the optimal number of augmented
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(a) Cell Medium (b) Wound Surface

Figure 4.5: Accuracy over various sizes of training data.

(a) Cell Medium (b) Wound Surface

Figure 4.6: Performance overhead of augmentation.

data points is beyond the scope of this dissertation; in practice, because the randomness

can be quickly achieved, a trial-and-error approach is feasible.

Figure 4.6 reports the overhead to augment two data sets through random errors. The

linear correlation between the overhead and the size of the randomized data points is ex-

pected: the computational and I/O time should be proportional to the augmentation of the

input data. We also observe that the overhead is in terms of tens of seconds. It should be

noted that this overhead is counted as part of the training phase; Given that the core train-

ing data might take hours to collect (i.e., 24 hours for about 100 points), this overhead is

negligible in the entire training phase.
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4.4.5 Put Everything Together: End-to-End Comparison

We compared the proposed HDK method with two baseline systems recently published: (i)

the polynomial Kirchhoff analysis (PKA) method on electrode arrays [72] and (ii) a CNN-

based Kirchhoff analysis (CKA) on electrode rings [88]. We re-implemented the baseline

systems and deployed them to the same testbed when comparing them with the proposed

HDK method. Table 4.4 illustrates their accuracy and performance on the same testbed

along with the largest scales initially reported by the respective work.

Table 4.4
Comparison between state-of-the-art methods.

Method PKA (2018) CKA (2019) This Work
Scale 20×20 16×15 64×64
Accuracy 100% 92.5% 99.6%
Time 5+ hrs 2.1 hrs 15 mins

In terms of accuracy, the CNN model (CKA) described in [88] yielded an accuracy of

92.5%, while HDK achieved accuracy higher than 99%. In the electrode array applications,

1% or lower error rate is acceptable due to the existence of measurement errors (which we

leverage to augment the training data, actually). PKA always calculates the exact root of

the Kirchhoff equations, thus exhibiting 100% accuracy.

The overall end-to-end execution time of the proposed HDK method takes about 15 min-

utes for processing 64 × 64, or 4,096-dimensional, electrode arrays. The majority portion

comes from preparing the training data. CKA [88] was a proof-of-concept over simulated

16-dimensional data and did not report the real execution time. Since CKA was not open
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source and did not have a phase for collecting real training data, we re-implemented a neu-

ral network with a forward model and deployed it to our testbed. Overall, CKA took about

2.1 hours to collect the data and train the CNN model. PKA [72] reported its analytics

time as 5.6 hours over a 20×20, or 400-dimensional, array; its training time over a 64×64

array took about seven minutes. We re-implemented PKA with parallelized data training:

we were able to reduce the training time from seven minutes to three minutes, and yet the

calculating (i.e., Kirchhoff equations) takes a similar time, i.e., more than five hours, on

only a 20×20 sub-array and does not stop for larger scales in a reasonable time (a couple

of days). In summary, the proposed HDK is orders of magnitude faster than PKA with

negligible accuracy loss and delivers more than 8× (2.1 hours / 15 minutes) performance

improvement over CKA without compromising the accuracy.

4.5 Summary

This dissertation proposes a new deep-learning-based approach to efficiently conduct Kirch-

hoff analyses that are widely used in various engineering fields. The new approach employs

multiple techniques including early pruning of unqualified input data, parallelization of

forward labelling, data augmentation through random errors and dimension reduction, all

of which collectively enable an efficient and accurate mechanism for large-scale Kirchhoff

analyses. We implement the proposed approach with the latest machine learning framework

and the parallel computing library, and evaluate it with real-world engineering applications

showing promising results: the accuracy is as high as 99.6% with up to 8× performance

improvement over the state-of-the-art.
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CHAPTER 5

TOWARD ACCURATE AND EFFICIENT EMULATION OF PUBLIC

BLOCKCHAINS IN THE CLOUD

5.1 Introduction

Blockchain, a decentralized and immutable database, has drawn a lot of research interests

in various communities, such as security [17,55], database [6,31], network [34], distributed

systems [101], and high-performance computing [5]. Although many existing blockchain

frameworks [33, 48] are open-source and offer docker images accessible in major cloud

vendors (e.g., Google Cloud, Amazon Web Services (AWS), and Microsoft Azure), there

are yet more challenges for blockchains to be widely adopted, such as (i) the lack of re-

sources to carry out large-scale experiments and (ii) much, if not prohibitive, engineering

effort to modify sophisticated production (despite open-source) systems to timely test out

new ideas. To this end, multiple blockchain simulators were recently developed, two of the

most popular ones being Bitcoin-Simulator and VIBES.

Bitcoin-Simulator [39] follows the same architecture and protocol of Bitcoin [15], the

foremost application in cryptocurrency built upon blockchains. Users of Bitcoin-Simulator

can specify various protocol and network parameters, such as the number of nodes and

network bandwidth. The main goal of Bitcoin-Simulator is to study the trade-off between

performance and security. Because of its design goal, Bitcoin-Simulator simulates the exe-

cution of a blockchain network at the block level rather than the transaction level. Bitcoin-

Simulator does not provide a fine-grained control over the application, limiting its applica-
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bility for broader adoption. In addition, Bitcoin-Simulator simply inserts a series of static

time stamps to simulate the proof-of-work (PoW) consensus protocol, which does not pre-

cisely characterize the behavior of real-world blockchain systems: for instance, Bitcoin

dynamically adjusts the PoW difficulty and the nodes (as known as miners) usually com-

plete the tasks in stochastic time intervals. Last but not least, Bitcoin-Simulator’s network

is built upon NS3 [74], a discrete-event network simulator, which limits the scalability on

up to 6,000 nodes. Bitcoin network currently consists of more than 10,000 nodes [16],

implying that Bitcoin-Simulator cannot simulate the entire network of Bitcoin as of the

writing of this dissertation.

VIBES [86] extends Bitcoin-Simulator with the following improvements. First, VIBES

supports a web-based interface for users to visually track the growth of the network. Sec-

ond, VIBES improves the scalability of Bitcoin-Simulator by employing a fast-forwarding

algorithm, which essentially designates a coordinator to control the events according to ex-

isting nodes’ best guess on the block creation time. Such a centralized coordinator might

be acceptable for a single-node simulator at small- or medium-scale, and yet could be a per-

formance bottleneck for extreme-scale applications. Similar to Bitcoin-Simulator, VIBES

takes the same approach of inserting time stamps to hypothetically carry out the PoW work-

load. Both Bitcoin-Simulator and VIBES are coarse estimators of real-world blockchain

executions due to the lack of real PoW implementations or a decentralized architecture.

This dissertation presents BlockLite, the very first blockchain emulator with both high

accuracy and high scalability. In contrast to Bitcoin-Simulator, BlockLite comprises a

specific module to execute real PoW workload1, supports fine-grained transaction man-

agement, and scales out to 20,000 nodes thanks to its efficient network communications

built upon distributed queues along with PoW preprocessing that incurs negligible runtime

1Thus making it an emulator rather than a simulator
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overhead. Different than VIBES, BlockLite is fully decentralized with no single point of

failure or performance bottleneck. It should be noted that even on a single node the decen-

tralization philosophy of blockchains still holds for a blockchain emulator because each

user-level thread is now considered as an individual node.

5.2 System Design

The objective of BlockLite is to provide blockchain researchers and practitioners an easy-

to-use and lightweight emulator to develop new components and evaluate new ideas, such

as ad-hoc consensus protocols customized for domain-specific applications. To achieve

that objective, BlockLite is designed to be deployed to a single node, with loosely-coupled

components for flexible customization. In its infrastructure, BlockLite has implemented all

the building blocks for a basic blockchain system. This section details how these common

facilities are designed, the challenges we encounter, and the approaches we take to build

up the emulator.

The high-level architecture of BlockLite is illustrated in Figure 5.1. While the interface,

i.e., BlockLite API, will be detailed in §5.3, the infrastructure can be broken down into

three categories: storage, computation, and networking. In the context of blockchains, they

are usually referred to as distributed ledgers, consensus protocols (e.g., PoW), and network

communications.

Distributed Ledgers. The transaction data of a specific blockchain are replicated, either

fully or partially, in distinct files each of which is associated to a hypothetical node. The

data, also called ledgers, could have been partially duplicated if the following two con-
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Figure 5.1: BlockLite Architecture.

ditions are satisfied: (i) more than 50% of nodes have agreed on that the new block (of

transactions) is valid and (ii) the current node (other than those nodes who have voted)

does not process any request regarding the new block. Regardless of specific consensus

protocols, a blockchain requires only 50% votes supporting the new block’s validity.

Consensus Protocols. A basic proof-of-work protocol is implemented from scratch in

BlockLite. In contrast to other simulators where the difficulty is simulated by time delay

and timestamps, BlockLite, as an emulator, conducts the real PoW workload by solving

the puzzle. The puzzles we define in BlockLite are similar to the Nakamoto protocol in

Bitcoin [15] in the sense of comparing blocks’ hash values against predefined thresholds.

Nonetheless, BlockLite exhibits an additional feature that preprocesses PoW allowing for

fine tuning of puzzle difficulty, which is detailed in §5.2.1.

Network Communications. It is one of the most challenging components to emulate

the networking in BlockLite that is designed to be working on a single node. Fortunately,

BlockLite is designed for emulating public blockchains that are based on PoW, which is
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compute-intensive rather than network-intensive2. Therefore, the real network impact for

PoW-based blockchains lies in the network infrastructure’s latency rather than bandwidth.

BlockLite applies a statistical estimation of time delays for transmitting the messages be-

tween nodes, each of which is emulated by a user-level thread whose requests are buffered

in a distributed queue. We will discuss the distributed queue in more detail in §5.2.2.

5.2.1 PoW Preprocessing for Fine-grained Calibration across Hetero-

geneous Systems

One cornerstone of Nakamoto consensus protocol, or any PoW variants, is the puzzle-based

winner selection:3 the hash value of the (block of) transactions is compared against the

predefined “small” number. Because BlockLite is designed to be running on an arbitrary

node that can be heterogeneous case by case, we must provide an efficient yet flexible

mechanism to ensure the compatibility across heterogeneous machines. To this end, we

design BlockLite puzzles as follows. A puzzle’s difficulty is expressed by two sub-fields,

L and M, in the form of L.M (assuming SHA256 [83] is used as the hash function): L

indicates the required number of leading zeros in the 64-hex (i.e., 256-bit) hash value; M

indicates the minimal number of zeros in the middle of the hash value.

Figure 5.2 illustrates how L.M is constructed. The first part L is semantically equiva-

lent to the Nakamoto protocol: checking whether a hash value is smaller than a predefined

threshold is essentially the same to counting the number of leading zeros in the binary or

hex form of the hash value. L is a coarse-level adjustment of difficulty because the same L

2Private blockchains are indeed network-intensive due to the quadratic number of messages.
3As known as “leader” in the context of distributed systems
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Figure 5.2: Two-phase Puzzle for Efficient Preprocessing of PoW in BlockLite.

might imply a wide spectrum of computation time, and this is exactly why Bitcoin dynam-

ically adjusts the difficulty every 2016 blocks [15]. To address that, BlockLite introduces

the M part to allow the system to check whether there are M zeros in the middle of the hash

value satisfying the following conditions: (i) Any leading zeros in L are not considered; (ii)

Tailing zeros, by definition, are counted towards M; and (iii) Zeros need not be continuous.

The benefit of the additional M-zero checking is that we can adjust the puzzle difficulty

under the same meta-difficulty, i.e., same L but different M’s. In addition, M is positively

correlated to the puzzle difficulty: a larger M implies more computation time. To see this,

we can think of a larger M representing a super-set of the sets of less zeros with smaller

M’s. As a consequence, a smaller M has a higher chance to meet the requirement—the

difficulty is lowered.

While the flexibility is significantly improved, one limitation of this L.M two-phase puz-

zle is that the two arbitrary difficulty numbers do not follow partial orders in terms of

computation time. That is, if T (·) indicates the computation time of a specific difficulty, it

is possible that

T (L1.M1) > T (L2.M2) and L1 < L2, (5.1)

if M1 is significantly larger than M2. The root cause of this counter intuition is that L and M

are, essentially, incomparable. For instance, if L is much smaller than M, then finding out

M zeros, despite from random positions, is still much harder than locating a few leading

zeros. As an extreme case, if we have two setups as L1.M1 = 1.63 and L2.M2 = 2.1,
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obviously the former case is much harder where we will seek for a hash value with all 64

zeros, as opposed to finding a hash value with two leading zeros and another zero from any

of the remaining 62 hex digits.

5.2.2 Optimization for Extreme-scale Networking through Distributed

Queues

In contrast to existing blockchain simulators, BlockLite does not simply insert timestamps

for the the completion of PoW; instead, it solves the real puzzle to accurately emulate a real

blockchain system. The downside of this approach is the cost and overhead for large-scale

systems. For instance, Bitcoin has about 10,000 mining nodes as of January 2019 [16]. A

single machine, despite its multi- or many-cores, is not able to efficiently emulate tens of

thousands of nodes each of which works on a compute-intensive puzzle such as finding out

a qualified hash value.

BlockLite overcomes the scalability challenge by delegating one node (thread) to solve

the puzzle in a preprocessing stage and when the real application runs at a specific difficulty,

the assigned nodes (or, threads) simply replicate the behavior of the delegation node. In

doing so, BlockLite achieves the best of both worlds: real execution of PoW and low

overhead (i.e., high scalability). Since the calibration is carried out in a preprocessing

state, no runtime overhead is introduced.

The second technique taken by BlockLite to achieve high scalability is the usage of

queue-based network communication. Specifically, we implement a priority queue who

manages all the events in the order of their creation time. That is, the head of the queue
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always points to the earliest event, followed by later events each of which is requested by

a specific node. Therefore, the queued events implicitly determine the the orders of nodes

completing their tasks (e.g., submitting transactions, solving puzzles, appending blocks),

which significantly reduces the network traffic.

5.3 Implementation and Interface

BlockLite is implemented in Java with about 2,000 lines of code. We have been maintaining

the source code at https://github.com/hpdic/blocklite.

Because users’ machines are equipped with different resources, the very first step to de-

ploy BlockLite is to calibrate the parameters in accordance to the system’s specification.

For instance, a throughput of 10 transactions per second might require 7.x difficulty on a

high-end server with 32 cores, and the same throughput might require 4.x difficulty on a

mainstream laptop with four cores. The calibration, also called PoW preprocessing, is to

allow BlockLite to adjust the difficulty by considering factors input by users (e.g., expected

throughput, consensus protocols) as well as system specification (e.g., number of cores,

memory size).

When BlockLite runs for the first time, it generates a difficulty-time map between

difficulty levels and the execution time. This map is implemented as a HashMap and is

accessible to all the nodes. Whenever a node is waken up according to the consensus

protocol, the node will consult with the difficulty-time map and replay the behavior with

controlled randomness.

https://github.com/hpdic/blocklite
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Algorithm 1 Calibration
1: function runMillsOfDiffcults
2: mainDi f f icult ← 1
3: for i ∈ {0 · · ·MAX DIFF} do
4: subDi f f cult ← 0
5: for j ∈ {0 · · ·MIN DIFF} do
6: Start Timer
7: powProo f ← newProo f Work(i, j);
8: mineBlock();
9: End Timer

10: end for
11: end for
12: end function

Specifically, the emulator starts by asking the user to specify the values of two parameters:

MAX DIFF and MAX SUBDIFF. The emulator then goes on to repeatedly mine the blocks

in a nested loop as shown in Algorithm 1. The complexity of the algorithm is O(n2) by

observing the two levels of loops, one for the main difficulty and the other for the sub

difficulty.

Algorithm 2 Mine Block
1: function mineBlock
2: nonce← 0
3: n← mainDi f f icult + subDi f f cult f
4: target ← A string of ⌊mainDi f f icult⌋ 0’s
5: while !blockID.startwith(target) or countOfZero(blockID) <n do
6: nonce ++;
7: blockID← calculateHash(lastBlockID + timeS tamp + nonce + ...);
8: end while
9: end function

Algorithm 2 illustrates the mechanism of BlockLite to mine a specific block. The main

difficulty mainDiff corresponds to L in Figure 5.2, subDiff indicates the auxiliary dif-

ficulty corresponding to M, and miner() is the implementation method of mining. The

overall complexity is therefore O(n), where n indicates the number of attempts before we

find out the qualified nonce number.

BlockLite provides an easy-to-use interface for users to plug in application-specific com-

ponents. Listing 5.3 illustrates a simplified code snippet of the interface with two core
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methods. Users can implement both methods to inject customized consensus protocols.

For instance, generateProof solves the puzzle; in PoW, this means to check many nonce

numbers until the hash value of the combined data satisfies the condition.

Therefore, when the node wants to create a new Block, the program will call mineBlock()

in block.java to solve the puzzle, i.e., select the appropriate difficulty to control the mining

time according to the difficulty calibration map.

1 p u b l i c i n t e r f a c e P r o v a b l e {

2 p u b l i c b o o l e a n v e r i f y P r o o f ( Block ) ;

3 p u b l i c S t r i n g g e n e r a t e P r o o f ( Block ) ;

4 }

Listing 5.1: BlockLite Plug-in Interface.

Both aforementioned methods take as input a Block object, whose fields are explained in

Table 5.1. The class comprises all the necessary information for the system to manipulate

the blocks and more important, the transactions—the dominant data format in blockchain-

based applications. A more detailed declaration of the class can be found in the source

code.

Table 5.1
BlockMember Variable

blockID ID of the Block
creationTime Creation Time of Current Block
creatorID Creation ID (Node ID) of Current Block
parentBlock Parent Block of Current Block
depth Depth of Current Block
previousHash Hash Value of Parent Block
childList Child List of Current Block
numChild Numbers of Current Block Children
txnList Numbers of Current Block Transactions
proof Consensus protocol (Nakamoto by default)
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5.4 Evaluation

5.4.1 Experimental Setup

We perform extensive experimental evaluation of BlockLite on AWS. We pick four differ-

ent instance types, the processors of which represent a wide spectrum of CPUs from both

Intel and AMD. Table 5.2 lists the instance types along with their processor specification.

Table 5.2
Different AWS instances used for evaluating BlockLite

t2.large 2 Intel(R) Xeon(R) CPU E5-2686 v4 @2.30GHz
t2.2xlarge 8 Intel(R) Xeon(R) CPU E5-2686 v4 @2.30GHz
c5.18xlarge 72 Intel(R) Xeon(R) Platinum 8124M CPU @3.00GHz
m5a.12xlarge 48 AMD EPYC 7571

The data we use for our evaluation are transactions in the same format of Bitcoin trades.

Specifically, more than two million transactions are fed into the emulator for real-scale

applications. We repeat all experiments for five times and report the average; we do not

report the variance if it is unnoticeable.

5.4.2 Overhead

We report the overhead to find the map between the difficulty and the block-creation time

in Figure 5.3. Specifically, we build the maps of four VMIs for the following three example

intervals: 10 minutes, 20 minutes, and 30 minutes. It should be noted that, however, these

overheads are incurred only during the preprocessing stage and would not be applied to the

real-time execution.
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Figure 5.3: Overhead of Various Instances.

We can observe that the overhead increases at an exponential rate with respect to the

intervals; take the t2.large instance for example, the overhead increases by 3.7× from

10 to 20 minutes and then increases by 8.7× from 20 to 30 minutes. Another observation

is that these VMIs do not exhibit much difference in overhead at shorter intervals like 10

or 20 minutes; and yet, for longer interval like 30 minutes, the smaller instances (i.e.,

t2.large and t2.2xlarge) indeed incur much longer overhead (than c5.18xlarge and

m5a.12xlarge). This phenomenon can be best explained by the fact that smaller VMIs

are equipped with slower CPUs that need to solve the same puzzle in a longer time.

5.4.3 Accuracy

Figure 5.4 shows the calibration map of the m5a.12xlarge instance. For practical time

intervals, e.g., ten minutes or more, the emulated processing times are close to the expected

time intervals. We also plot the preprocessing difficulties in the figure; the result suggests

that most difficulty values range in between six and eight, covering mining time from 1 to

30 minutes.
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Figure 5.4: Difficulty v.s. Block Creation Time

Figure 5.5: Block Creation Rate with Various Instances Type.

We then report the accuracy on various instance types in Figure 5.5. The for sake of clar-

ity, we do not plot the corresponding difficulty in the figure. As we can see from the figure,

not all instance types exhibit the same accuracy; in our tested VMIs, the c5.18xlarge

seems to achieve the highest accuracy except for the trivial case of 1- and 5-minute inter-

vals.
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Figure 5.6: Difficulty and Puzzle Solving Time

5.4.4 Sensitivity

This section evaluates the sensitivity of BlockLite when deployed to various VMIs. Fig-

ure 5.6 shows the puzzle-solving time on four different instances with respect to practical

difficulties from four to eight. For clarity, we only compare the main difficulty be-

tween VMIs in the figure (we will report sub difficulties later on). The figure clearly

shows that smaller instances (t2.large, t2.2xlarge) take more time than the larger in-

stances for all difficulties, which, again, can be explained by the different CPU performance

on these instances.

In Figure 5.7, we report the puzzle-solving time of both main and sub difficulties. Indeed,

the highest computation time appears on the top-right corner of the map in all cases, as that

corner represents both the highest main difficulty and the highest sub difficulty; similarly

the lowest value appears at the bottom-left corner. Nonetheless, we do observe different

gradients from these four heat-maps. For instance, the largest instance (m5a.12xlarge)

seems to have the most low-value cells (i.e., shorter puzzle-solving time).
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(a) t2 large (b) t2 2xlarge

(c) c5 18xlarge (d) m5a 12xlarge

Figure 5.7: Puzzle-solving time of both main and sub difficulties.

5.4.5 Monetary Cost

5.4.6 Scalability

We tested BlockLite’s scalability by emulating up to 20,000 nodes on the instance with 48

AMD EPYC cores and 192 GB memory (m5a.12xlarge, see Table 5.2). The workload is

comprised of more than one million transaction data.

Figure 5.8 shows BlockLite’s real-time executions, along with memory footprint, on

5,000, 10,000, 20,000, and 40,000 nodes, respectively. The puzzle difficulty is set to one for

the sake of fast demonstrations. We can observe that even at the the real scale of Bitcoin—
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(a) 5,000 nodes (b) 10,000 nodes

(c) 20,000 nodes (d) 40,000 nodes

Figure 5.8: Scalability and Memory Footprint of BlockLite.

Figure 5.9: Monetary Cost of Various Instances.

10,000 nodes, BlockLite can finish the emulation in 13 seconds with reasonable memory

footprint of less than 4 GB.
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This section evaluates the cost incurred at the cloud computing vendors when various

CPU or instance types are selected. As we can see in Figure 5.9, small instance t2.large

incur the lowest cost in all intervals while the c5.18xlarge instance is the most costly one.

This can be explained by the high unit price of the c5.18xlarge instance: although the

execution time is comparable with the other large instance (m5a.12xlarge), the overall

charge is higher because of the different unit price.

5.5 Discussion

There are a few optimizations that could have been applied to current BlockLite design,

which are not supported at the writing of this dissertation. Although there are many more

open questions to be answered, we list two of most interesting optimizations here in the

following for the sake of limited space.

One possible optimization to the current BlockLite implementation is to leverage the

underlying multi- or many-cores in modern processors. It should be noted that in many

computation-based consensus protocols, the workload is embarrassingly parallel. There-

fore, we should be able to parallelize the proof-of-work (POW) protocols, which will be

studied in our future work.

Another possible extension to this work is to implement an inter-node communication

such that the emulator can be distributed over a cluster of nodes. This would further im-

prove the adaptability of BlockLite if a single node is not capable of conducting the inten-

sive computation expected by some large difficulties.
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5.6 Summary

This dissertation presents BlockLite, the very first system who can emulate large-scale

public blockchains on up to 20,000 nodes. BlockLite achieves such a high scalability

through an offline calibration of PoW execution and distributed queues. The emulation

also achieves high accuracy through a two-phase adjustment over the underlying consen-

sus protocol. In terms of usability, BlockLite provides an easy-to-use interface to plug in

application-specific components such as ad-hoc consensus protocols.
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CHAPTER 6

UNBALANCED PARALLEL I/O: AN OFTEN-NEGLECTED SIDE EFFECT OF

LOSSY SCIENTIFIC DATA COMPRESSION

6.1 Introduction

As several exascale supercomputers are anticipated to be operational in the next a few

years, scientific applications running on those machines are projected to generate massive

amount of data at enormous velocity. For example, nowadays the X-point Gyrokinetic

Code (XGC) [20] developed by the Princeton Plasma Physics Laboratory can easily pro-

duce more than 1PB of data per day when running on the OLCF’s Summit supercomputer.

As a conservative estimate, the data rate will increase to 10PB per day if running on an

exascale supercomputer. Although data storage technologies have also improved tremen-

dously over the years, absorbing data generated at such high rates is almost an impossible

mission for most of the data storage systems built under rational budget. To address this

critical and challenging issue, multiple lossy compression techniques that are specifically

designed and optimized for the data generated by scientific applications have been pro-

posed in recent years. Promising results from existing studies [1, 2, 61, 64] demonstrate

that these lossy compression techniques can significantly reduce the size of scientific data

while guaranteeing that the compression error is within certain bound. Since the data size

can be effectively reduced by lossy compression, it is natural for scientists to expect the

overhead caused by writing or reading their data can also be reduced accordingly. For ex-

ample, if the size of the data is reduced by 100X, it is reasonable for scientists to believe

that their data can be written out about 100X faster. This is true when their codes are run
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at small scale and only small amount of data is written out using a few processes. How-

ever, for data-intensive scientific applications running with massive parallelism on high-

performance computing systems, the I/O performance does not simply depend on the size

of the data. It also depends on how efficient the concurrent I/O bandwidth can be utilized.

Ideally, the maximal concurrent I/O throughput is achieved if all the processes write out or

read in the same amount of data. This is why when scientists configure their simulations,

they tend to divide the global simulation space into regions of equal size and assign one

region to each process to ensure that the I/O loads from all processes are balanced. If the

I/O loads among processes are unbalanced, meaning that some of the processes need to

write out or read in much more data than others, the overall I/O throughput would decrease

as the I/O time is determined by the slowest process that finishes the I/O. Unfortunately,

when we apply lossy compression to the data on each process, this I/O imbalance issue

often occurs. Specifically, as the data assigned to each process after domain decomposition

are often heterogeneous in nature, the information density of these data portions usually

varies.

Therefore, applying lossy compression to such heterogeneous domain decomposed data

would inevitably result in significantly different compressed data sizes across the parallel

processes and cause the imbalance of the parallel I/O loads.

To verify the aforementioned conjecture and characterize the imbalance in compressed

data size, we apply three widely used lossy compressors MGARD [1–4], ZFP [64], and

SZ [61] to the datasets generated by three real world scientific applications: Gray-Scott

simulation, WarpX [94] and XGC [19, 20]. We aim to answer the following questions.

• If the original data is evenly decomposed and assigned to each parallel process, would

the compressed data still be imbalanced among the processes?
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• Would imbalance exist in compressed data regardless of which compression method is

used?

• How imbalanced can the compressed data sizes be?

• How would the imbalance of the compressed data sizes affect the overall I/O perfor-

mance?

Our analysis shows that the compressed data is always skewed even if the original data

is evenly decomposed and such skewness exists in all the compressed data from different

compressors. The difference in compressed data can be more than 10X and Weibull dis-

tributions can be used to fit the sizes of the compressed data on each process. During the

write out or read in process of scientific applications, the overall write or read performance

is usually bounded by the slowest process. Therefore, the skewness in compressed data can

potentially degrade the parallel I/O performance if not handled carefully. To demonstrate

such negative impacts caused by unbalanced parallel I/O due to skewed compression data,

we conduct experiments on OLCF’s Andes cluster [77]. In our experiments, we launch

tests to simulate the highly skewed data among processes caused by lossy compression and

measure the write performance when different write patterns are used. From the results, we

observe that the I/O imbalance caused by lossy compression can significantly reduce the

efficiency of I/O bandwidth utilization if the processes that own high information density

data blocks happen to run on the same compute node. Moreover, witing data concurrently

to a single shared file through MPI-IO library is more sensitive to the unbalanced I/O loads.
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Figure 6.1: Different simulation steps of domain decomposition in parallel scientific applications.

6.2 Analysis of Lossy Compressed Data Size

Scientific codes are often run with a large number of processes in parallel on high-performance

computing systems to achieve satisfactory speedups. Particularly, during the execution of

these codes, each process is often assigned a single or multiple portions of the data to op-

erate on, which is known as domain decomposition or “data parallelism”. For instance,

when scientists launch an MPI-based particle-in-cell simulation code, each MPI process is

assigned to simulate the movements of particles in certain areas of the entire simulation

region. Since the movements of particles are driven by complex physics models, the in-

formation density of the data that each process operates on is usually quite different. In

some areas, the large distribution of the particles leads to high information density, while

in others the data is sparse due to the lack of physics phenomena. This type of heterogene-

ity in domain-decomposed data, is commonly observed in many other parallel scientific

applications [19].

Figure 6.1 shows an example of the domain decomposition in a parallel Gray-Scott sim-

ulation [78]. Each of these three sub-figures illustrates the concentration of a chemical

species at different simulation steps. The simulation is run by 16 MPI processes and each

of them operates 1
16 of the entire simulation region. In each sub-figure, we use red dashed

lines to differentiate the areas each process owns. The first sub-figure shows that the data

on most of the processes is sparse. In the second sub-figure, the information density of data
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Figure 6.2: Distribution of data sizes among processes after applying different lossy compressors to three
scientific datasets.

increases and demonstrates more differences across processes. In the third sub-figure, the

data on each process has rich information content, but their characteristics are quite dissim-

ilar. According to the information theory [79], the size of the compressed data is strongly

correlated with the information content which is defined by the entropy in the original data.

If we apply lossy compression to the data on each process, our conjecture is that the sizes

of the data after compression would be significantly different from each other in many real

world scenarios since the data on each process has quite different information density.

To verify our conjecture, we conduct characterization studies by applying different lossy

compressors to datasets generated by three real world scientific applications. The three

lossy compressors we select for our study are MGARD [1–4], ZFP [64], and SZ [61].

These lossy compressors are specifically designed and optimized for compressing scientific

data and their effectiveness are verified by existing works [18]. The datasets we use in our

study are generated by three parallel scientific codes. Gray-Scott is a 3D 7-point stencil

code to simulate Gray-Scott reaction diffusion model. It’s a simple system simulating the
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time evolution of the spatial distributions of two interacting chemical concentrations. And

parameters for the simulation such as the diffusion coefficient can be easily adjusted by

the user. WarpX [94] is an advanced multi-platform electromagnetic Particle-In-Cell code.

It supports many features including Perfectly-Matched Layers (PML), mesh refinement,

and the boosted-frame technique. In addition, WarpX includes load balancing capabilities

to achieve better performance. XGC [19, 20] is a gyrokinetic particle-in-cell code, which

specializes in the simulation of the edge region of magnetically confined thermonuclear

fusion plasma. The simulation domain can include the magnetic separatrix, magnetic axis,

and the biased material wall. All of these datasets are written out through ADIOS2 [40],

a library that manages the parallel I/O and stores the data in a self-describing format. The

metadata of this self-describing format contains rich information about how the dataset is

generated, such as which area each data block belongs to in the global array, which MPI

process produces which data blocks, etc. By leveraging such information, we can launch

a job to read in the exact data blocks produced by each MPI process, and compress them

using different lossy compressors. Then we study how different the sizes of the compressed

data can be among all the processes. Since different compressors might adopt different

error metrics, when we choose the error bounds for each compressor, we try our best to

make the peak signal-to-noise ratio (PSNR) of the entire compressed data produced by

each compressors fall into a similar range. One thing we would like to emphasize here

is that our results cannot be used to indicate which lossy compressor is better in terms of

compression ratio since the PSNR of the compressed data from each compressor are not

exactly the same. In this study, we only focus on how skew the distribution of the data sizes

among processes can be after lossy compression.

For the dataset generated by the Gray-Scott simulation, the entire data is evenly decom-

posed and assigned to 192 processes. The size of the original data each process owns is

18MB. As shown in Figure 6.2, after the lossy compression, the sizes of the data on most
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processes are reduced to less than 0.5MB. However, no matter which lossy compressor is

used, the compressed data on a few processes are significantly larger due to their high in-

formation density. For example, when SZ is used, the compressed data owned by 5% of

the processes are on average more than 10X larger than other processes. As a result, the

distribution of data sizes among processes after lossy compression is highly skewed.

When we use the dataset generated by the WarpX simulation for our experiments, the

sizes of the compressed data on almost all of the processes are similarly small since the

entire dataset is very sparse. However, there are still several processes that have much

larger data after compression. The compressed data on these processes can be hundreds of

times larger than the minimal data size among all the processes. When we apply different

lossy compressors to the data generated by the XGC simulation, the sizes of the compressed

data on each process are also dispersed in a wide range. From all these results, we can

see that for parallel scientific applications, even the original data is evenly decomposed

and assigned to each process, the sizes of the compressed data on each process can be

significantly different from each other due to the nonuniform distribution of the information

density in the datasets.
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Figure 6.3: Q-Q plot of using Weibull distribution to fit the XGC data with different lossy compressors.
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6.3 Evaluation

When parallel scientific codes write out or read in their data, the overall write or read

performance usually depends on the slowest process. This is because a synchronization is

often needed among processes before each computation step and no process can start the

computation of the next step until the slowest process finishes its I/O. Therefore, scientists

tend to decompose the data into chunks of the same size and evenly assign them to among

processes, so that all the processes can finish the data writing or reading at about the same

time to diminish the “straggler” effect. However, based on the observations we obtain in

Section 6.2, the amount of data each process writes out or reads in can be significantly

different after lossy compression even if the original decomposed data is evenly distributed

across processes, see Figure 6.2. Therefore, applying lossy compression can potentially

leads to imbalanced I/O loads across processes and thus cause “straggler” effect. In this

section, we study how the imbalance of I/O loads caused by lossy compression affects the

overall I/O performance of parallel scientific applications.

6.3.1 Experimental Setup

We conduct all our I/O tests on OLCF’s Andes cluster. Andes is a 704-compute node

commodity-type Linux cluster. Each of these compute nodes has 32 AMD EPYC 7302

cores and 256GB memory. Andes mounts the same center-wide GPFS file system as Sum-

mit, which offers more than 3GB/s per node I/O bandwidth. Since after decomposition the

existing datasets we have are relatively small compared to the memory size on each com-

pute node, we notice that the caching effect becomes a dominant factor when measuring

the write performance. The measured performance numbers do not reflect the actual I/O
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Figure 6.4: Distribution of the synthetically generated data sizes among processes to mimic the effect of lossy
compression.

throughput. In order to mitigate the caching effects and fully saturate the I/O bandwidth,

instead of using the existing datasets, we developed a code which can synthetically generate

data with arbitrarily large sizes for each process.

6.3.2 Impact on Three Common Write Patterns

The impact of unbalanced parallel I/O might be different if the data is written in different

patterns. There are three common patterns for writing data in parallel: N-N, N-1-collective,

and N-1-independent. “N-N” denotes the code is executed by N processes and each process

writes its data to a separate file independently. I/O libraries such as ADIOS2 adopts this

pattern. “N-1-collective” denotes N processes write out their data to a single shared file

using collective MPI-IO functions, while “N-1-independent” represents the data is written

out to a single shared file using independent MPI-IO functions. These two patterns are used

by I/O libraries such as HDF5, PnetCDF, etc. To understand which write pattern is more

sensitive to the unbalanced parallel I/O, we measure the performance of writing data in all

these three patterns in our experiments.
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Table 6.1
Experiments for understanding the impact of unbalanced parallel I/O Loads.

Experiment Description
uncompressed-equal Each process writes the same amount of uncompressed data.
compressed-random The sizes of the compressed data owned by each process are

randomly generated based on certain probability distribution.
compressed-clustered The per-process compressed data sizes are randomly generated

based on the same probability distribution, but they are sorted
and assigned to each process in ascending order so that the
largest sizes are always assigned to a few processes running on
the same compute node.

compressed-equal The per-process compressed data sizes are randomly generated
based on the same probability distribution, but the total size of
the compressed data is equally divided by the number of pro-
cesses and each process writes the same amount of compressed
data.

First of all, we measure the overall performance of writing out the uncompressed data

in different patterns as the baseline. In this experiment, we assume the uncompressed

data on each process is 8GB. We lunch a job on Andes with 10 compute nodes and 32

processes per node, and let each process write out 8GB randomly generated data to the file

system using different patterns. This experiment is denoted by “uncompressed-equal” in

Table 6.1. Secondly, we randomly generate the sizes of compressed data owned by each

process based on a Weibull distribution. The reason for choosing the Weibull distribution is

that its probability density function usually has a long tail, which is similar to those shown

in Figure 6.2.To verify it, we use Weibull distribution to fit the real XGC data and show Q-Q

plot in Figure 6.3. From the plot, we can see that most points perfectly lie on y = x, which

suggests Wellbull distribution is a good representation. Since the size of the compressed

data cannot be less than or equal to zero or greater than or equal to the original data size,

we make sure only the valid random numbers are selected. Figure 6.4 shows the sizes of

the compressed data synthetically generated for 320 processes using a Weibull distribution

whose shape parameter is 0.3 and scale parameter is 5.0. These sizes are randomly assigned

to each process and each process writes out certain amount of data based on the assigned

size. This experiment is denoted by “compressed-random” in Table 6.1.
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Thirdly, as shown in Figure 6.1, the information density of each process’ data demon-

strates spacial locality. Data blocks that have similar information density are likely to be

assigned to processes running on the same compute node or compute nodes that are close

to each other in the HPC system’s interconnect topology. E.g., in the bottom left corner of

the second sub-figure in Figure 6.1, data on those three processes all have dense informa-

tion content. It is also possible that those three processes run on the same compute node

as they need to share the I/O bandwidth of that particular compute node. If the sizes of the

compressed data on those three processes are much larger than other processes, the I/O on

that compute node would become a bottleneck. To mimic this scenario, we sort the sizes

of the compressed data synthetically generated in the “uncompressed-random” experiment.

We then assign them to each process in ascending order, so that the largest sizes are always

assigned to a few processes running on the same compute node to trigger the bandwidth

contention. This experiment is denoted by “compressed-clustered” in Table 6.1.

Finally, we measure the write performance when the sizes of the compressed data on

each process are all the same. Although this scenario rarely occurs in practice, we believe

the performance numbers can be useful for us to understand how much write time the lossy

compression can save ideally. In order to have a fair comparison with numbers measured in

other experiments, we also use the sizes of the compressed data synthetically generated in

the previous two experiments. We sum up all these synthetic sizes and calculate the mean

of them. Then we let each process write out data with the size of that mean value. This

experiment is denoted by “compressed-equal” in Table 6.1.
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Figure 6.5: The overall write time.

6.3.2.1 Impact on Write Time

The overall write time measured in these four experiments are shown in Figure 6.5. As

we can see, adopting lossy compression does reduce the overall write time. The total size

of the original data is 8 × 32 × 10 = 2560GB, while the total size of the compressed data

is 441GB. Ideally, if the sizes of the compressed data on each process are all the same

(“compressed-equal”), we expect the write time is reduced by roughly 6 times. However,

for other more realistic scenarios, the amount of write time reduced are less than the ideal

case. As expected, “compressed-clustered” reduces the least amount write time. As we

mentioned above, if processes running on the same compute node all have much larger

data compared to other processes after lossy compression, I/O bandwidth contention on

that compute node is likely to happen which makes the I/O on that particular node much

slower than other nodes. Even those processes run on different compute nodes but those

nodes are close to each other in the network topology, bandwidth contention might also

happen on the routers shared by those nodes.
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Figure 6.6: The overall write throughput.

6.3.2.2 Impact on Write Throughput

The write throughput for different scenarios are shown in Figure 6.6. Apparently, “compressed-

clustered” achieves the lowest write throughput no matter which write pattern is used.

“compressed-random” achieves almost the same throughput as “compressed-equal” when

each process writes its own data to a separate file. This is because in the “compressed-

random” experiment, although the data sizes are very different across processes, the total

data size of the 32 processes on each compute node does not show significant imbalance

due to the random assignment of synthetic data sizes. If all the processes write data to

a single shared file, “compressed-equal” always outperforms “compressed-random”. This

indicates that writing data to a single shared file is more sensitive to the unbalanced parallel

I/O loads.

6.4 Summary

In this dissertation, we focus on an often neglected side effect of lossy scientific data com-

pression: unbalanced parallel I/O. We conduct a comprehensive study by applying three
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commonly used lossy compressors MGARD, ZFP, and SZ to data generated by three real-

world scientific applications Gray-Scott simulation, WarpX, and XGC. Our study quantifies

the data skewness of lossy compressed scientific data across processes due to heteroge-

neous information density. Further experiments on write performance demonstrates how

such data skewness can cause unbalanced parallel I/O and thus impact the parallel I/O

performance.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

The main contribution of this dissertation is we explore the unique features of both appli-

cation and system to seek overlooked optimization opportunities or tackle challenges that

are difficult to be addressed by only looking at the application or system individually. A set

of models and methodologies are developed in this dissertation to achieve optimal scaling

of different workloads and are summarized as follows.

• For memory intensive applications:

– We propose two scaling methodologies to guarantee application’s performance

with minimal cost in cloud. More specifically, (i) We develop analytic models

to predict applications’ performance and cost when various portions of virtual

memory are used in public clouds. As a result, users will know how, and by

how much, virtual memory will affect the overall performance and cost of their

applications before actually executing them. (ii) We propose multiple cost-

effective approaches for preventing OOM error in public clouds. Instead of pe-

riodically checkpointing memory states, the proposed elevation-migration ap-

proaches incur only one batch of memory accesss when encountering memory

depletion. (iii) We extensively evaluate the proposed techniques using bench-
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marks and real-world applications. Experimental results demonstrate high ef-

fectiveness of both techniques on AWS.

• For compute intensive applications:

– We propose a new deep-learning-based approach to efficiently and accurately

detect abnormal cells in electirc area using Kirchhoff analyses. The new ap-

proach employs multiple techniques including early pruning of unqualified in-

put data, parallelization of forward labelling, data augmentation through ran-

dom errors and dimension reduction, all of which collectively enable an efficient

and accurate mechanism for large-scale Kirchhoff analyses. We implement the

proposed approach with the latest machine learning framework and the paral-

lel computing library, and evaluate it with real-world engineering applications

showing promising results.

• For both memory and compute intensive applications:

– We develop an accurate and efficient emulating system to replay the execution

of large-scale blockchain systems on tens of thousands of nodes in the cloud.

Existing blockchain frameworks exhibit a technical barrier for many users to

modify or test out new research ideas in blockchains. To make it worse, many

advantages of blockchain systems can be demonstrated only at large scales,

which are not always available to researchers. In this dissertation, we pro-

pose BlockLite to emulate this large scale application in cloud.the very first

system who can emulate large-scale public blockchains on up to 40,000 nodes.

BlockLite achieves such a high scalability through an offline calibration of PoW

consensus and distributed queues. In terms of usability, BlockLite provides an
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easy-to-use interface to plug in application-specific components such as ad-hoc

consensus protocols.

• For I/O intensive applications:

– We observe one important yet often neglected side effect of lossy scientific data

compression. Lossy compression techniques have demonstrated promising re-

sults in significantly reducing the scientific data size while guaranteeing the

compression error bounds, but the compressed data size is often highly skewed

and thus impact the performance of parallel I/O. Therefore, we believe our re-

search community should pay more attention to the unbalanced parallel I/O

caused by lossy scientific data compression.

7.2 Future Work

There are several potential extensions to the methodologies and results in this dissertation.

7.2.1 Prediction of No Traits Applications

The performance-cost model proposed in 3 can be verified on more real world applications.

And in scenario 2, we will use machine learning methods such as time series model to

predict no traits applications.
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7.2.2 Mitigation of Imbalance Parallel I/O

We observed the high data skewness of lossy compressed scientific data across processes

due to heterogeneous information density in 6. And for future work, we plan to employ a

tiered approach to group decomposed data with complimentary information density on the

same node to reduce the imbalance in parallel I/O. For example, before writing data to the

file, we will allocate some aggregators to collect the data from different ranks, so that the

size of data on these aggregators is balanced. Therefore, the total running time will not be

affected by the slowest rank as the running time on each aggregator is similar.

7.2.3 Optimized Scheduling of Cross-platform Workloads

We applied multiple scientific applications in 3, 4, 5 and 6. And we know scientific

applications are usually composed of many small tasks and there can be heterogeneous

computing demands among these tasks causing load imbalance. Existing methods for

achieving load balance are usually application specific and require significant amount of

manual efforts to make changes to the application code. Elasticity and pay-as-you-go fea-

tures in cloud computing have potential to address the load imbalance issue through a gen-

eral resource scheduling and migration approach without changing application code. So

especially for these kinds of memory, compute and communication Intensive Applications,

there’re bottlenecks such as communication overhead, so we want to effectively leverage

the unique features of cloud and HPC, in order to find the optimal schedule for different

workloads.
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