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Abstract

Automatic emotion recognition describes the computational task of predicting emo-

tion from various inputs including visual information, speech, and language. This

task is rooted in principles from psychology such as the model used to categorize

emotions and the definition of what constitutes an emotional expression. In both

psychology and computer science, there is a plethora of different perspectives on

emotion. The goal of this work is to investigate some of these perspectives about

emotion recognition and discuss how these perspectives can be integrated to create

better emotion recognition systems. To accomplish this, we first discuss psychological

concepts including emotion theories, emotion models, and emotion perception, and

how this can be used when creating automatic emotion recognition systems. We also

perform emotion recognition on text, visual, and speech data from different datasets

to show that emotional information can be expressed in different modalities.
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Chapter 1

Introduction

Emotions are an important part of the human experience. They are an integral part

of the way we perceive the world and communicate with one another. Despite their

omnipresence, there is still a lot that researchers in multiple fields aim to learn about

emotions. In psychology, gaining a deeper understanding of the nature of emotions,

how they are expressed, and what this means for human interaction has inspired both

research and discussion. In computer science, the development of automatic emotion

recognition systems has been a compelling topic with many potential applications.

For example, emotion recognition can be used in assistive technologies and for creating

better human computer interfaces. Deep learning has only amplified interest in this

topic, with systems quickly improving at predicting emotions.

In psychology, the study of emotion is an ongoing research area with a variety

of developments and ideas. A large amount of emotion recognition systems utilize

the same model of emotion and often fail to consider various factors that are crucial

in human emotion recognition. Understanding a diverse set of theories, models, and

concepts from psychology about emotion can only help computer scientists studying

the field of emotion recognition. The goal of the first contribution is to describe



2

psychological concepts about emotions and facial expressions and explain how these

perspectives can be applied to automatic emotion recognition systems.

Emotion recognition systems have been developed in the context of different do-

mains in the machine learning community. This problem has been addressed by

different perspectives, but the three dominant modalities are computer vision, speech

processing, and natural language processing. More recently, some efforts have been

made to use information from multiple modalities to predict emotions, and this is

known as multimodal emotion recognition. Multimodal emotion recognition is a com-

plex problem because it sits at the cross-section of multiple fields of machine learning,

and integrating them together is difficult. Emotion data can also vary widely in what

modality the most useful emotion information is encoded. To handle this complexity,

many approaches to multimodal emotion recognition are created from the perspective

of a single domain, with the other domains being added on for increased accuracy.

The goal of the second contribution of this work is to highlight the limitation of that

approach by showing two multimodal emotion datasets that hold a majority of their

emotion information in different domains.

In Chapter 2, we discuss background on emotion recognition in computer sci-

ence. In Chapter 3, we analyze emotion perception from a psychology perspective,

emphasizing the importance of context. In Chapter 4, we compare two multimodal

emotion datasets and perform experiments on them to show the contextual impor-

tance of different modalities on emotion recognition accuracy. Finally, in Chapter 5,

we summarize our contributions and talk about future work.
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Chapter 2

Background

In computer science, emotion recognition broadly refers to the task of predicting a

person’s emotion based on some input data (e.g. face, body, speech, etc.) [63]. This

is typically accomplished with machine learning methods, and work on this problem

has increased with the advent of deep learning for a myriad of classification problems.

Emotion recognition has typically been addressed in the specific context of the

modality of the input data. Three of the most common modalities included in datasets

for emotion recognition are vision, speech, and natural language. While some work has

been done on other inputs such as biometric indicators [61], the former three modal-

ities are the most researched because they can be approached as specialized tasks in

the context of their larger fields. They are also all easily available when recording a

video of someone, while other signals often require specialized equipment to obtain.

Some approaches to emotion recognition also leverage multiple input modalities to

achieve better emotion recognition accuracy, and this is known as multimodal emotion

recognition [95].

In this chapter, we discuss speech, text, and vision approaches for emotion recog-

nition as distinct problems. Then, we discuss multimodal emotion recognition and
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how it combines different modalities to make better emotion predictions.

2.1 Speech Emotion Recognition

The goal of speech emotion recognition is to classify speech data with emotion labels

[5]. To accomplish this, relevant features are first extracted from the raw audio. Then,

a classification model is used to predict emotions based on these extracted features.

The quality of these features is critical to successfully predicting emotions from speech.

Traditionally, prosodic and spectral features have been used in speech processing [5],

but recently self-supervised learning has become the dominant approach for extracting

features from speech data [105].

Prosody refers to linguistic structural properties of speech that are important in

conveying both meaning and emotion [57]. Some examples of prosodic features of

speech include pitch, energy, and duration. Prosodic features have the advantage of

being more interpretable than spectral features, but there are challenges in reliably

computing prosodic features [57].

Spectral features are based on transforming a raw audio signal to the frequency

domain using a Fourier transform [5]. The most popular feature representations of

speech using a spectral approach are Mel Frequency Cepstral Coefficients (MFCC).

MFCCs are computed based on a Mel-Filter Bank and inverse Fourier transform [5].

MFCCs have been considered more reliable and practical than prosodic features [98].

However, both prosodic and spectral features have been recently outperformed by

self-supervised learning for speech emotion recognition.

Self-supervised learning is the machine learning paradigm of learning representa-

tions of unlabeled data by leveraging the structure of the data to create pseudo-labels

for training. This approach has shown to be useful in speech processing, with self-
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supervised models achieving state-of-the-art results on many common speech process-

ing tasks [105].

Self-supervised learning approaches start with pretraining on a large, unlabeled

speech corpus to learn the structure of the data. Then, these models can be fine-tuned

to various downstream tasks. The SUPERB benchmark was created as a leader-

board and challenge for speech processing tasks, including emotion recognition [105].

The SUPERB benchmark of the emotion recognition task uses the IEMOCAP [24]

dataset, and only includes the four balanced emotion classes (neutral, happy, sad, and

angry). The wav2vec model showed the power of a self-supervised approach by using

a convolutional neural network (CNN) and contrastive loss function to predict future

segments during speech pretraining [94]. The wav2vec 2.0 model improved on the

core idea of wav2vec by using a transformer to mask parts of the input [7]. HuBERT

is a similar pretraining approach that includes an offline clustering step to generate

better representations [51].

2.2 Text Emotion Recognition

Emotion recognition in natural language processing (NLP) is often viewed as a branch

of the sentiment analysis task [2]. Sentiment analysis is the task of determining if

an opinion is positive or negative about a subject, and the data evaluated usually

consists of online opinions from websites like Twitter, IMDB, or Amazon [2]. Senti-

ment analysis and text emotion recognition are both viewed as classification problems

where text is labeled with sentiment and emotion labels, respectively.

Traditionally, emotion recognition in text used various approaches that did not rely

on machine learning methods [2]. One of these is keyword recognition, which involves

the construction of an emotion dictionary that is used to directly predict an emotion.
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WordNet-Affect was a dictionary for text emotion recognition [99]. Another approach

is lexical affinity, which assigns probabilities to keywords in an emotion dictionary.

This approach generally rates words on a probabilistic scale ranging from negative to

positive, while keyword recognition generally categorizes words into a set of emotion

classes [2].

Feature extraction is important in NLP because it is necessary to convert text to

numeric representations before applying machine learning methods [73]. The Bag of

Words approach is a simple approach that creates a word vector based on the number

of word occurrences. N-grams are a method that helps encode the order of words

by representing text based on groups of n adjacent words. Term Frequency Inverse

Document Frequency (TF-IDF), is another approach that embeds a word based on its

relative frequency in a document [73]. There are also deep-learning based approaches

to generating word embeddings such as Word2Vec [71] and GloVe [75] that often

outperform traditional methods.

Before deep learning, classical machine learning approaches had comparable re-

sults to dictionary-based approaches for text emotion recognition. The approaches

generally involved applying a feature extraction approach and applying an algorithm

like naive bayes or support vector machines [73]. With the adoption of deep learning,

machine learning approaches have shown to outperform traditional methods in text

emotion recognition [2]. Long-Short Term Memory Networks (LSTMs) and Convo-

lutional Neural Networks (CNNs) achieved better results than traditional machine

learning approaches on this task.

The state-of-the-art approach for text emotion recognition uses transformer-based

models because of their ability to encode context [3]. Specifically, Bidirectional En-

coder Representations from Transformers (BERT) has become a popular base model

for this task [31]. BERT learns context in text with its self-supervised learning ap-
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proach, and then the BERT model can be adapted to learn a specific NLP task, which

in this case is emotion recognition. BERT is pretrained by reconstructing masked

words from surrounding text, which has shown to be useful in learning contextual

representations.

2.3 Visual Emotion Recognition

In computer vision, most emotion recognition research has focused on predicting emo-

tion from facial expressions, and this field is known as facial expression recognition

[63]. Facial expression recognition has grown alongside the task of facial recognition,

where faces are labeled with their identity. Both of these fields have greatly bene-

fited from deep learning, and they share similar pre-training pipelines that include

face alignment, data augmentation, and pose normalization [63]. Facial expression

recognition tasks can broadly be categorized based on whether the inputs are static

images or videos.

Static images are easier to process and have been researched more than videos [63].

The most widely used and most successful approach for predicting emotion classes

from images uses Convolutional Neural Networks (CNNs) [63]. CNNs have achieved

high levels of performance at extracting features for many image processing problems,

including facial expression recognition. Because many facial expression datasets are

relatively small for deep learning, it is common to train by starting with a model

trained on a larger face recognition dataset, and fine-tuning to emotion recognition

[63].

Videos are composed of a sequence of images, and this generally means that videos

provide more information about the context of an emotion than a static image does.

However, the structure of the data can make it more complex to fully utilize this
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additional data [63]. A simple technique is to predict emotion on each frame in the

video and aggregate these predictions together [58]. 3D-CNNs are CNNs with 3D

convolutional kernels, and they have been applied to emotion prediction in videos

[81]. While they have shown some positive results, they have also been found to

struggle on fine-grained tasks like expression detection [79].

While facial expressions are a major visual indicator of emotion, body language

is another visual signal that has been analyzed for emotion prediction [107]. Pose

estimation is the task of determining a person’s joint positions in an image at a given

time [107]. [107] and [96] use pose estimations as inputs to emotion prediction models.

2.4 Multimodal Emotion Recognition

Multimodal emotion recognition is the task where multiple modalities are combined

to predict emotion. Because of the nature of this task, it gives the most possible

information for emotion prediction and is the closest to human emotion perception.

This is challenging because it requires both good features to be extracted from dif-

ferent input sources and an efficient mechanism to combine these separate features.

The simplest way to do this is to process the modalities independently and combine

these outputs at the end to predict an emotion [95]. However, an ideal system would

account for the dependencies that different modalities have on each other [95].

Research has been done on different techniques for fusing the information of differ-

ent modalities to make better predictions. [66] fuses text, visual, and audio features

hierarchically by combining each pair of modalities first and then fusing these 3 pairs

for a final prediction. [110] fuses each pair of modalities, but also all 3 modalities

so that the emotion prediction model can account for all interaction combinations

between the modalities.



9

In many multimodal emotion recognition approaches, automatically extracted fea-

tures are used in place of the raw data. This has the advantage of being simpler and

providing the same set of starting features for comparing different multimodal fu-

sion methods. The CMU-Multimodal SDK provides extracted features for various

multimodal emotion datasets and tools to temporally align modalities [111].
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Chapter 3

Psychology of Emotion Recognition

This chapter appears as a conference publication at the CVPR 2022 ABAW Workshop

[100].

D. Stratton and E. Hand. “Bridging the gap between automated and human facial

emotion perception.” Proceedings of the IEEE Conference on Computer Vision and

Pattern Recognition Workshops, June 2022.

3.1 Introduction

Emotions are a core part of the human experience. From the pleasant joy of engag-

ing in a favorite hobby to the sorrow of struggling through a difficult period in life,

emotions add color to the many experiences we all have. All kinds of emotions have

been invoked in art, literature, music, speech, dance, and countless other mediums

throughout history [97]. Emotions can change our perception of the world and in-

fluence the actions we take every day [21]. A large focus of emotion research is the

relationship between emotions and facial expressions. Facial expressions are viewed

as a key to nonverbal communication and for expressing emotion [4].
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Despite the omnipresence of emotion and expressions throughout life, there is a

lack of scientific consensus regarding many key questions. A large number of theories

and body of research on emotion emerged in the 20th and 21st centuries [45, 89].

The study of facial emotion perception in psychology is continuously developing and

dynamic. This complexity can make it challenging for researchers outside the field to

understand emotion science with its many nuanced and contradictory ideas.

As psychologists have increased their interest in studying emotion, so too have

computer scientists, focusing on developing automated emotion perception systems

[63]. Automatic emotion perception has applications in assistive technology, human-

computer interaction, as well as many others [62]. Unfortunately, the nuances of

human emotion perception are often lost when translated automated emotion per-

ception. Some of this stems from the practical requirements of these automated

systems (e.g. limited data) while some stems from a fundamental lack of knowledge

of the psychological perspective.

The goal of this work is to align both perspectives (psychology and computer

science, i.e. human and automated) of emotion perception, facilitating future discus-

sions and research in this interdisciplinary area. It is essential that facial emotion

perception be researched and discussed through an interdisciplinary lens as findings

can help both fields of psychology and computer science.

The remainder of our paper is organized as follows. Section 2 details prominent

emotion theories, while Section 3 details the models used to classify emotions. Section

4 focuses on facial expressions and their relationship to emotion. Section 5 provides a

discussion of the psychology and computer science perspectives with suggestions for

future research and Section 6 summarizes and concludes our work.
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3.2 Emotion Theories

Emotion theory has intrigued philosophers, academics, and psychologists for hundreds

of years [45]. Psychologists have contemplated many questions about the fundamen-

tal properties of emotion, aiming to determine what functions emotions serve, how

emotions are related to memory and what separates emotions from mood and tem-

perament [1, 47]. In this paper, we focus on one question: “Are there basic emotions?”

Basic emotion theory states that there is a small set of emotions that are innate to

humans. The alternative explanation – emotion construction theory – is that hu-

mans have created categories of emotion to help better understand the subject. The

underlying emotion theory dictates the choice of emotion model and therefore has

significant impacts on downstream research tasks.

3.2.1 Basic Emotion Theory

Basic Emotion Theory states that there exists a small set of distinct, fundamental

emotions that are biologically innate to humans. The concept of a facial expression is

important when describing a basic emotion because many supporters of Basic Emotion

Theory directly link emotions and facial expressions. Basic emotions are described

as having “distinct physiology” and “brief duration” [36]. Basic emotions are usually

grouped into a small, discrete set that are thought to be hardwired into the brain

[27].

Charles Darwin is often considered the inspiration for the Basic Emotion Theory,

having stated that basic emotions are innate and based on specific facial and bodily

expressions [45, 30]. He asserted that these emotions and emotional expressions came

about due to their adaptive functions. For example, fear can facilitate the survival of

the organism against a hostile attack. Darwin’s perspective later influenced the work
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of other psychologists [32, 101, 54].

A cross-cultural study of the Fore Tribesmen in Papua New Guinea was one of

the first major studies used to provide large-scale evidence for basic emotions [39].

They found that the study subjects were able to match pictures of facial expressions

to a set of 6 discrete emotion labels, supporting the idea that basic emotions exist

across cultures. Analyses of the many cross-cultural studies on emotion have found

both consistency in the expression and recognition of emotion across cultures, and

variance that can be explained by cultural and other factors [93].

Some have shown that there is neurological evidence for basic emotions, but there

is not a one-to-one mapping between a brain responses and basic emotions [26]. While

there is undisputed evidence that there are some biological underpinnings for emotion,

there is still much debate over what this means. Those who support Basic Emotion

Theory believe that there exists some mapping between neurological responses and

basic emotions. Others believe that this neurobiological evidence simply points to

similar core patterns that are observed from emotion words [90].

3.2.2 Emotions as Social Constructs

Social Constructionists argue that emotions do not exist in a discrete set of biologically-

innate categories, but instead that societies create emotion categories as a way to

better understand affect and facilitate communication about feelings [13]. Emotion

and affect are often used interchangeably. Affect is “any experience of feeling or

emotion,” and “both mood and emotion are considered affective states” [103]. These

conceptions of emotion need not be universal, which is an important distinction from

Basic Emotion Theory. Constructionists often emphasize a mix of both neurological

mechanisms and social factors like context and culture to explain the variability of

emotion[12].
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William James introduced ideas that would later serve as the foundation for Con-

structed Emotion Theory, describing emotion as a product of elementary processes

[67, 56, 45]. Constructed Emotion Theory gained popularity in the 21st century

[34, 45].

[88] distinguishes two components of an emotion: core affect and prototypical

emotion episodes. Core affect is an internal state characterized by “elemental pro-

cesses of pleasure and activation,” and prototypical emotion episodes are rare, com-

plex sequences of events that match a typical emotion category like anger or fear.

[90] explains that emotion categories are not clearly defined, and only some emo-

tional episodes would fit well with a prototypical category. [11] posits that concepts

like fear, anger, and sadness are social constructs used to classify these emotional

episodes since people experience similar patterns of emotion [11]. [64] found the com-

bination of core affect and conceptual knowledge to be important in the experience of

fear. [10] used neuroimaging studies to show that different neural structures are ac-

tivated by different emotion-related stimuli, showing evidence for complex processes

for constructing emotion.

Many believe that a combination of innate and constructed emotions exist. [53]

states that Basic Emotion Theory is still valid if basic emotions are restricted to

emotions that are characterized by “evolutionary adaptions that are involuntarily

and automatically triggered.” Some take research supporting Constructed Emotion

Theory as evidence for Basic Emotion Theory, acknowledging that there are more

categories of emotion that have more complex relationships with the brain than pre-

viously thought [59].

The most important takeaway from emotion theory is that there is support for

both innate and environmental explanations of emotion. Researchers in automated

emotion perception should be aware of these theories and how they impact critical
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research design choices including data, models and applications.

3.3 Emotion Models

A host of models have been created that attempt to provide a system for compar-

ing and measuring emotions [22]. Emotion models can be divided into two broad

classification approaches: categorical – representing the space of all emotions as a

finite set – and dimensional representing emotions by continuous values on multiple

axes [22]. These two classes of emotion models align with Basic Emotion Theory and

Constructed Emotion Theory, respectively.

Choosing an emotion model is dependent on the emotion theory underlying the

work and the problem the model is applied to. Categorical models consist of semantic

categories, which are generally more intuitive. Dimensional models have a larger range

of representations and are better at quantifying the relationship between different

emotional states.

3.3.1 Categorical Emotion Models

Categorical emotion models classify emotions into distinct categories, which aligns

well with Basic Emotion Theory. These models started with very few categories, but

compound facial expressions have been studied to create more emotion categories [33].

Table 3.1 details various categorical emotion models.

Ekman’s original emotion model contains 6 basic emotions [35]. This model was

revised two more times to include a total of 15 basic emtions [41, 37]. Beyond Ekman’s

models, some categorical models have additional structure. Robert Plutchik describes

emotions on a wheel, with opposite emotions being on opposite sides of the wheel

[78]. Figure 3.1 shows Plutchik’s emotion wheel, with 8 basic emotions that have



16

Table 3.1: Categorical Emotion Models. Emotions common to all models are shown
in bold. It should also be noted that each model contains either “happiness” or “joy”.

Author(s) Count Emotions
Ekman [35] 6 Anger, Disgust, Fear, Happiness, Sadness, Sur-

prise
Ekman and
Friesen [41]

7 Anger, Contempt, Disgust, Fear, Happiness, Sad-
ness, Surprise

Ekman [37] 15 Amusement, Anger, Contempt, Contentment, Dis-
gust, Embarrassment, Excitement, Fear, Guilt,
Happiness, Pride in achievement, Relief, Sadness,
Satisfaction, Sensory pleasure, Shame, Surprise

Plutchik [78] 8 Anger, Anticipation, Disgust, Fear, Joy, Sad-
ness, Surprise, Trust

Parrott [74] 6 Anger, Fear, Joy, Love, Sadness, Surprise
Cowen and Kel-
ter [29]

27 Admiration, Adoration, Aesthetic appreciation,
Amusement, Anger, Anxiety, Awe, Awkwardness,
Boredom, Calmness, Confusion, Craving, Disgust,
Empathic pain, Entrancement, Excitement, Fear,
Horror, Interest, Joy, Nostalgia, Relief, Romance,
Sadness, Satisfaction, Sexual Desire, Surprise

mild forms, intense forms, and combinations [77].

Parrott created a tree structure of emotions based on finding the prototypicality

of various emotion keywords rated by students [74]. The first 2 layers of the tree are

shown in figure 3.2. The tree-like structure emphasizes how the differences between

emotions can be distinct or subtle.

Cowen and Kelter utilized responses to emotion-eliciting videos to created a dis-

crete list of 27 emotions, noting that emotion states have fuzzy boundaries [29]. Their

emotion model is visualized in figure 3.3.

Automated emotion perception has relied heavily on categorical emotion models,

and specifically Ekman’s original model with 6 emotions. Using other categorical

models is an obvious next step in the automated perception of more subtle emotions.
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Figure 3.1: Plutchik’s Wheel of Emotions shows 8 basic emotions represented by
leaves on a wheel. Words closer to or farther from the center represent higher or lower
intensities of the emotion, respectively. Adjacent petals represent similar emotions
and opposing petals represent opposing emotions. The words between the petals
describe emotions related to the adjacent petals [78]

3.3.2 Dimensional Emotion Models

Dimensional emotion models represent emotions with a set of real values scored on

independent axes aligning well with Constructed Emotion Theory. Table 3.2 details

common dimensional models.

James Russell introduced the first dimensional model – the Circumplex Model [87].

The Circumplex Model was constructed by plotting various emotion keywords on a

circle that contained two real-valued axes: valence and arousal. Valence captures
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Figure 3.2: Parrott’s Tree of Emotions define a list of 6 primary emotions, and various
secondary emotions that stem from a primary emotion. Tertiary emotions are not
shown [17].

the positivity or negativity of an affect while arousal captures the intensity of the

affect [87]. Figure 3.4 shows this model, and how different emotion keywords were

represented on it. The Circumplex Model has been successfully applied to other

languages and cultures [91].

Watson and Tellegen introduced the Positive-Affect Negative-Affect (PANA) model

for mood with two dimensions of positive and negative affect, shown in figure 3.5 [104].

The PANA model is similar to a rotated Circumplex Model.
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Figure 3.3: Cowen and Kelter’s Mapping of Emotional Videos plotted with t-SNE.
The colors of the points represent the emotion of the video, which they also grouped
into 27 categories. [29]

Table 3.2: Dimensional Emotion Models

Author(s) Count Dimensions
Russell [87] 2 Valence and

Arousal
Watson and Tel-
legen [104]

2 Positive-Affect
and Negative-
Affect

Mehrabian [70] 3 Pleasure,
Arousal, and
Dominance

Mehrabian’s Pleasure, Arousal and Dominance (PAD) model is a 3-dimensional

emotion model [70]. The first two dimensions are similar to the Circumplex Model,

but the added third dimension represents the dominance or submissiveness of an

emotion. For example, fear and anger both represent emotions with a low valence and

a high arousal, but fear is a more submissive emotion and anger is a more dominant
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Figure 3.4: The Circumplex Model describes emotions in two dimensions: valence
(x-axis) and arousal (y-axis). [83]

Figure 3.5: The PANA Model is a 2-dimensional model with the x-axis representing
the level of negative affect and the y-axis representing the level of positive-affect.[104]
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emotion [70].

All emotion models share a similar goal of providing a representation for a set of

emotions. The choice of emotion model is largely a product of the specific goals of

a research experiment. Categorical models can be easier to label than dimensional

models because words are often more intuitive than numbers when conceptualizing

emotion. Dimensional models have the advantage of being able to express subtle

changes in emotion more effectively because they utilize real values. Understanding

the limitations of an emotion model and experimenting with other models will lead

to the development of more robust automated emotion perception systems.

3.4 Facial Expressions and Perception

Facial expressions are the configurations created by the movement of muscles in the

face. They are known to play a vital role in nonverbal communication and widely

believed to convey emotional information [4]. Out of 149 scientists, 80% believe that

there are universal signals of emotion exhibited in the face or voice [38], but the

extent to which facial expressions are linked to an underlying emotion is not fully

understood. In this section we provide an overview of the relationship between facial

expressions and emotions. For a more thorough survey we recommend [16].

3.4.1 Encoding the Face

Ekman and Friesen created the Facial Action Coding System (FACS) in 1978, updated

in 2002, which has become one of the most ubiquitous systems for encoding facial

features [102, 44]. FACS is based on mapping facial muscle movements to a set of

action units that represent nearly all possible facial movements. Figure 3.6 shows

examples of commonly used action units in FACS. Each of these action units are also
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paired with an intensity value that represents how present any given action unit is in

a face, measured on a scale of A-E, where E is the most intense. Various studies have

verified the reliability of FACS measures [92, 28].

Figure 3.6: Some common Action Units in the Facial Action Coding System, along
with a visual example and description. [108]

3.4.2 Posed and Spontaneous Facial Expressions

Posed facial expressions are expressions that are deliberately created, such as a smile

for a photograph. Spontaneous facial expressions, on the other hand, are created

in response to some stimulus, such as a smile that occurs after someone hears a

funny joke. Smiles are the most well-studied expression when comparing posed versus

genuine, with genuine smiles being commonly referred to as Duchenne smiles [48]. The

presence of FACS action unit 6 is a distinguishing characteristic of Duchenne smiles,
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as shown in figure 3.7 [18].

Figure 3.7: Comparison of Duchenne and Non-Duchenne Smiles from two people.
Duchenne smiles exhibit AU6, cheek raiser, while Non-Duchenne smiles do not. The
letters A-E represent the intensity of the AU. [18]

There are key differences between posed and spontaneous expressions [16]. [85]

hypothesizes that posed expressions more closely resemble stereotypical ideas about

facial expressions than spontaneous expressions. There is some evidence for voluntary

and involuntary facial expressions being linked to different neural circuits, which may

affect their expression [84, 20, 86].

Posed and spontaneous facial expressions are distinct in both their creation method

and resulting muscular configuration. Spontaneous expressions have been shown to

be more difficult for people to match with emotion keywords than posed expressions

[72]. The use of posed expressions in emotion studies is criticized because of the
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bias it can introduce towards emotions that more closely match our preconceptions of

what emotion expressions should look like [16]. Despite the differences in posed and

spontaneous expressions, [50] found that people do poorly at identifying an expression

as posed or spontaneous, with people rating expressions as spontaneous more often

than they truly are.

3.4.3 Microexpressions

Microexpressions are generally regarded as brief facial expressions that occur when

people are trying to conceal true emotions [52, 40]. Duration is a key defining aspect

of a microexpression. Microexpressions have a duration of 170-500ms, similar to that

of a blink [106]. The other defining aspect of microexpressions is that they occur when

an emotion’s expression is inhibited, and there is evidence to support this behavior

[43, 82]. However, microexpressions have not been found to consistently exist when

someone is concealing their emotion [82].

Microexpressions have been touted for their ability to detect deception in popular

culture with the 2009 TV series Lie to Me, and they have been incorporated into law

enforcement training through the Wizards project [19]. However, there have been very

few empirical studies of microexpressions. And results from studies in microexpression

research do not provide much support for the ability of microexpressions to reveal

deception.

[69] claims to find the first systematic evidence for the ability of microexpressions

to differentiate liars and truthtellers [69], but [23] and [82] find that short, invol-

untary expressions occur in both liars and truthtellers, and that the findings are so

inconsistent that conclusions should not be drawn from these involuntary expressions.

Overall, the body of work on microexpressions is small and there is still more evidence

needed for the creation, duration, and form of microexpressions.
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3.4.4 Perception and Culture

Supporters of the universality hypothesis believe that some facial expressions are

universal indicators of certain emotions, independent of other factors like culture

[39]. Others argue that contextual factors play a large role in emotion perception

[15].

In 1971, Ekman and Friesen performed a seminal study in New Guinea that pro-

vided evidence of a universal relationship between facial expressions and emotions

[39]. The study identified a group of individuals with minimal exposure to Western

culture. A translator told the group an emotional story, and the participants were

asked to choose the picture which best represented the emotion in the story from a

set with various facial expressions. The researchers found high percentages of respon-

dents choosing the face that matched the intended emotion of the story. Ekman et al.

performed a similar experiment comparing judgments of emotions and their perceived

intensity across 10 cultures, and found consensus on the classification of emotion and

classification of relative intensity from the facial expression picture [42].

Some argue that a forced-choice format, within-subjects test design, and use of

posed expressions have biased results in favor of universality [89]. Gendron et al.

compares the results of a remote culture and a Western culture tasked with sorting

facial expression pictures into their own clusters of emotion categories, and found that

the clusters did not follow a universal pattern [46]. Jack et al. showed animations to

two groups of different cultures, and found that the mental representations associated

with emotion categories differ according to culture [55].

3.4.5 Perception and Context

In addition to culture, there is also research investigating the importance of context

in perceiving emotion from facial expressions. This context can include location,
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background information, body, and any voice. Figure 3.8 illustrates the effect that

context can have on emotion perception by showing Serena William’s facial expression

with and without context [15]. Without context, it is possible to perceive anger or

pain from the face. But with context, it is much clearer that she is overjoyed and

triumphant.

Figure 3.8: Comparison of Serena William’s expression with and without context [15]:
(a) without context can signal various emotions and (b) with context is very likely to
signal joy.

People are extremely limited in recognizing emotion without context, highlighting

the crucial role that context plays in emotion perception. [49] finds that configurations

of facial muscles are ambiguous in determining emotion, and we recognize emotions

in face-context combinations. [14] finds that when people are asked to recognize

emotion, they better remember the context, which provides evidence that context is

encoded in memory when an emotion is being perceived. The effect of context has

been shown to be dependent on culture, as Japanese subjects were found to look at

surrounding expressions when perceiving emotion, while Western subjects were more

likely to look at an individual’s expression [68]. Contextual factors are also considered

to affect emotion perception on an individual level, as it has been found that each

individual labeler has their own patterns when labeling emotions [6].
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3.5 Discussion

It is essential that advances in automated emotion perception take into account the

nuances of human emotion perception to foster a better understanding of emotion

and to create more robust systems built on solid scientific foundations. This work

aims to align the computational and psychology domains of emotion science to have

a common ground moving forward in automated and human emotion perception. In

this section, we distill our findings and provide recommendations for future research

in automated emotion perception.

3.5.1 Standards for Facial Expression Recognition

There is some ambiguity in the term “facial expression” as it used in emotion recogni-

tion, often being conflated with “emotion.” Instead, a standard should be used, such

as the Facial Action Coding System (FACS) for facial expression recognition. This

prevents confusion between the terms “expression” and “emotion,” and gives the prob-

lem of “facial expression recognition” a clear evaluation standard in action units. For

example, CK+ provides FACS codings for facial expressions with additional emotion

labels [65].

3.5.2 Emotion Labels as Evidence not Truth

Evidence links facial expressions, body language, situational context, cultural infor-

mation, and information about the observer as factors in emotion perception. The

exact role and influence that each factor has on emotion perception is not currently

known. This more holistic view of emotion perception brings about important re-

search questions regarding the relationship between facial expressions and emotions

such as 1) “what facial expressions result in more consensus in emotion perception?”,
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2) “which expressions are more ambiguous without additional information?” and 3)

“do the demographic characteristics of the observer impact the perceived emotion?”

We propose that future research in automated emotion perception measure uncer-

tainty in emotion labels, allow for multiple emotion labels for a given sample and

collect observer information to identify patterns in responding.

3.5.3 Incorporate Culture and Context

Research highlights the importance of culture and context in human emotion percep-

tion [49, 14]. Data used for automated emotion perception fall into one of two cate-

gories: constrained (lab created or controlled) or unconstrained (real-world). While

unconstrained data is preferred for real-world applications, there are many unan-

swered research questions as to the role of context in both human and automated

emotion perception, which leaves constrained data as the best path forward to an-

swer these questions. A structured approach to adding context would allow for proper

evaluation of context in emotion perception.

While some work has been done on multi-modal emotion perception (e.g. a combi-

nation of audio, text and visual), most work to date focuses on improving performance

using a single modality or simply combining all modalities with deep neural networks

without identifying the factors that contribute to a particular decision. A first step in

incorporating context is to utilize these datasets to pinpoint the individual and com-

bined effects of audio, text and visual information on human and automated emotion

perception.

In order to study the effects of context it is important to systematically add context

to the data. For audio and text, adding context might simply involve introducing the

audio or text from time-points before the current utterance. For visual, transitioning

from the most to least restrictive setting might involve 1) a tightly cropped face
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making direct eye contact with the background removed, 2) adding changes in gaze,

3) adding movement, 4) adding background, 5) adding upper body, and finally 6)

adding full body context. Combinations of the above contexts may also be used,

resulting in a large number of settings.

Such a systematic and controlled study will require the collection of data in a lab

using actors. While spontaneous expressions and unconstrained data are preferred, if

we are to pinpoint the role of context in emotion perception, a certain level of precision

is required. Otherwise, the field of automated emotion perception will continue on

applying state-of-the-art deep learning models to the problem without any useful

insights or true innovation.

With respect to the effect of culture on emotion perception, it is essential to tackle

this problem with an interdisciplinary team with representatives from psychology,

sociology, natural language processing and computer vision. A clear next step is to

collect emotion perception data (videos and labels) from a wide variety of cultures and

to maintain cultural information for both the data and the observers. With a large-

scale dataset for this problem, significant analysis can be performed to begin to answer

questions about the effect of culture on the presentation and perception of emotion.

As with the context studies, it is essential to approach this problem systematically

and in very controlled settings in order to isolate the variables of interest (i.e. the

culture of the individuals presenting the emotion and of the individuals perceiving

the emotion).

3.5.4 Posed vs. Spontaneous Emotion Expressions

Posed and spontaneous facial expressions are different in both appearance and in the

context that they are created [16, 18]. However, humans are not very good at deter-

mining the difference between posed and spontaneous expressions [50]. The elicitation
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of an expression is a key advantage of many lab-controlled datasets where that in-

formation is known. Unconstrained datasets (often collected from the internet using

keyword search) do not discern between posed and spontaneous expressions, which

can be problematic due to their inherent differences. We suggest that researchers

avoid the use of web-collected data for the problem of emotion perception as the con-

ditions under which the data was collected (e.g. posed vs. spontaneous, context and

cultural information, etc.) are unknown.

When trying to perceive emotion, spontaneous expressions are likely to be bet-

ter indicators of emotion because they are often elicited by an emotional response.

Still, spontaneous expression datasets have constraints that are not present in the

real world. One example of this is that many lab-controlled elicitations of emotion

involve the subject starting from a neutral state. As emotion perception is essential

in everyday interactions, data that represents everyday interactions (i.e. conversa-

tional dyads and groups) should be used for the study of human and automated

emotion perception. We propose that future researchers collect data in controlled

environments with more realistic scenarios. Specifically, using egocentric cameras to

collect conversational data from the perspective of each participant will allow for the

analysis of emotion elicitation and perception in real world situations without adding

additional confounding factors from completely unconstrained data.

3.5.5 Subtle Expressions over Microexpressions

There is very little research investigating microexpression, despite their prevalence

in popular culture [23]. Additionally, there is little evidence to support their nature,

their implications, and even if they are a useful concept for human emotion percep-

tion. We recommend research in automated emotion perception explore paths that

have stronger scientific foundations than microexpressions which have relatively little
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empirical validation. Specifically, many automated approaches perform better with

exaggerated, posed expressions than they do with subtle, spontaneous expressions

[63]. We propose that future work focus on detecting the subtle expressions humans

exhibit in real-world conditions rather than microexpressions. As we encourage the

use of conversational scenarios for their ability to produce spontaneous expressions,

we also encourage them for their ability to produce subtle expressions.

3.5.6 Interdisciplinary Approaches

It can be challenging for researchers in automated emotion perception to have a deep

understanding of human emotion perception, and psychologists have been critical of

work in automated emotion perception, highlighting the importance of understand-

ing human emotion perception [16]. Automated emotion perception is a field which

requires perspectives from psychology, sociology, natural language processing and

computer vision at the very least. Previous automated emotion perception works

that have been created with interdisciplinary perspectives tend to be more aligned

with human emotion perception research than works lacking that perspective. For

example, the CK+ dataset was created as a collaborative effort between researchers

with both a psychology and computer science background, and they were careful to

describe the limitations of emotion labels and only accept labels as valid if they met

specific criteria [65]. We should pursue interdisciplinary study in this area as it will

improve the quality of research being done and will advance the fields of automated

and human emotion perception. As a crucial next step, we propose that interdis-

ciplinary workshops be held to bridge the gap between research in automated and

human emotion perception.
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3.6 Conclusion

Emotion perception is a challenging field to study as it investigates complex human

behaviors that are not fully understood. This work provides an interdisciplinary

discussion of automated and human emotion perception. The goal of this work is

to align both perspectives (psychology and computer science, i.e. human and au-

tomated) of emotion perception, facilitating future discussions and research in this

interdisciplinary area.

Human emotion perception research is shifting away from the idea that emotions

exist in a discrete, biologically-based set, and instead the concept might be con-

structed based on a human experience with emotion that is shaped by both natural

and environmental factors. The extent to which facial expressions reflect emotion is

still being studied, with the theory that they are universally linked being questioned

by evidence of culture and contextual factors impacting emotion perception.

Current automated emotion perception systems can detect stereotypical, exagger-

ated expressions and assign an emotion from this, but tend to struggle to perceive

emotion from more subtle and realistic examples of emotion. The underlying assump-

tion that an emotion can always be perceived from a facial expression is not valid,

and emotion perception systems must grow past this idea – ideally using multi-modal

data – to achieve better performance in real-world scenarios.

We provide a series of recommendations for automated emotion perception based

on some of the disparities we have identified between automated and human emotion

perception research. In our discussion, we focus on identifying a standard for facial

expressions, quantifying uncertainty in emotion labels, systematically incorporating

culture and context, understanding limitations associated with posed and spontaneous

emotion expressions, utilizing subtle expressions in place of microexpressions and

finally approaching the problem of emotion perception as an interdisciplinary one
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incorporating perspectives from psychology, sociology, natural language processing

and computer vision.

It will be challenging to construct datasets and develop methods that begin to

capture the complexities of human emotion perception. However, it is vital that a

modern social science perspective be internalized by researchers in automated emo-

tion perception. This perspective can greatly improve the capacity for machines to

perceive emotions as we humans do naturally, and ultimately produce higher quality

research than is possible without an understanding of human emotion perception.
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Chapter 4

Emotion Recognition in Different

Modalities

Humans perceive emotion by analyzing a combination of different indicators, including

but not limited to visual cues, sound cues, and understanding the language being

spoken. Multimodal emotion recognition uses multiple indicators to improve accuracy

when predicting emotion. However, the relative amount of emotional information

from each of these sources varies in different situations.

To illustrate this, we perform emotion recognition on the CMU MOSI and IEMO-

CAP datasets. For both of these datasets, we describe the different contexts of how

the data was created, perform emotion recognition on the visual, audio, and text

modalities independently, and discuss how the different contexts may have led to the

different results.
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4.1 CMU MOSI Dataset Analysis

The first multimodal dataset analyzed is CMU MOSI (Multimodal Corpus of Senti-

ment Intensity) [109]. This dataset was created for sentiment analysis, and it consists

of people giving video reviews of movies. Within these videos, subjective sentences

were manually extracted and labeled with a value from -3 to 3 based on if the segment

had a positive or negative sentiment. For our experiments, we convert the labels to

binary values to represent positive and negative sentiments as two classes. Figure 4.1

shows the distribution of labels used in the experiments.

Figure 4.1: Accuracy on the evaluation dataset while training the text emotion recog-
nition model on CMU MOSI.

It is important to note that this dataset is based on an NLP perspective, with

additional modalities being used to help supplement it. This is because sentiment

analysis originated as an NLP problem and the opinion segments were extracted based

on the language. The content is also in the form of monologues, which contrasts with

the dialogues in the IEMOCAP dataset.

CMU MOSI consists of 2,198 labeled segments, with standard splits of 1,283
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training segments, 229 validation segments, and 686 test segments. In the following

subsections, we discuss the experiments where I train text, speech, and vision models

to predict emotion labels on CMU MOSI.

4.1.1 Text Emotion Recognition on CMU MOSI

To predict emotion from text on CMU MOSI, we start with Bidirectional Encoder

Representations from Transformers (BERT) because of its rich text representations.

Then, we fine tune the BERT transformer to the emotion recognition task on CMU

MOSI. When training the model, we use a learning rate of 1e-5 and train for 20

epochs. Table 4.1 shows sample utterances from the dataset.

Table 4.1: Sample utterances from CMU MOSI. [109]

Utterance Label
anyhow it was really good Positive
they didnt really do a whole bunch of background info on
why she has to fight and be prepared

Negative

i mean they did a little bit of it Negative
a lot of sad parts Negative
but it was really really awesome Positive
he carried it Positive

Figure 4.2 shows the learning curve of the experiment. On this experiment, we got

79.4% accuracy on the test set which is close to other works and shows that training

was able to improve the prediction accuracy.

4.1.2 Speech Emotion Recognition on CMU MOSI

For speech emotion recognition on CMU MOSI, we utilize transfer learning by starting

with a pretrained transformer and fine tuning it on the CMU MOSI data. The speech

data is in the form of wav files, which encode an audio waveform. The pretrained
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Figure 4.2: Accuracy on the evaluation dataset while training the text emotion recog-
nition model on CMU MOSI.

transformer we start with is wav2vec 2.0, which was pretrained on a large speech

corpus. We also remove segments longer than 10 seconds for training performance.

We trained the model for 20 epochs with a learning rate of 1e-5.

When training the model, the performance on the evaluation dataset did not im-

prove and the evaluation on the test dataset did not get above 50%. Figure 4.3 shows

the evaluation accuracy during training. Considering this is a binary classification

problem, it was unable to learn. Repeated experiments with different learning rates

returned similar results. We discuss these results in Section 4.3, but the hypothe-

sized reason for the low performance of this model is the lack of emotion expressed

in speech of the speakers in the clip.

4.1.3 Visual Emotion Recognition on CMU MOSI

To predict emotion from visual data of CMU MOSI, we use visual data extracted from

OpenFace [9]. OpenFace automatically extracts 427 features of facial information such
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Figure 4.3: Accuracy on the evaluation dataset while training the speech emotion
recognition model on CMU MOSI.

as gaze direction, action units, and facial landmarks. These features are standard and

available in the CMU Multimodal SDK for both CMU MOSI and IEMOCAP [111].

Since the data consists of a single person, there is a single stream available for each

utterance. Figure 4.4 shows example frames from CMU MOSI.

Figure 4.4: Sample frames from CMU MOSI [109].

For the experiment, we follow [110] and average the OpenFace features for each

utterance over time and then standardize the resulting values. Then, we use a Support
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Vector Machine (SVM) to predict the emotion based on these features. We fit the

SVM with various parameters, and the best accuracy we obtained was 54.8% on

the test set with a regularization parameter of 100. It should be noted that most

experiments did not get above 50% accuracy for this binary prediction problem. The

model did not perform well, which is in part due to the temporal averaging of features,

but this will be analyzed in depth in Section 4.3.

4.2 IEMOCAP Dataset Analysis

The second multimodal dataset analyzed is IEMOCAP (Interactive Emotional Dyadic

Motion Capture Database) [24]. This dataset was created for emotion recognition,

with all of the utterances having both categorical and dimensional emotion labels.

For the following experiments, we only consider the categorical labels. And of the 7

categorical labels, we follow [105] and only utilize the balanced classes, which leave 4

labels including happy, sad, angry, and neutral. Figure 4.5 shows the distribution of

the labels used for the experiments.

Figure 4.5: Distribution of labels used in IEMOCAP.
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IEMOCAP was created to show acted dialogues that portray an emotional interac-

tion between the actors. A variety of scenarios are performed, and they are all labeled

with emotions for every utterance in the context of the dialogue. The emotion la-

bels include 7 categorical emotions including happiness, sadness, anger, surprise, fear,

disgust, and neutral. There are also dimensional labels, which are real-valued labels

for valence, arousal, and dominance. IEMOCAP is largely used in speech emotion

recognition, where it is the baseline emotion recognition dataset for the SUPERB

speech benchmark [105].

The dataset does not come with standard splits, so I follow [60] and randomly

assign the data to splits of 80% training data, 10% validation data, and 10% test

data. In the following subsections, we discuss the experiments where we train text,

speech, and vision models to predict emotion labels on IEMOCAP.

4.2.1 Text Emotion Recognition on IEMOCAP

To predict emotion from text on IEMOCAP, we follow the same approach as our

experiment on CMU MOSI. We fine tune BERT to the IEMOCAP dataset, use a

learning rate of 1e-5, and train for 20 epochs. Table 4.2 shows sample utterances

from the dataset. The differences in the type of utterances from CMU MOSI is

important and will be analyzed in Section 4.3.

Figure 4.6 shows the evaluation accuracy over time. The model was not able

to improve on the evaluation set and did not get above 30% accuracy on the test

set. These are poor results for a 4-class classification problem, and in Section 4.3 we

discuss further reasons for why the model did so poorly.
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Table 4.2: Sample utterances from IEMOCAP. [24]

Utterance Label
What? Angry
You seem kind of down. Neutral
I feel like I’m always just standing here waiting. I feel like
this night is going to be the night, but it never is.

Sadness

You whispered the sweetest, most intimate things to me
right into my ear so I could feel them as much as hear them.
And I remember thinking, this is it. You know, finally, I am
as happy as I’m supposed to be.

Happy

What do you mean? Neutral
I guess we don’t need glasses. Happy

4.2.2 Speech Emotion Recognition on IEMOCAP

For speech emotion recognition on IEMOCAP, we follow the same approach as for

CMU MOSI by fine tuning the wav2vec 2.0 base model to the IEMOCAP data. We

train the model for 20 epochs with a learning rate of 1e-5.

In the experiment, the trained model achieved 73.3% accuracy on the test set.

Figure 4.7 shows the learning curve of the experiment. The model performed well to

achieve the accuracy it did given that the problem is a 4-class classification problem

and the upward trend of the evaluation accuracy during training.

4.2.3 Visual Emotion Recognition on IEMOCAP

We follow the same approach from CMU MOSI of using OpenFace extracted features

for visual emotion recognition on IEMOCAP [9]. The important difference is that

IEMOCAP consists of two people having a dialogue, and there are OpenFace features

available for each person. For experiments on IEMOCAP, we predict the emotion

based on only one face per stream to ensure that the model does not have more

training data than the other experiments. Figure 4.8 shows a sample frame from

IEMOCAP [24].



42

Figure 4.6: Accuracy on the evaluation dataset while training the text emotion recog-
nition model on IEMOCAP.

After processing the data and finding the best fitting SVM as we did for CMU

MOSI, the model gets an accuracy of 64.2% on the test set. This learning is signif-

icantly better than CMU MOSI, especially considering that there are 4 prediction

classes rather than 2 and that these values come from only 1 of the 2 faces. The SVM

would have even more data to train on if the left and right sets were combined.

4.3 Discussion

To summarize the experiments, we train an emotion prediction model for the speech,

text, and vision modalities on both the CMU MOSI and IEMOCAP datasets. All of

these models predict emotions for each independent utterance, without consideration

of the nearby utterances for context. For speech prediction, a transformer architec-

ture based on wav2vec 2.0 is used. For text prediction, a transformer architecture

based on BERT is used. And finally for visual prediction, a SVM is trained on fea-
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Figure 4.7: Accuracy on the evaluation dataset while training the speech emotion
recognition model on IEMOCAP.

Figure 4.8: Sample frame from IEMOCAP [24]

tures extracted from OpenFace. And all of these models are trained with the same

hyperparameters for each dataset.

The results show that the text model performed well on CMU MOSI but poorly on

IEMOCAP. Conversely, the speech and vision models performed well on IEMOCAP

but poorly on CMU MOSI. This surprising difference in relative performance may be

explained by analyzing the differences in how the emotions are expressed in the two

multimodal datasets. There are also potential explanations involving the nature of

how each dataset is constructed, and we will discuss those as well.

The scenarios in the datasets are very different. CMU MOSI consists of online
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review videos where people discuss their impressions of movies in a monologue. The

context of when someone is giving a review is generally relaxed, and the subject is

less personal and less likely to invoke animated emotional responses. In contrast,

IEMOCAP consists of acted scenarios where emotions are expressed in a dialogue.

The acted scenarios are designed to be situations that invoke large emotional re-

sponses, such as losing a driver’s license [24]. These larger emotional responses are

more pronounced in vision and speech, and this may factor into why the utterances in

IEMOCAP were easier to classify with speech and vision models than the utterances

in CMU MOSI.

It is necessary to analyze how context factors into predicting the emotion of an

utterance. This is especially important when recognizing emotion in text. It can be

beneficial in many cases to understand previous or future utterances when perceiving

an emotion, but some cases may require context more than others. Specifically, un-

derstanding the utterances in a dialogue may require more context than a monologue

because the utterances are often responses that have less independent meaning. For

example, some independent utterances in IEMOCAP are fairly meaningless without

context such as “No.” and “What do you mean?” (see Figure 4.2). These types of

contextual statements are less common in CMU MOSI.

When creating CMU MOSI, utterances were selected that were considered subjec-

tive statements, so they were more likely to be interpretable for independent predic-

tions. On IEMOCAP, all utterances were labeled within the context of their dialogue,

which also contributes to the importance in context for this text. In fact, [80] shows

that emotion prediction can be done on the text on IEMOCAP if the contextual

utterances are factored into the model.

For the visual models, using averaged OpenFace features will make emotion predic-

tion more challenging than considering all features. However, this would also improve
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recognition for IEMOCAP, and the point is that extracting emotion from visual data

is more difficult in CMU MOSI than IEMOCAP because the visual features are more

subtle.

The main takeaway of the experiments is to demonstrate that emotional indicators

can appear in different places in multimodal emotion datasets. A facial expression

may be a major indicator of emotion in one segment while specific word choices may

be a more important factor in a different segment. While CMU MOSI and IEMOCAP

consist of very different sets of scenarios, understanding how emotion expressions vary

is crucial for creating robust emotion recognition systems that can accurately predict

emotion in all scenarios.

The implication of these experiments for future work is to consider different emo-

tional scenarios when training a multimodal emotion recognition model. There are

various ways this can be accomplished. For example, a model may take inputs like

the number of speakers or a descriptor of the type of content to help it generalize to

different situations. Alternatively, the confidence of a prediction for each modality

can be tracked and weighted to make a final prediction biased towards the modality

with the highest confidence.
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Chapter 5

Conclusion and Future Work

In this work, we explore different perspectives on emotion recognition and argue for

the integration of multiple perspectives to create more robust emotion recognition

systems. We discuss emotion recognition from vision, audio, text, and multimodal

perspectives. Then, we analyze how psychology research on facial expressions and

emotions can be applied to automatic emotion recognition. Finally, we perform emo-

tion recognition experiments on multiple modalities to show that emotional expression

can vary based on the situation.

In our first contribution, we discuss the perception of emotion from facial expres-

sions from both psychological and computer science perspectives and discuss how

these perspectives can be aligned. We describe basic emotion theory and the theory

of emotions as social constructs to introduce different ideas about the nature of emo-

tions. Then, we discuss a host of emotion models and highlight their similarities and

differences so that emotion recognition researchers understand the variety of options

that can be utilized.

Next, we describe the psychology of facial expressions and their perception. We

discuss the Facial Action Coding System and how it is used to represent facial muscle
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configurations, the differences between posed and spontaneous facial expressions, and

the current state of research on microexpressions. We analyze the perception of

emotion from facial expressions, talking both about the universality hypothesis and

the impact of culture and context on facial emotion perception.

To conclude the first contribution, we provide a discussion of steps that can be

taken to help align psychological and computer science perspectives for perceiving

emotion from facial expressions. We argue for facial expressions being viewed as ob-

jective configurations rather than by their emotion, and we argue that emotion labels

should be considered as evidence of an emotional state rather than a ground truth

itself. We then recommend for the incorporation of context and culture into emotion

prediction models to move machine perception further towards human perception.

We encourage the use of spontaneous expressions because of their connection with

emotional expressions, and that future work aims to analyze subtler expressions rather

than strictly defined microexpressions. Finally, we advocate for interdisciplinary re-

search in this domain to help align these perspectives in future research.

In our second contribution, we compare emotion recognition on the CMU MOSI

and IEMOCAP datasets to show that different modalities have different performances

across datasets. To accomplish this, we train a vision, speech, and text model for

each dataset using the same set of parameters, and we compare their performances.

For the speech models, we start with a transformer model that has been pretrained

on a large speech corpus and fine-tune it to perform speech emotion recognition. The

model performs poorly on CMU MOSI but well on IEMOCAP. Our hypothesized rea-

son for this discrepancy is that acted scenarios have more salient emotion information

than content reviews.

For the text models, we fine-tune a transformer model that was pretrained using

BERT. This model performs well on CMU MOSI but poorly on IEMOCAP, contrary
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to the speech models. Some explanations for this include the language in reviews to

have more emotional indicating words than in dialogues, and the lack of context when

predicting emotion from utterances in a dialogue.

For the vision models, we train an SVM on facial feature extractions from Open-

Face. Like the speech models, the vision models perform well on IEMOCAP but

poorly on CMU MOSI. The speculated reason for this is similar, as emotional infor-

mation is expressed more vividly in acted dialogues rather than in review monologues.

For future work, the first contribution can be expanded by investigating more

specific impacts of factors like context and culture have on emotional expression.

For example, analyses can be done on how Western and Eastern cultures express

happiness, and that can be used based on the cultures of the people depicted in a

dataset. The work can also be expanded by discussing methods for incorporating

context and culture into emotion prediction algorithms.

To expand on the second contribution, different multimodal datasets can be ex-

plored to compare how emotion recognition is affected in more scenarios. Some poten-

tial options include CMU-MOSEI [8], MOUD [76], and MSP-IMPROV [25]. Another

expansion can be done by investigating the context between utterances and how the

inclusion of context affects prediction accuracy on each modality. The implications

of this work can also be used to develop multimodal emotion recognition systems

that account for different scenarios and variations of how emotional information is

expressed.
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