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A Real-Time Decision Support Approach for
Managing Disruptions in Line-Haul

Freight Transport Networks
Ahmed Karam and Kristian Hegner Reinau

Abstract— Unexpected disruptions in road freight transport
caused by poor weather conditions, traffic accidents, etc., are
quite frequent and have negative effects on the whole supply
chain. Therefore, an intelligent disruption management system is
necessary to revise the transport plan directly after disruptions
have occurred. The literature presents several approaches for
managing disruptions in road freight transport. However, most of
them focus on urban freight distributions where disruptions are
often handled by vehicle rerouting. The current work, in contrast,
addresses disruption management in a line-haul freight transport
network that connects urban distribution systems. We present
a novel hybrid approach combining a simulation model, opti-
mization algorithms, and a cost-effectiveness analysis. When a
disruption occurs, the proposed approach can be used to analyze
the impacts of the disruption, identify the affected trips, and
revise their plan quickly in real time. Six re-planning strategies
are proposed to handle the disruptions and are evaluated in
terms of cost, reliability (expressed in time delays), and CO2
emissions. Cost-effectiveness analyses are conducted to rank
the obtained solutions and identify the best strategy. Moreover,
we suggest a decision support system architecture, based on the
proposed approach, to enable disruption management in real-
time settings. Real data is used to evaluate the proposed approach
in different disruption scenarios. The results provide transport
planners with useful insights into possible re-planning strategies
and how to identify the best cost-effective strategy to minimize the
disruptions’ effects and be more economically sustainable. This
work also supports carriers in the transition towards intelligent
disruption management.

Index Terms— Real-time disruption management, freight,
line-haul transport, carbon emissions.

I. INTRODUCTION

TRAFFIC accidents, extreme weather, and vehicle break-
down are examples of Unexpected Events (UEs) that

disrupt and delay road freight transport. Transport delays
might result in more transport costs (salary costs, vehicle costs,
etc.) and several indirect effects such as lower service quality,
loss of reputation, or sales at receiving factories. When UEs
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occur, Disruption Management (DM) is needed to dynamically
adjust the transport plans to minimize the transport delays
or to put them within the allowed limits, thus reducing their
negative consequences on the transport system [1]. In practice,
human planners handle various disruptions based on their
experiences rather than identifying and ranking possible re-
planning options. With increasing the fleet size and dynamism
in the transport environment, DM becomes more complex, and
human decision making might result in a poor rescheduling
solution or overlooking good re-planning options [2]. This
raises the need for using Decision Support Systems (DSSs)
in DM to bring together the human experience and the use
of advanced re-planning algorithms with Information and
Communication Technologies (ICTs) tools.

Managing transport disruptions has been widely studied
in the supply chain and transport literature. The Supply
Chain (SC) literature addresses different types of disruptions
related to supply, demand, transport, and facilities. Regarding
transport disruptions, the SC studies particularly focus on the
strategic level where strategies such as holding safety stock
and extra capacity are investigated for handling disruptions
occurring between different echelons of the supply chain. For
example, Albertzeth et al. [3] proposed a simulation model
to study the effectiveness of different strategies to mitigate
the impact of a transport delay between a production plant
and a distribution center. The transport literature, in contrast,
focuses on handling various disruptions causing deviations of
the actual transport operations from their original plan. In par-
ticular, variants of the Real-time Vehicle Routing Problems
(RVRP) are widely used to revise the original routing plan in
real time once a disruption happens during transport execution.
Visentini et al. [1] reviewed the literature on real-time vehicle
schedule recovery methods in transportation services. They
classified the existing literature based on the transport mode.
i.e., road, train, and air transport, and discussed the problem
formulation and solution methods used in each transport mode.
There is also growing research on DM in multimodal transport
chains that combine multiple transport modes to transport
freight among countries. For example, Hrušovský et al. [4]
developed a real-time DM approach along with three strate-
gies to deal with disruptions occurring in transport networks
combining rail, road, and sea transport.

The present work is related to the literature on DM in road
freight transport. Four review papers identified the relevant
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literature and discussed many variants of the RVRP in different
transport modes and sectors [1], [5]–[7]. Existing literature
mostly addresses DM in urban distribution systems where
small vehicles deliver or collect shipments between a dis-
tribution center (often named a depot) and the customer
locations inside urban areas. In urban distribution, scholars
studied disruptions caused by changing customer demand,
vehicle breakdown, and uncertain travel times due to traffic
jams [8], [9]. Moreover, rerouting of the operating vehicles
is the most common re-planning strategy, where the impor-
tant decisions are which operating vehicles should serve the
disrupted customers [7]. The literature extensively proposed
mathematical models and heuristic algorithms for revising the
transport operations based on real-time information while the
use of simulation modelling is limited only to the evaluation
of the revised plan, see for example [10], [11]. In addition,
a few studies discussed real-time DSSs, based on the proposed
algorithms, for DM [2], [12].

In a two-tier freight transport system, urban distribution sys-
tems are connected through an intermediate network, named
an intercity line-haul network, which uses large vehicles for
transporting freight among cities, and thus achieving transport
economies of scale [13]. The intercity line-haul transport
network includes a number of terminals (often named con-
solidation terminals) where terminals are located in various
cities. At each terminal, the shipments received from the
urban distribution system are sorted and consolidated into
large capacity vehicles based on the destination terminal from
which urban distributions are performed. Compared to the
VRP with pickup and delivery used in urban distributions,
line-haul transport resembles many-to-many routing problems
where each terminal acts simultaneously as an origin and
destination of trailer or semitrailer trips. In addition, the
trips among the terminals are performed by large vehicle
combinations, e.g., modular vehicle combinations, in which
tractors are used for performing semitrailer/trailer trips among
different terminals [14]. The operational and tactical planning
decisions of the line-haul transport networks have been widely
addressed in the literature. The service network design prob-
lem is solved to design a tactical load plan describing how
shipments are routed through the line-haul terminal network,
see for example [15]. For operational planning decisions,
vehicle combination routing problems are solved to determine
the routes and number of drivers, tractors, and trailers to
execute the load plan, see for example [16].

Based on the literature analysis, the literature focuses mainly
on tactical and operational planning of line-haul transport
operations while studies addressing road disruptions in the
line-haul freight transport context are rare, in contrast to the
significant literature on managing disruptions in the urban
freight distributions [1], [5]–[7]. The line-haul transport net-
works are often prone to road disruptions, such as acci-
dents or extreme weather, that close the highways for some
time [17]. DM in line-haul road transport is important because
heavy-duty vehicles are used more than small vehicles in
road freight transport. In Europe, for example, 79 % of the
tonne-kilometers of road transport, in general, were made
by heavy-duty vehicles with a gross vehicle weight of over

30 tonnes [18]. Moreover, 60 % of the tonne-kilometers of
road transport, in general, made in Europe were over distances
of more than 300 km while 6.5 % of the tonne-kilometers
made were over distances of less than 50 km [19].

In practice, transport planners add a little buffer time to
handle small disruptions caused by traffic congestion [20].
A key to efficient DM is to maintain, as much as possible, the
initial transport plan rather than make changes for the affected
and unaffected vehicles, causing chaos in the system [7]. For
this reason, the first step of efficient DM is to identify the
line-haul trips whose delays exceed the built-in buffer time.
Then, the identified trips are rescheduled using algorithmic
approaches. Identifying the affected trips is not simple since
real-time information represents only an instant picture of
transport operations when the UE has occurred. This raises
the need for simulating the evolution of the transport network
in real time to identify all affected trips, in contrast to the
available literature where the affected trips are assumed to be
known when the disruptions have occurred. Real-time decision
making also necessitates fast simulation methods, so that there
is enough time for making decisions on the best way to manage
the disruption.

Along with identifying the affected trips, re-planning strate-
gies are another important aspect of the DM. In particular,
existing studies rarely discuss the use of re-planning strategies
other than rerouting such as detouring, hiring capacity from
the spot market, or mixed strategies. Another challenge is
how to select the most appropriate strategy since this often
depends on multiple, conflicting criteria such as the cost of the
strategy and its effectiveness in reducing the delay. Existing
studies often use a delay cost per unit time to convert the
time delays into a cost value. This way enables aggregating
multiple criteria into a weighted cost function such that the re-
planning solution with the lowest cost can be selected [2], [21].
In practice, a delay cost per unit time is, however, very hard
to measure since indirect costs of time delays are in many
cases implicit costs related to loss of reputation or low service
level [20]. Moreover, this weighted cost approach would not
always be desirable since it might fail to satisfy the preferences
of the decision makers regarding one criterion or meet the
budget limitation. Nevertheless, this challenge has not been
adequately considered in the existing literature. Even though
CO2 emissions have been an increasing concern of road freight
transport, a recent review [7] reported that the existing re-
planning algorithms often have an objective of minimizing a
weighted sum of operating, service cancellation, fixed vehicle,
and delay costs while the emission considerations into DM are
ignored.

In light of the above considerations, the present work makes
several contributions to the literature as follows:

First, we develop a novel hybrid approach for managing
disruptions occurring in line-haul freight transport networks,
in contrast to the existing literature where the focus is placed
on the urban distribution systems. The developed approach
combines a Discrete Event Simulation (DES) model, opti-
mization algorithms, and an Incremental Cost-Effectiveness
Ratio (ICER) method. After detecting disruptions, a DES
model is used to mimic how the planned line-haul transport
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operations will evolve in real time. This allows for identifying
which vehicles and their trips will be affected within the dura-
tions of the UEs and evaluating the extent to which the trips are
impacted by the disruption. Second, six re-planning strategies
are proposed and applied using optimization algorithms to
revise the transport plan quickly in real time. The proposed
re-planning strategies are based on four distinct strategies and
their combinations including accepting delays (no action is
taken), detouring, rerouting, and hiring extra capacity from
the spot market or a partner. The DES model also evaluates
the re-planning solutions using real-world data in terms of
three indicators: cost, reliability (expressed in time delays),
and CO2 emissions. Third, the tradeoff between the cost of
the strategy and its effectiveness in reducing the delays has
been an important challenge in deciding on which re-planning
strategy to select. The present work addresses this challenge
by using the ICER method to compare the difference in costs
between two competing strategies to the difference in their
degrees of effectiveness in reducing delays. Thus, the present
work not only evaluates different re-planning solutions but
also supports the planner in choosing the most cost-effective
solutions. Fourth, a real-time DSS, based on the proposed
approach, is also suggested for integrating different transport
planning phases including planning and execution, detecting
disruptions, analyzing their impacts on the transport plan, and
revising the transport plan quickly in real time. Furthermore,
the proposed approach is applied to real data provided by
a Danish logistics company. This allowed for conducting
extensive numerical experiments in real settings and there-
fore, several managerial insights could be concluded on the
proposed re-planning strategies and how the characteristics of
UE affect the three indicators.

II. PROBLEM DESCRIPTION

To better illustrate the problem, we use a simple example
of a generic line-haul transport network as shown in Fig.1.
Without loss of generality, we use the tractor-semitrailer
combinations for illustrating the problem, but other vehicle
combinations can be handled by the proposed approach.
Before transport starts, offline planning is performed to
develop the operational transport plan on a daily basis.
The operational transport plan describes the number of trac-
tors and the route of each tractor. A route is a feasible
sequence of semitrailer trips, satisfying different operational
constraints such as maximum driving distance and available
resources [14]. As shown in Fig. 1, route 1 starts and ends
at terminal C and includes three trips among terminals C, E,
and A. Each trip may be a loaded-semitrailer trip, an empty
semitrailer trip, or a tractor running alone.

Offline planning often takes into consideration small disrup-
tions, e.g. traffic congestion, by adding little buffer times [20].
Delays in a previous trip, if not absorbed by the added buffer
times, cause additional delays for its following trips in the
same route. In addition, this might cause delays in other routes
since the same shipment might be handled by different tractor-
semitrailer combinations to reach its destination terminal. This
in turn might affect the delivery performances of the urban

Fig. 1. An illustration of the line-haul transport network.

freight distributions as well. Therefore, it is quite clear that
designing an efficient DM in the line-haul tier is important
for increasing the competitiveness of line-haul carriers.

The type of disruptions considered in this work is a
link or road disruption caused by UEs such as accidents
or extreme weather. Each UE is defined by its location,
occurrence time, and estimated duration. When the UE hap-
pens, it first delays the trip being served currently by the
affected tractor. This trip is referred to as the first-affected
trip while reactionary-affected trips refer to the trips follow-
ing the first-affected trip in the same route. In contrast to
offline planning, online planning deals with disruptions by
revising the transport plan in real time according to pre-defined
re-planning strategies. Based on the literature review, e.g.,
[3], [4], [22], [23], and our field experience, six re-planning
strategies are identified. The six re-planning strategies are
illustrated using an example in Fig. 2. In the illustrative
example, the UE occurs on the link between terminals A and
C. Trip A-C of tractor 1 is the first-affected trip from which the
delay will transfer to its following trip C-F. Tractor 2 performs
the last trip in its route and is not affected by the UE.

• Accepting strategy (S1): it means that no action is taken
and tractor 1 waits in front of the UE and arrives late to
the next terminal as shown in Fig. 2a. In some cases, e.g.,
time-sensitive cargo or a strict delivery time, accepting the
delay is not an option and other strategies are necessary
to reduce the delay.

• Detouring strategy (S2): it searches for a detour of the
potentially affected trip before reaching the affected link
as shown in Fig. 2b. The reactionary-affected trips also
benefit from detouring since they will have a reduced
delay. Detouring strategy requires a detailed link-node
network representation (see Fig. 2), in contrast to offline
planning (see Fig. 1) where a simple representation of the
road network as single links is used.

• Rerouting strategy (S3): it reroutes unaffected tractors to
serve potentially reactionary-affected trips with respect-
ing the operational constraints. As shown in Fig. 2c,
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Fig. 2. The proposed re-planning strategies: accepting strategy (a), detouring
strategy (b), rerouting strategy (c), extra-tractor strategy (d), detouring-
rerouting strategy (e), detouring-extra tractor strategy (f).

tractor 2 is rerouted to serve trip C-E of tractor 1, resulting
in a repositioning trip D-C and waiting time might be
incurred if tractor 2 arrives before the planned departure
time of trip C-E. Since tractors are typically working with
small slack times in their schedules, the effectiveness of
this strategy is limited.

• Extra-tractor strategy (S4): it means that an extra trac-
tor serves the reactionary-affected trips, starting from
terminal C as shown in Fig. 2d. In reality, companies
can achieve this strategy in two approaches; either the
company owns some emergency tractors, or the company
hires extra tractors from the spot market or one of
its partner carriers. This research follows the second
approach since carriers might not always afford the cost
of extra capacity. In addition, the recent developments
in ICTs have supported the implementation of advanced
freight matching platforms enabling carriers to find extra
capacity more efficiently in the spot market. An important
feature of these platforms is that logistics data and opera-
tional updates continually flow from carriers’ systems to
the freight matching platform. Thus, these platforms can
automatically match the disrupted trips to several tractors
of other carriers in only a few minutes after disruptions,
see for example [24], [25]. The line-haul network typ-
ically spreads along with the whole country and most
likely overlaps with the service areas of other carriers.
This makes finding extra capacity much easier, especially,
since the hired tractors will serve the reactionary-affected
trips which in turn provides the transport planner with
enough time to find a partner carrier.

• Detouring-rerouting strategy (S5): it combines the detour-
ing and rerouting strategies to achieve more delay reduc-
tion in all affected trips. As shown in Fig. 2e, S5 detours

the first affected trip while the reactionary-affected trip is
reassigned to route 2.

• Detouring-extra tractor strategy (S6): it combines detour-
ing and extra tractor strategies as shown in Fig. 2f in
which the disrupted tractor is detoured while its succes-
sive trips are handled by an extra tractor.

In re-planning strategies S3, S4, S5, and S6, we assume that
there are no goods being cross docked among the semi-trailer
trips of the delayed tractor. For example, trip C-E does not
require goods from the affected trip A-C. It is also worth
noting that the proposed approach conceptualizes that not
all the re-planning strategies might be available when the
disruption occurs. Based on the existing situation, one or
more strategies may be available or even none except the
accepting strategy. We assume that freight matches are always
available since identifying possible freight matches requires
modelling the transport operations of other carriers and solving
an auction-based decentralized planning problem, which is
beyond the scope of the current work.

The re-planning strategies are evaluated in terms of three
performance indicators, i.e., operating cost of vehicles (OC),
the time delay (TD), and CO2 emissions from the vehicles
(CE). Thus, selecting the best strategy based on the least
weighted cost might not be practical since time delays are hard
to be measured in monetary values and have a tradeoff with
cost and emissions. Another important consideration is that
planners typically have a limited budget for DM. Therefore,
identifying the cost-effective strategies is very useful since it
would not be realistic to select an expensive strategy to reduce
the delays more than needed when there is a less expensive
strategy that can achieve the targeted delays. This raises the
need for a cost-effectiveness analysis along with considering
how much money the planner is willing to pay for reducing
the delay.

III. THE PROPOSED DSS BASED ON THE

HYBRID APPROACH

This section begins by describing a DSS architecture, based
on the developed approach with illustrating the ICT settings
and the DM procedure. Essential inputs to DM include real-
time information on the transport operations, disruptive events,
and the initial transport plan. Therefore, the proposed DSS
integrates various planning phases such as transport planning,
monitoring, execution, and detecting as well as managing the
impacts of UEs.

Fig. 3 shows the proposed DSS architecture including
three main components, i.e., the database, the interface, and
the model components. The database component stores and
processes different types of static and real-time data such as
updates of the transport flow status, service prices, freight
trips, and characteristics of resources. The model component
retrieves the required input data from the database and updates
it with obtained planning solutions. The interface component
enables interactive communication among the DSS and the real
world such as freight matching platforms and real-time sensing
technologies. For example, transport planners can run the
planning algorithms with different criteria while truck drivers
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Fig. 3. The architecture of the proposed DSS.

can be updated quickly with recovery solutions. Detection
and prediction of disruptions are important aspects of the
proposed DSS. The earlier the disruption is detected, the
more the re-planning strategies are available and the ability
to reduce its effects. Disruptions can be detected through
real-time monitoring of deviations in the actual status from
the planned status. In addition, detecting disruptions can be
based on real-time information on the surrounding system
environment such as road traffic [26]. Prediction concerns
estimating the duration of UE that might not be available
when the UE is detected [27]. In current practices, traffic
operators or police publish the estimates on incident durations
based on their experience. However, the accuracy of these
practices is questionable, raising the need for real-time predic-
tion models [28]. The literature has developed several methods
for prediction based on real-time information, historical data,
and human experience [29]. Prediction methods are beyond
the scope of the current work and might be considered in
extending the present work.

This research focuses particularly on the model component
that includes offline and online planning modules. Before
transport starts, the offline planning module is used to develop
the transport plan based on the information stored in the
database. During transport execution, real-time information on
work progress is constantly collected and stored in the data-
base. The detection of disruptions calls immediately the online
planning module that combines simulation, optimization, and
ICER methods to evaluate possible re-planning strategies.
Once re-planning solutions are identified, the DSS notifies
the transport planner for making decisions. The offline and
online planning modules will be described in more detail in
sub-sections A and B.

A. The Offline Planning Module

The proposed approach requires the initial transport plan
as an input to develop the re-planning solutions. To create
the initial transport plan shown in Fig. 1, the offline planning

module solves the Tractor and Semitrailer Routing Problem
with Many-to-Many Demand (TSRP-MMD) which fits the
planning requirements of the line-haul freight network [14].
In the TSRP-MMD, the consolidation terminals and high-
way links represent the vertexes and arcs, respectively. Each
consolidation terminal has some semitrailers waiting to be
transported to other terminals and each terminal can be also the
origin and destination of semitrailer trips simultaneously. Each
semitrailer trip is defined by its origin terminal, destination
terminal, freight weight, and its due departing time. The
solution of TSRP-MMD describes the routes of tractors where
each route is assigned to only one tractor. In each route, the
tractor departs from terminal i to another terminal j , hauling
one loaded or empty semitrailer or traveling alone. When
arriving at terminal j , the tractor drops off the semitrailer,
then picks up another semitrailer, and moves it to another
terminal. The tractor must start and end its route at the
same terminal. Moreover, the number of required semi-trailer
trips among terminals is known in advance. All routes must
satisfy three operational constraints: the number of available
tractors, maximum driving time, and the time window on
the trips’ departing times. The objective of the TSRP-MMD
is to minimize the total transport cost of tractors, including
operating costs of vehicles and the cost of CO2 emissions.
To solve the TSRP-MMD, we utilized a variant of the Clarke
and Wright Savings heuristic (CWSH) algorithm and local
search previously developed by [14] and described in detail
in their work. We have modified their algorithm to include the
time window on the trips’ departing times when solving the
TSRP-MMD.

B. The Online Planning Module

Our approach to DM includes three main steps as shown
in Fig. 4. When UE happens, the first step is to simulate how
the initial transport plan will evolve after UE has happened.
This allows for identifying which trips will be affected over
the UE duration. For this purpose, a DES model is used
to mimic the evolution of the transport network over time
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Fig. 4. The different procedures of the operational disruption management
module.

after disruptions. In particular, the simulation can track the
movements of tractors and the execution progress of their
schedules in real-time, thus all trips that will be probably
affected during the UE duration can be identified. Also, the
simulation model evaluates OC, TD, and CE of the transport
plan. In the second step, the re-planning algorithms take the
results of the simulation model as input and search for a new
plan that improves total delay time compared to the accept
strategy (S1). Note that only the affected trips, whose delays
exceeded the built-in buffer time, are planned. Afterwards, the
simulation model evaluates OC, TD, and CE of each strategy.
Finally, the best cost-effective strategies are determined based
on the ICER in the third step. In the following, the simulation
model, re-planning algorithms, and ICER method will be
explained in detail.

1) The Proposed DES Model: The simulation model is
a discrete event model built into the Arena environment.
In the Arena environment, complex systems can be efficiently
described by a flow chart with general-purpose modules.
Therefore, Arena has been the most used simulation software
in the logistics and supply chain literature [30]. The two impor-
tant steps in our simulation model are building the terminal
network and specifying the logic of freight flows among the
terminals. The terminal network is modelled by STATION
and ROUTE modules where each terminal is defined by a
STATION module while ROUTE modules are used to define
links connecting the terminals. Since there might exist several
terminals, the Advanced Set module is used to build the
network more efficiently. The Advanced Set module defines
the terminals as a group where each terminal is referenced

using an index. Regarding the logic of freight flows, tractors
are modelled using entities where an entity is created for
each route being unfinished when the UE has occurred. The
attributes of unfinished routes are defined using a set of
two-dimensional variables. For example, the transport plan
obtained by the offline planning algorithm is defined as a
two-dimension variable in which columns represent the tractor
ID and rows represent the remaining unfinished trips of each
tractor’s route. At the start of the simulation, a READ module
imports different simulation parameters, e.g., travel speed,
distances among terminals, emission factor, cost per km, and
UE’s information. Entities are generated by the CREATE mod-
ule. Following this, an ASSIGN module assigns the attributes
of unfinished routes, e.g., sequence of trips and freight weight
on each trip, to the generated entities. During the simulation,
each entity travels through the transport network according
to its trip sequence defined in the transport plan. The UE
is defined in the simulation model by its occurrence time,
location (disrupted link), and duration. A CHECK module is
used to identify whether the trip is affected by the UE. For the
first-affected trips, their travel times are increased by a delay
time that is equal to the difference between the time at which
the tractor reaches the UE’s location and the time at which the
UE ends. A DELAY module is used to model potential delay
times due to the UEs. As the transport plan evolves with time,
information on travelling distances, service times, and CO2
emissions of each tractor is collected. The tractor leaves the
simulation once its planned route ends. To ensure the deliveries
of all planned trips, the simulation time is run until all entities
leave the simulation. The simulation model evaluates OC,
TD, and CE of the transport plan taking into consideration
uncertain travel times. Travel times along highways might
vary due to several events such as congestion and stops for
fueling, tolls, or short breaks. In this paper, the uncertainty of
travel times is considered by the probability distributions of
the travel speed which is assumed to be uniformly distributed
between 60 and 80 km/hour. OC is calculated following the
work in [31], based on a fixed cost rate (unit cost per hour)
and a variable cost rate (unit cost per km). TD is calculated
as the product of time delay per first-affected trip and the
number of affected trips. The number of affected trips in each
route includes the first-affected trip and reactionary-affected
trips. The CO2 emission of each trip is calculated follow-
ing the method described in [32] which used the Passenger
car and Heavy-duty Emission Model to estimate the CO2-
emission factors at different values of payload and speed.
Linear interpolation and extrapolation were utilized to get the
emission values at other payload values. The CO2 emission
of the tractor while waiting for the disruption is estimated as
13.5 Kg CO2/hour, following the work in [33].

It is worth noting that the proposed simulation model
reflects the same detail of abstraction used in the TSRP-MMD.
This explains why consolidation operations at the terminals
are not represented in the simulation model. Before using the
simulation model, its accuracy should be investigated. Accord-
ing to Law et al. [34], verification and validation are two
important tasks to test the accuracy of the simulation model.
Verification of the model ensures that the developed simulation
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model behaves in the way it was designed. For verification,
a variety of small transport plans (18 trips and 3 tractors) were
input into the simulation model. After each run, the values of
OC, TD, and CE obtained by the simulation were compared
to the values calculated manually. Validation of the model is
conducted to ensure the developed simulation model simulates
accurately the line-haul transport plan developed by the CWSH
procedures. For validation, a comparison is made between the
results of the simulation model in deterministic settings and the
results of the CWSH procedures for the same transport plans.
The results proved the accuracy of the proposed simulation
model.

2) Re-Planning Algorithms: These re-planning algorithms
consider only the affected trips whose corresponding delay
times exceed the built-in buffer time. In addition, the delay
time of the accept strategy is set as an upper bound for
accepting the re-planning solutions. Fig. 5 illustrates the
detailed steps of re-planning algorithms.

a) Detouring algorithm: In Fig.5, Lines 7-19 show the detour-
ing algorithm that is based on the Dijkstra method and
considers only the first-affected trips. First, the trans-
port network is modified by removing the affected links
(line10). Then, the Dijkstra algorithm is used to find an
alternative path (the shortest one) from the current location
of the tractor to its destination terminal. If an alternative
path is found, this path is accepted only if it results in a
delay lower than that of S1 (line 13). Otherwise, the trip
should wait until the end of the UE (line 16).

b) Rerouting algorithm: Lines 20-32 of Fig. 5 show the
rerouting algorithm that is based on CWSH procedures.
Priority is given to routes with large delays in the first
affected-trips (line 23). The rerouting algorithm tries to
find a least-cost insertion for each reactionary-affected trip
into unaffected routes that are still in execution (line 25).
To avoid changing the schedules of unaffected routes, the
trip must be inserted into the beginning or the end of the
route without violating the driving-time constraint. Besides
this, the found insertion is acceptable only if it results in
a delay lower than that of S1 (line 27). Particularly in
this strategy, an important consideration is whether existing
routes have slack times or not. The slack time should
be enough for all additional times for rerouting such as
repositioning, waiting, and travelling times of the trip.
Since tractors have a high utilization rate, this strategy does
not find many feasible insertions into existing routes.

c) Extra tractor planning algorithm: Lines 33-38 of
Fig. 5 show the extra tractor-planning algorithm. In hiring
extra tractors, decisions have to determine the number of
hired tractors and which trips will be served by the hired
tractors. A few extra tractors are often hired from the
spot market since the re-planning budget is limited and
spot prices are usually much higher than internal costs
per km [35]. In addition, priority is typically given to
routes that have many trips with relatively larger delays
(lines 36-37). Once these decisions are made, the transport
planner asks the partner carrier to send a number of extra
tractors to specific terminals from which the service of

Fig. 5. Steps of the re-planning algorithms.

trips will start. To calculate the CO2 emissions of the
extra tractors, we assume that their initial locations are
pre-defined, and they will serve the trips following the
same order as was specified in the original plan.

d) Detouring-rerouting algorithm: Lines 39-48 show the
detouring-rerouting algorithm. When combining the solu-
tions of detouring and rerouting strategies, it might happen
that one successive trip or more appears in the solutions
of both strategies (line 44). In this case, only one solution
has to be selected. We select the solution that will result
in the lowest delay for the trip (line 45).

e) Detouring-extra tractor algorithm: Like detouring- rerout-
ing algorithm, combining the solutions of detouring and
extra-tractor strategies might lead to a case where one
successive trip or more appears in the solutions of both
strategies (line 54). In this case, the solution with the lowest
delay is selected (line55).

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



8 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS

3) The ICER Method: As stated before, each re-planning
strategy is evaluated in terms of three indicators: OC, TD,
and CE. Given the difficulty in measuring the cost of time
delays and the tradeoff between the cost of the strategy and its
effectiveness in reducing the time delays, a method is required
to calculate, for each strategy, what will be the additional
cost to reduce the time delay by one hour. For this purpose,
we use the ICER proposed by Johannesson and Weinstein [36]
which has been recently used in the supply chain literature
on DM [3]. The ICER is by definition a comparison since
it compares the difference in costs between two competing
strategies to the difference in their degrees of effectiveness.
Effectiveness represents any performance indicator that cannot
be quantified in a monetary value. Therefore, our research
considers TD obtained by each strategy as the degree of its
effectiveness. The ICER for a strategy, i can be calculated as
follows:

ICERi = Ci − Ci−1

TDi − TDi−1
(1)

where Ci and Ci−1 are the total transport costs of strategy
i and strategy i-1, respectively. Ci is calculated as OCi +
uni tcost of K g C O2 ∗ CEi . TDi and TDi−1 are the total
time delay of strategy i and strategy i-1, respectively. Since
T Di might be smaller than T Di−1, the calculated ICER has a
negative value. It is worth noting that operational transport
cost is always significantly larger than the emission cost
and, therefore, emission cost might not influence the ICER
value. However, the consideration of emission cost makes the
proposed ICER approach more comprehensive. For example,
the ICER analyses can be made for only the emission cost or
operational transport cost, or both. In addition, other negative
impacts of transport on society (e.g., accidents and noise)
might be considered along with emission cost, which in turn
enables analyzing the trade-offs between the different transport
costs. For decision-making, the ICER can be interpreted as
the Willingness to Pay (WTP) which is the maximum amount
of money the planner is willing to pay to switch from one
strategy to another. In this sense, transport planners can use
their expertise to find a good compromise between the re-
planning costs and these real-world issues arising due to the
time delay. To compare the six re-planning strategies in each
case by using the ICER, a six-step procedure is utilized as
follows:

Step 1: Sort all strategies in ascending order of their total
transport costs, C.

Step 2: Find and remove weakly and strongly dominated
strategies. A strategy, i is weakly dominated if its Ci equals
to C of its preceding strategy but achieves more T D or if its
T Di equals to T D of its preceding strategy but has more C .
A strategy, i is strongly dominated if its Ci and T Di are higher
than that of its preceding strategy.

Step 3: For each strategy, calculate ICER using equation (1).
Step 4: Check if |ICERi | > |ICERi+1|, then remove

strategy i since it is considered to be dominated by strategy
i + 1.

Step 5: Repeat steps 3 and 4 if necessary.

Step 6: Obtain a list of the recommended strategies based
on the ICER.

IV. NUMERICAL EXPERIMENTS

This section aims to test the proposed approach in different
case studies with various road disruptions. First, the section
presents the data of case studies, the transport network,
and road disruptions. Following this, the results of several
experiments with the proposed approach are discussed. The
numerical experiments are run on a PC with an Intel(R)
Core (TM) i7 and 8 GB of memory. The re-planning algo-
rithms are implemented in MATLAB (R2018b) while the
simulation model is implemented in Arena15.10.

A. Input Data

1) Case Studies: Three case studies are used to test the
proposed approach. The use of multiple case studies enables
a better understanding of the results since the results can be
analyzed within each case study and across case studies. The
case studies were provided by a logistics company operating
a daily average of 210 line-haul trips among its main seven
terminals in Denmark. Most of the line-haul trips are made
between 18:00 and 6:00 AM. The real data describes the
freight weight, planned departure time, origin, and destination
terminals of each trip. Google map is used to obtain the dis-
tance matrix among the terminals. Each case study represents
a daily TSRP-MMD that is solved using the CWSH algorithm
described in section III. Table I describes the solution of each
case study in terms of the number of trips, operating cost of
vehicles (OC), CO2 emissions (CE), and the total transport
cost (TC). Fixed cost rate is 45.50 $/hour while the variable
cost rate is 0.37 $/km. The spot-market price of the hired
tractor is 105.19 $/hour and the number of hired tractors is
two tractors. To convert the emissions into monetary value,
a reference value of 0.04 $ per kg of CO2 emissions is
used [37]. Following the work in [33], the CO2 emission
and fuel consumption of idling (waiting for the disruption)
are estimated as 13.5 Kg CO2/hour and 6.00 liters per hour,
respectively. To protect against small delays, transport planners
often add a little buffer time to the line-haul transport plan.
This is because the travel time reliability is often high along
the motorways at night, as in our case. In addition to this,
it makes sense to reduce the buffer time if real-time DM
strategies are to be adopted, which in turn reduces the transport
cost and maximizes resource utilization. In the case studies, the
buffer time for the route is 0.75 hours and may be distributed
over all the trips of the route to protect against small delays
in each trip. If the delay due to UEs at any trip reaches
0.75 hours, this means that no buffer time is available for
succeeding trips, and in this case, re-planning of transport
operations is necessary.

2) The Road Transport Network: The detouring strategy
requires knowledge of the road network. Fig. 6 shows a
node-link representation of the highways connecting the
freight terminals. For confidentiality reasons, the locations of
the freight terminals cannot be shown in Fig. 6. The transport
network is represented by 40 nodes connected by 60 links,
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TABLE I

MAIN INDICATORS IN EACH CASE STUDY

Fig. 6. A node-link representation of the transport network.

where each link is bi-directional. In addition, the network
has two types of links, i.e., shortest-route links and detouring
links. The shortest route connecting each pair of terminals is
always composed of the shortest-route links. We assume that
the vehicles always drive among terminals using the shortest
routes. However, the vehicles might use the detouring links if
the UE temporarily closed one of the shortest-route links.

3) Road Disruptions Data: Road disruption data was
obtained from the Danish road authority, covering four years
from 2017 to 2020. The provided data describes the durations
and locations of UEs that caused the closures of the highways
(shortest-route links). To test the proposed approach in differ-
ent disruption scenarios, a Monto Carlo sampling procedure
is used to generate various UEs based on the historical data.
To increase the diversity of the results and avoid conducting
too many experiments, each case study is tested with seven
UEs of different characteristics as shown in Table II. UEs
whose durations are lower than the buffer time (0.75 hours)
are not considered. In Table II, the second column ‘affected
link’ refers to the link where UEs happened (see Fig.6). The
DES model simulates the execution of the planned transport
operations, and every time a UE occurs, the proposed approach
is used to identify the best cost-effective re-planning strategies
to deal with this UE.

B. Experimental Results

This section discusses the results of the six re-planning
strategies and the ICER method in different cases. Since re-
planning is made only for the affected trips which represent

TABLE II

DATA OF THE SEVEN UES

Fig. 7. The impacts of UEs on case study (C1) in terms of the number
of affected trips and average trip delay (a) and the three performance
indicators (b).

a small portion of the total trips, the average running time of
the proposed approach in each case is around 30 seconds.

1) Analysing the Impacts of Different UEs: UEs have unpre-
dictable characteristics, i.e., location, start time, and duration.
Therefore, we, herein, aim to investigate how OC, CE, and
TD are influenced by the characteristics of the UE. For this
purpose, the results of the case study (C1) with the seven UEs
are analyzed when no action is taken (Accept strategy). The
analyses are shown in Fig. 7 in which C1(1) refers to the case
composed of case study C1 and UE1. In addition, the percent
increases in OC and CE are calculated with respect to the
initial transport plan while TD is expressed in hours since no
delay exists in the initial transport plan. The general trends of
the line graphs in Figs 7a and b show that the different impacts
increase with increasing the UE duration. This is because the
trip delay depends on the difference between the time at which
the UE ends and the time at which the vehicle reached the UE
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TABLE III

RESULTS OF CASE STUDIES

location, thus longer UE probably increases the trip delays.
However, the trendlines decrease in cases C1(3), C1(5), and
C1(6). The reason is that the impacts of the UE also depend
on the start time of the UEs since most trips start from 18.00.
Thus, the closer the time of UE is to 18.00, the more the
first-affected trips are at the beginning of the tractor schedule,
resulting in at least 5 or 4 reactionary-affected trips. Fig. 7a
shows that in most cases, the delay per first-affected trip is
more than half of the UE duration. In addition, some delays
exceeded the built-in buffer time, raising the need for DM to
reduce the negative consequences of the delays. Fig.7b shows
that the changes in OC % and CE % are small, ranging from
0.02% to 1.73% and 0.01% to 0.072 %, respectively. This
is because the ratio of first-affected trips to all trips is low.
In fact, in some cases, the impacts of the UE also depend on
the affected link. This includes, for example, the case where
UEs occur on a link that the company rarely uses. It can be
concluded from Fig. 7 that the proposed approach supports
transport planners in identifying quickly the critically affected
trips, i.e., those trips whose delays are more than the built-in

buffer time, taking into consideration the UE characteristics
(i.e., location, start time, and duration) and planned routings
of the tractors. So, only the affected trips can be considered
into the DM. This is of great importance, especially in large
fleet sizes where identification of the affected trips becomes
more complex, and human decision making might result in a
poor rescheduling solution.

2) Results of the Re-Planning Strategies: The combinations
of the three case studies with the seven UEs resulted in
21 cases. 14 out of the 21 cases have trips whose delays
exceeded the built-in buffer time. Thus, the six re-planning
strategies are applied to these 14 cases and the results are com-
pared to the initial transport plan. The experimental results of
the 14 cases are shown in Table III. Note that ‘—’, in Table III,
means that the strategy is not available since a feasible solution
could not be found or it could not reduce the total delay
time compared to the accepting strategy. As stated before,
a road closure delays the first-affected trip, and the resulting
delay is transferred to the successive trips (i.e., reactionary-
affected) made by the same tractor. Therefore, the second and
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TABLE IV

RECOMMENDED STRATEGIES BASED ON ICER

third columns of Table III show the number of first-affected
trips (FA) and the total number of affected trips (TA) for each
case. TA is calculated as the sum of the first-affected trips
and reactionary-affected trips in all routes. In all cases, the TA
ranges from 0 in C3(3) up to 43 trips in C3(7). In general, the
impacts of UEs on FAs and TAs differ among the three case
studies. This implies that the impacts of the same UE might
vary from one day to another, depending on the freight flows
among the terminals and the characteristics of UEs, confirming
the observations obtained in the previous section. As stated
before, TD is the sum of time delays in all affected trips. For
example, in case study C1 and UE2, FA of 6 means that six
routes are affected by UE2. The numbers of affected trips in
these six routes (from the first route to the sixth route) are 3, 5,
3, 4, 4, and 4, respectively. This results in TA of 23 trips. The
time delays per first-affected trip in these six routes (from the
first route to the sixth route) are 1.30, 1.30, 1.12, 1.00, 1.01,
and 1.37 hours, respectively. Note that we consider the buffer
time of the route a delay if it is completely consumed at one
trip. Accordingly, the buffer time of the route is not deducted
from the delay in the first-affected trip when calculating TD
in the 14 cases. Thus, TD of the six routes can be calculated
as the sum of multiplying the number of affected trips in each
route by its corresponding time delay per first-affected trip.
This results in TD of 27.47 hours. Regarding the performance
of re-planning strategies, we can notice from Table III that
although all strategies achieve different effectiveness levels of
reducing the total delay times, they increase the transport cost
and carbon emissions compared to the initial transport plan.
On average, the cost-based rankings of the strategies are S2 <
S1< S5< S3 < S6 < S4 while the emission-based rankings
are S1 < S4< S2 < S6< S5 < S3 and the lowest delay time-
based rankings are S6 < S4 < S5 < S2 < S3 < S1. The
differences in the three rankings imply that there are tradeoffs
among the different performance indicators for each strategy.
In most cases, the results suggest that S2, if available, is the
best in terms of transport cost but it is not always the best in

terms of total delay time and emissions either. S1 has the least
amount of emissions, and it provides the second lowest cost
but is the worst in term of total delay time. S3, S4, S5, and
S6, if available, can reduce the total delay time, but they incur
more costs and emissions. For instance, S4 is the worst in term
of transport cost due to the relatively high cost of adding extra
tractors, and it is not always the best in terms of total delay
times or emissions. In all cases, S6 has the lowest delay time,
and its added costs are slightly lower than that in S4, but it
still results in relatively higher emissions. At the first glance,
one can notice that in most cases, S3 has higher costs and
emissions since it requires additional repositioning trips and
waiting times. In addition, it slightly reduces the total time
delay compared to the other strategies. However, S3 might
result in the lowest transport and emissions if there are no
repositioning trips and waiting times required. An example of
this is C1 (2). S5 combines the advantages of S1 and S3 but
still has their shortcomings.

3) Strategy Selection Based on the ICER: The results of the
previous section indicated multiple trade-offs among the three
performance indicators, i.e., cost and emissions often increase
when planners try to reduce the delay time or improve the
service level. Clearly, the six re-planning strategies compete
against each other and there is no clear dominance of one
strategy on the performance indicators across all cases. Thus,
this confirms the need for a method supporting the planners
in selecting the appropriate strategy. Table IV shows the
recommended strategies obtained by the procedures of ICER
for each case in Table III. As already mentioned, the WTP
in Table IV is the maximum amount of money the planner
is willing to pay to switch from one strategy to another.
Taking case study 3 and UE5 as an example, three strategies
S1, S3, and S4 are identified as the most cost-effective re-
planning strategies. If the planner prefers the cheapest one
and is satisfied with its delay reduction, then S1 is selected.
If the planner needs to reduce the time delay by 5 hours
compared to S1 but he is willing to pay 47.10 USD for
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each one-hour reduction, then S3 is selected. If the planner
still needs to reduce the time delay with paying more than
51.22 USD for each one-hour reduction, then S4 is selected.
This example shows the ability of the ICER to guide the best
possible decisions by combining the intuition of the planners
and the results from the proposed approach. The overall results
of Table IV show that the cheapest, recommended strategies
are S1(Accept) and S2 (detouring). This implies that planners
who are not willing to invest in DM will always select S1
and S2. In contrast to that, S4 and S6 will be selected if the
planners have a high willingness to invest in DM. It is worth
noting that S3 and S5 appear in a few cases compared to
the other strategies since they are often weakly or strongly
dominated strategies and so, are eliminated by step 2 of
the ICER procedures. Generally, S3 and S5 appear when
other strategies are not available. The results of the ICER
analysis showed that the best cost-effective strategies differ
from one case to another and depend on different parameters
including the characteristics of the UEs, the fright flows, and
the willingness of the planners to pay for reducing the transport
delays. The results also showed the fact that switching from
one strategy to another can achieve a significant reduction
in time delays while the additional cost is relatively small.
An example of this is C1 with UE5. Thus, transport planners
are advised to evaluate possible re-planning options instead of
accepting the delay.

V. CONCLUSION

The present work contributes to the literature by developing
a DSS, based on a hybrid simulation-optimization approach
and ICER-based method, for managing road disruptions in
the line-haul transport network. The proposed DSS enables
the integration of various planning phases including transport
planning, execution, monitoring, and evaluation of six re-
planning strategies for managing impacts of detected disrup-
tions. The six re-planning strategies, namely the accepting
strategy (S1), the detouring strategy (S2), the rerouting strategy
(S3), the extra-tractor hiring strategy (S4), and the combination
of the detouring and the rerouting strategies (S5), and the
combination of the detouring and the extra-tractor hiring
strategies (S6). For each detected UE, the re-planning strate-
gies are evaluated in terms of three performance indicators:
cost, reliability (expressed in time delays), and CO2 emissions.
In addition, an ICER method is used to compare the benefits
of these strategies against each other in terms of total transport
cost and their effectiveness in reducing time delays.

We tested the proposed DSS by using 21 real cases based on
a line-haul transport network of a Danish logistics company.
Therefore, the results give useful insights into how the road
disruptions affect the line-haul transport operations and how
effective the proposed re-planning strategies are in reducing
the impacts of these disruptions. The results showed the
impacts of road disruption not only depend on its duration
but also on the extent of matching among the disruption
characteristics (location and start time) and the driving times
and roads used by the company. In all cases, the proposed
approach could obtain re-planning solutions for each detected

disruption in around 30 seconds. Although the re-planning
strategies proved their effectiveness in reducing the delay
times, they increase the transport cost and carbon emissions.
On average of all cases, the cost-based rankings are S2 <
S1< S5< S3 < S6 < S4 while the emission-based rankings
are S1 < S4< S2 < S6< S5 < S3 and the lowest delay
time-based rankings are S6 < S4 < S5 < S2 < S3 < S1. These
rankings indicate a trade-off among the different performance
indicators for each strategy. In addition, the six re-planning
strategies compete against each other and there is no clear
dominance of one strategy on the performance indicators
across all cases. Accordingly, the ICER method is useful to
decide on the best strategy considering multiple criteria and
their inherent trade-offs. The results of the ICER analysis
showed that the best strategy differs from one case to another
and depends on different parameters including the willingness
of the planners to pay for reducing transport delays. The
overall results showed that planners who are not willing to
invest in DM will always select S1 and S2 while S4 and S6
are recommended if the planners have a higher willingness
to pay. S3 and S5 are viable options in a few cases when
other strategies are not available. The results also showed the
fact that switching from one strategy to another can achieve a
significant reduction in time delays while the additional cost
is relatively small. Therefore, incorporating the ICER method
into DM enables the planners to select the strategies that
reduce the delay times at a low increase in cost.

There are several future directions based on this study. First,
expanding the proposed approach by considering the predic-
tion of road disruptions instead of assuming that the length
of disruptions is known as in this paper. Second, expanding
the simulation model by considering the handling operations
inside the consolidation terminals. The proposed approach can
handle disruptions resulting from vehicle breakdowns only if
the failed vehicle can be repaired where it has broken down
and can resume its journey after being repaired. Thus, future
research might extend the proposed approach to consider
vehicle breakdowns where the failed vehicle cannot resume its
journey and its load must be transferred to an active vehicle.
In addition, other types of disruptions related to terminal
operations such as labor shortage and machine breakdown
can be also considered. Future work might also consider
different combinations of UEs occurring at the same time,
following the work of Hrušovský [4]. This can enable making
more general conclusions on the best mitigation strategy to
use in different levels of disruptions, i.e., highly and slightly
disrupted networks.
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approach to optimal scheduling of deteriorating goods collection vehi-
cles respecting stochastic service and transport times,” Simul. Model.
Pract. Theory, vol. 103, Sep. 2020, Art. no. 102097.

[12] C. Lin, K. L. Choy, G. T. S. Ho, H. Y. Lam, G. K. H. Pang, and
K. S. Chin, “A decision support system for optimizing dynamic courier
routing operations,” Expert Syst. Appl., vol. 41, no. 15, pp. 6917–6933,
Nov. 2014.

[13] L. Barcos, V. Rodríguez, M. J. Álvarez, and F. Robusté, “Routing design
for less-than-truckload motor carriers using ant colony optimization,”
Transp. Res. E, Logistics Transp. Rev., vol. 46, no. 3, pp. 367–383,
May 2010.

[14] H. Li, T. Lv, and Y. Li, “The tractor and semitrailer routing problem with
many-to-many demand considering carbon dioxide emissions,” Transp.
Res. D, Transp. Environ., vol. 34, pp. 68–82, Jan. 2015.

[15] A. Erera, M. Hewitt, M. Savelsbergh, and Y. Zhang, “Improved load
plan design through integer programming based local search,” Transp.
Sci., vol. 47, no. 3, pp. 412–427, Aug. 2013.

[16] J. Medina, M. Hewitt, F. Lehuédé, and O. Péton, “Integrating long-
haul and local transportation planning: The service network design and
routing problem,” EURO J. Transp. Logistics, vol. 8, no. 2, pp. 119–145,
Jun. 2019.

[17] D. Krechmer, N. Perry, D. Lisa, and S. Gallaher, “Weather delay
costs to trucking,” Federal Highway Admin., Washington, DC, USA,
Tech. Rep. FHWA-JPO-13-023, 2012.

[18] Eurostat. (2021). Road Freight Transport by Vehicle Characteristics—
Statistics Explained. Accessed: Feb. 2, 2022. [Online]. Available:
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Road_
freight_transport_by_vehicle_characteristics&oldid=550674

[19] Eurostat. (2021). Road Freight Transport Statistics—Statistics
Explained. Accessed: Feb. 2, 2022. [Online]. Available: https://ec.
europa.eu/eurostat/statistics-explained/index.php?title=Road_
freight_transport_statistics&oldid=549004#Long_distance_road_
transport_over_2_000_km_was_sharply_down_in_2020

[20] M. Andersson, M. Berglund, J. Flodén, C. Persson, and J. Waidringer,
“A method for measuring and valuing transport time variability in logis-
tics and cost benefit analysis,” Res. Transp. Econ., vol. 66, pp. 59–69,
Dec. 2017.

[21] J.-Q. Li, D. Borenstein, and P. B. Mirchandani, “Truck schedule recovery
for solid waste collection in Porto Alegre, Brazil,” Int. Trans. Oper. Res.,
vol. 15, no. 5, pp. 565–582, Sep. 2008.

[22] D. P. Aragão, A. G. N. Novaes, and M. M. M. Luna, “An agent-
based approach to evaluate collaborative strategies in milk-run OEM
operations,” Comput. Ind. Eng., vol. 129, pp. 545–555, Mar. 2019.

[23] J.-Q. Li, P. B. Mirchandani, and D. Borenstein, “Real-time vehicle
rerouting problems with time windows,” Eur. J. Oper. Res., vol. 194,
no. 3, pp. 711–727, May 2009.

[24] S. Dahl and U. Derigs, “Cooperative planning in express carrier
networks—An empirical study on the effectiveness of a real-time deci-
sion support system,” Decis. Support Syst., vol. 51, no. 3, pp. 620–626,
Jun. 2011.

[25] A. Karam, K. H. Reinau, and C. R. Østergaard, “Towards a collaborative
decision support system for the freight transport: A pilot test-based
analysis,” IFAC-PapersOnLine, vol. 54, no. 2, pp. 342–347, 2021.

[26] E. Fernández, V. Bogado, E. Salomone, and O. Chiotti, “Framework for
modelling and simulating the supply process monitoring to detect and
predict disruptive events,” Comput. Ind., vol. 80, pp. 30–42, Aug. 2016.

[27] F. Dunke, I. Heckmann, S. Nickel, and F. Saldanha-da-Gama, “Time
traps in supply chains: Is optimal still good enough?” Eur. J. Oper.
Res., vol. 264, no. 3, pp. 813–829, Feb. 2018.

[28] G. Valenti, M. Lelli, and D. Cucina, “A comparative study of models for
the incident duration prediction,” Eur. Transp. Res. Rev., vol. 2, no. 2,
pp. 103–111, 2010.

[29] A. M. Knemeyer, W. Zinn, and C. Eroglu, “Proactive planning for
catastrophic events in supply chains,” J. Oper. Manage., vol. 27, no. 2,
pp. 141–153, Apr. 2009.

[30] J. B. Oliveira, R. S. Lima, and J. A. B. Montevechi, “Perspectives and
relationships in supply chain simulation: A systematic literature review,”
Simul. Model. Pract. Theory, vol. 62, pp. 166–191, Mar. 2016.

[31] I. Knight, W. Newton, T. Barlow, I. McCrae, and M. Dodd, Longer
and/or Longer and Heavier Goods Vehicles (LHVs): A Study of the
Likely Effects if Permitted in the U.K. Wokingham, U.K.: TRL, 2008.

[32] A. Karam and K. H. Reinau, “Evaluating the effects of the a-double
vehicle combinations if introduced to a line-haul freight transport
network,” Sustainability, vol. 13, no. 15, p. 8622, Aug. 2021.

[33] F. Kellner, “Exploring the impact of traffic congestion on CO2 emissions
in freight distribution networks,” Logistics Res., vol. 9, no. 1, pp. 1–15,
Dec. 2016.

[34] A. M. Law, W. D. Kelton, and W. D. Kelton, Simulation Modeling and
Analysis, vol. 3. New York, NY, USA: McGraw-Hill, 2000.

[35] A. Scott, “Carrier bidding behavior in truckload spot auctions,” J. Bus.
Logistics, vol. 39, no. 4, pp. 267–281, Dec. 2018.

[36] M. Johannesson and M. C. Weinstein, “On the decision rules of cost-
effectiveness analysis,” J. Health Econ., vol. 12, no. 4, pp. 459–467,
Dec. 1993.

[37] Danish Ministry of Finance. (2019). Nøgletalskatalog. Accessed:
May 9, 2022. [Online]. Available: https://fm.dk/media/18372/
noegletalskatalog_januar-2021.pdf

Ahmed Karam received the Ph.D. degree in indus-
trial engineering and systems management from the
Egypt-Japan University of Science and Technology,
Egypt, in 2016. He is an Assistant Professor with
the Department of the Built Environment, Aalborg
University, Denmark and an Assistant Professor with
the Mechanical Engineering Department, Faculty of
Engineering at Shoubra, Benha University, Egypt.
He has been working on several research projects
related to collaborative logistics and the application
of new technologies in transport and supply chain

planning. His research interests include the supply chain and logistics manage-
ment with a particular focus on applications of operations research and discrete
event simulation in freight transportation, container ports, and manufacturing
systems.

Kristian Hegner Reinau received the Ph.D. degree
in economic geography from Aalborg University,
Denmark, in 2011. He is an Associate Professor with
the Department of the Built Environment, Aalborg
University. His research interests include the use
of big data and the development of new business
models to optimize goods transportation. He is
the principal investigator (PI) of several research
projects on collaborative logistics, blockchain, and
big data applications in freight transportation.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


