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Auditory guidance conveying positional information through concurrent variations in properties of synthesized sound has previously
been investigated. Auditory guidance may be more effective if multidimensional tasks are divided into unidimensional tasks where the
user sequentially tackles each dimension and sound property. User performance may also depend on the coordinate system used for
providing guidance. We compared concurrent and sequential guidance presentations in Cartesian and polar coordinate systems in a
computer-based 2-D target-finding experiment with 15 participants. Sequential guidance was superior regarding completion time and
number of interruptions with less cognitive burden than concurrent guidance. Participants were slower with the polar coordinate
system than the Cartesian. These findings can contribute to the development of more efficacious guidance systems.

CCS Concepts: • Human-centered computing→ Empirical studies in interaction design; Interaction design theory, concepts and

paradigms; • Applied computing→ Sound and music computing.
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1 INTRODUCTION

Although computer interfaces normally convey information visually, there are situations where the visual modality is
fully utilized, impaired, or unavailable, making it beneficial to exploit other sensory routes [11] for certain types of tasks.
A clear-cut example is that of sound-based navigation applications for blind people [25]. Interfaces that communicate
through sound often do so by the process of sonification (converting data to sound), which is more formally defined as the
“transformation of data relations to perceived relations in an audio signal to facilitate communication or interpretation"
[23]. Aside from providing usability benefits to traditional interfaces [11], interactive (real-time) sonification [19] has
been tested in auditory guidance (AG) applications in numerous contexts. Here, a human user is interactively guided
through a real-life task by an auditory stimulus; use-cases include navigation [1, 9, 28], spatial orientation tasks [41],
surgical interventions and precision tasks [3, 20, 33], movement rehabilitation [15, 24], and aircraft control [34]. AG can
also be applied in situations where the visual modality is ineffective or unavailable, such as firefighters moving through
smoke-filled buildings, military personnel navigating to a rendezvous in darkness, or police navigating through thick
teargas in the midst of a protest [38]. In all these cases, the position of a user is continuously measured and compared to
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a desired/target position or set of coordinates; the AG signal is the sonified difference between user and target positions.
The benefits of the auditory medium lie in its potential to complement vision and reduce the associated cognitive load
[41] or replace vision entirely in its absence as a form of sensory substitution [26]. However, the real-life adoption of
sonification at large [30, 36] and AG in particular [3, 26, 32] remains very limited. Many plausible reasons for this have
been cited, such as challenges with interdisciplinarity in sonification research [30], lacking aesthetic and psychoacoustic
motivations in sound design decisions [3, 32], and the general unfamiliarity of target users with the relatively nascent
field of auditory display [3].

Any navigation task can generally be seen as the combination of a knowledge problem (i.e. understanding where a
target location is relative to one’s present location) and a perceptual-motor problem (the bodily specifics of executing
the task of reaching the target location) [27]. Although 2/3-D navigation tasks are straightforward when using vision, it
is relatively hard to convey multivariate navigation data through sound in an unambiguous manner [10, 14, 41]. Existing
AG designs have usually been based on a concurrent or simultaneous mapping of each positional coordinate to a
distinct sonic property [6, 41]. Past experimental results indicate that the coordinate information may be more effectively
conveyed to users by sonifying each spatial dimension sequentially instead, breaking up a 2- or 3-D navigation task
into a series of 1-D sub-tasks. Moreover, the chosen coordinate system itself may dictate user behavior and strategy,
influencing how easily and effectively the user is able to navigate. A point on a 2-D plane can be represented as a pair of
positional coordinates (x, y) along two orthogonal axes in the Cartesian system or in the form of an angle (bearing) and
a distance from the origin (range) in the polar system (𝜃 , r). Existing applications have employed either the Cartesian
[7, 12, 41] or the polar [1, 5, 17] system, but to the best of our knowledge not compared their guidance efficacy (in terms
of completion time, trajectory length, cognitive load, etc.) side-by-side when controlling for other parameters. The
goal of our present study was to experimentally assess AG guidance efficacy in a computer-based 2-D navigation task,
specifically comparing (i) the concurrent and sequential sonification of dimensional coordinates, and (ii) the sonification
of Cartesian and polar coordinates.

2 BACKGROUND

2.1 Coordinate Systems Used in AG Applications

Past studies of AG for navigation or spatial orientation purposes have typically sonified either Cartesian or polar
information depending on the task as well as the type of user positional data available from measurement apparatus.

Polar System: AG systems for locomotion guidance (e.g. GPS-based navigation) tend to be based on the polar
coordinate system as it is readily suited to how humans locomote (by turning to face the desired direction and moving
forward until the destination or next turn). Users usually have to ‘follow the sound’ representing the target location
(such as beacon sounds [37, 39], music [17, 34], or noise [9]), whose azimuth position is encoded as the perceived
location of the sound in the stereo field [9, 37, 39]. Complex routes are commonly broken down into simpler segments
separated by waypoints where a direction change usually occurs [37, 39, 40]. The user navigates from waypoint to
waypoint in order to reach the final target location, and target sound varies depending on whether the waypoint is in
front of or behind the user (e.g. changes in perceived position [37] or timbre [39]).

Cartesian System: For non-locomotion tasks where user position is available as a set of orthogonal coordinates in
a plane/space, Cartesian AG schemes have been applied. In a study on audio-guided surgical needle placement [4],
left-right sound panning (placement) was used to provide x information, while musical pitch metaphors were used to
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convey y information to guide an operator to a target point in a 2-D plane. In a dynamic balance training application
[12], a force-based measurement system tracked the displacement of the center of mass of the body in the horizontal
plane (left-right and front-back - a Cartesian paradigm). The authors built and tested several 2-D AG paradigms, where
Cartesian information was sonified in the form of manipulations to synthesized stimuli (both musical and nonmusical).
They found that the specific type of sound manipulation used to convey positional information was a strong determinant
of user performance and preferences [12]. Ziemer and Schultheis [41] tested a psychoacoustically informed system
that guided users to a target on a 2-D plane by sonifying x and y information through perceptually distinct auditory
properties (pitch, beating, roughness) of a single synthesized sound. In all these studies, users were able to navigate to
target points using the AG, but task performance varied greatly among individuals. Users were also considerably faster
and reported a lower cognitive load with visual guidance [4, 12, 41].

It makes little sense to use the Cartesian system in GPS-based locomotion (e.g. comparing user latitude and longitude
to that of the destination and sonifying these differences) because (i) real-life navigation paths between two points
may be unpredictable based on environmental obstacles, and (ii) Cartesian information is not directly applicable to the
locomotion paradigm of turning, facing, and moving forward. However, there is no such constraint impeding the use of
the polar system in 2/3-D spatial orientation [41], balance training [12], and surgical needle placement [4] where only
Cartesian AG has previously been tested. It is possible that using the polar system is more efficient in these settings as
it can allow users to precisely define the angle of movement and traverse direct, short paths to the target. As none
of those studies compared Cartesian and polar AG, one of our goals is to explore which coordinate system enables
superior navigation performance in tasks where either is practical to apply.

2.2 Sequential Presentation of Dimensionwise Guidance in Multidimensional Tasks

Findings from past studies provide useful insights into user behaviors, which can guide the design of more effective AG
schemes for multidimensional navigation. Previous Cartesian AG designs for 2-D navigation simultaneously sonified
user position along each axis using a distinct perceptual property of sound (e.g. pitch, volume fluctuations, inharmonicity,
etc.) [4, 12, 41]. This, in theory, enabled users to navigate along both dimensions at once to reach the target. In [41], it
was observed that users tended to approach the task in an axis-by-axis manner, i.e. by navigating along one dimension
at a time until the target was reached - essentially breaking the multidimensional navigation task into a series of 1-D
tasks. This behavior was not exhibited when visual guidance was provided; users manipulated multiple dimensions at
once and followed more direct navigation paths [41]. Chung et al. [6] observed a similar axis-by-axis tendency where
users first navigated horizontally using and then vertically. Due to each axis being given a separate sonic representation
in the Cartesian AG schemes [4, 12, 41], we argue that these designs were the auditory equivalent of a visual display
with X- and Y-coordinates printed separately on-screen and updated in real-time. Such a visual display was tested as
a virtual navigation aid by Darken et al. [8], who observed similar behavior to [6, 41] - the users treated movement
along each dimension separately. These findings suggest that that regardless of the sensory modality, even if positional
information is concurrently conveyed for each axis through a distinct ‘information stream’, users tend to sequentially
tackle individual dimensions.

Unambiguously conveying multidimensional information through sound is a challenge due to psychoacoustic
constraints. In order for users to disambiguate the information streams, they must be independent/orthogonal to
each other, meaning that moving along one dimension should not affect the perception of the the target location
along other dimensions. While this is trivially easy to achieve in a visual display as in [8], it is well understood that
several properties of sound interact/interfere perceptually with one another [29]. For instance, if pitch represents one
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dimension and loudness represents another, manipulating either dimension causes perceptible changes in the sound
property representing the other dimension [29]. Even other sonic properties such as timbre, roughness and fluctuation
strength indirectly involve pitch/loudness modification of a sound and/or of its constituent harmonics. But despite this
inevitability of perceptual interactions, it often suffices for AG design purposes that the sonified auditory properties are
perceptually separable if not fully independent [42]. The key implication of perceptual interactions for multidimensional
AG is that manipulating both axes at once is bound to, to a greater or lesser extent, cause confusion in interpreting the
resulting changes in the AG signal.

As sonifying both dimensions concurrently is prone to perceptual ambiguity, we propose that a more effective AG
approach would be to sonify spatial dimensions sequentially (e.g.using ‘two-step guidance’ as it is termed in [6]). Such a
scheme guides the user along each individual dimension serially until the target is reached. Hence, only one dimension

is sonified at a time, enabling the user to locate each coordinate of the target one-by-one without being confused or
distracted by information about other dimensions. Finding the target coordinate along one dimension triggers the
sonification of the next dimension, and the process repeats along all dimensions until the target has been found. On the
other hand, if the user manipulates a dimension that is not currently being sonified, there is no change in the AG sound.
In the present study, we aimed to empirically compare concurrent and sequential AG efficacy in terms of navigation
task performance and cognitive load in the Cartesian and polar coordinate systems. Specifically, our research questions
were:

(1) How do concurrent and sequential sonification of dimensional coordinates compare in terms of 2-D auditory
guidance efficacy (task performance time, trajectory length, etc.)?

(2) How is 2-D AG efficacy influenced by the coordinate system (Cartesian or polar) in which it is provided?

3 METHODS

We designed and built a specialized 2-D AG platform in C++ using the JUCE framework1, with audio functionality
implemented using the FAUST programming language2. The navigation space was a square black 800 × 800 px area,
with the instantaneous position of the user represented by a white 12 × 12 px square. The navigation task was to move
the square from the center of the space to an unspecified and invisible target using AG. The interface had additional
controls to pseudo-randomly define target coordinates, switch coordinate systems and presentation modes, and record
user trajectories during navigation tasks.

Coordinate Systems and Keyboard Controls: The interface supported 2-D navigation in two coordinate systems:
Cartesian and polar. The Cartesian coordinate range representing the entire navigation space was defined as (x,y) ∈ [-1,
1]. In the polar system, absolute bearing values 𝜃 ∈ [0, 360◦), with 0 representing the direction of the positive x axis. The
range r ∈ [0, 𝑟𝑚𝑎𝑥 ], where 𝑟𝑚𝑎𝑥 depended on 𝜃 . This was due to the shape of the navigation space; the distance between
the origin and the corners of the square was 1.414 times its perpendicular distance to each side (see Fig. 2 (right)).
Hence the maximum range 𝑟𝑚𝑎𝑥 in any direction varied from 1-1.414 depending on 𝜃 . In both coordinate systems, the
user start position was the origin at the center of the space (0, 0). Keyboard controls were used to manipulate the user
position (white square) within the navigation space. Figure 1 (left) shows their respective GUI elements and control
schemes. Note that for the polar system, the center of the space was used as the point of reference for both bearing and
range, and user position was always locked such that it lay along the direction shown by the bearing indicator. Hence if

1https://juce.com/
2https://faust.grame.fr/
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bearing was manipulated whilst keeping range fixed, the white square moved along the circumference of a circular
path whose radius was the range.

Fig. 1. LEFT: The navigation space, GUI elements, and keyboard controls for both coordinate systems. RIGHT: A to-scale illustration
of the 12 target zones.

Target Area and Randomized Assignment: When a new target-finding trial was initialized in the interface, the target
coordinates were defined by a pseudorandom process. Targets could only lie within the 12 zones shown in Fig. 1 (right).
To make every zone equiprobable, a random zone order of length 12 was defined at program startup using the JUCE
Random class functions. This order was repeated indefinitely within that instance of the program (but varied between
separate program instances/runs). This guaranteed that (i) targets in consecutive trials lay in different zones, and (ii)
targets were defined within all twelve zones before any one zone was repeated. The exact target coordinates within
the bounds of the selected zone were then randomly defined. A square target area of 31×31 px was defined around
the target coordinates, and the user was considered to have reached the target coordinates if the entirety of the white
square lay inside the target area.

AG Variable Computation: The 2-D AG scheme sonified the difference between the instantaneous user coordinates
(center of white square) and the target coordinates in the respective coordinate system. Specifically, it sonified positional
differences 𝑑1 and 𝑑2 along two dimensions D1 and D2 in either scenario - x/y position in the Cartesian system, and
bearing/range in the polar system (see Fig. 2). To allow standardization of units and their scaling across coordinate
systems, 𝑑1 and 𝑑2 were normalized to mapping variables𝑚1 and𝑚2 respectively which ranged from -1 to 1, such that 0
represented the target coordinate along the concerned dimension, and -1/1 represented the extreme positions in either
direction. 𝑑1 and 𝑑2, and in turn𝑚1 and𝑚2 for each coordinate system were computed as follows:

5
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• Cartesian coordinates: The absolute positional differences were first computed from the Cartesian coordinates
of the user u and target t as follows:

𝑑1 = 𝑢𝑥 − 𝑡𝑥 𝑑2 = 𝑢𝑦 − 𝑡𝑦
𝑚1 was calculated such that values of -1 and 1 represented the left/right edges of the square navigation space.
Similarly,𝑚2 values of -1 and 1 represented the bottom/top edges of the space.𝑚1 and𝑚2 were normalized to
scale linearly from 0 to ±1 from target to peripheral edge irrespective of the target coordinate values, and were
calculated in terms of the positional differences 𝑑𝑑𝑖𝑚 along each dimension as follows:

𝑚𝑑𝑖𝑚 =
𝑑𝑑𝑖𝑚
1+𝑡𝑑𝑖𝑚 ∀ 𝑢𝑑𝑖𝑚 < 𝑡𝑑𝑖𝑚

𝑚𝑑𝑖𝑚 =
𝑑𝑑𝑖𝑚
1−𝑡𝑑𝑖𝑚 ∀ 𝑢𝑑𝑖𝑚 > 𝑑𝑑𝑖𝑚

• Polar coordinates: For any target bearing 𝜃𝑡 and instantaneous user bearing 𝜃𝑢 , it was possible for the user to
attain the target bearing by rotating either clockwise or anticlockwise. To guide the user along the shortest
possible angular path, 𝑑1 was first calculated as the minimum angular difference (< 180◦) between 𝜃𝑡 and 𝜃𝑢 .
The 𝑑1 sign convention was such that it was positive if a clockwise rotation was the shortest angular path to 𝜃𝑡
and vice versa.𝑚1 was then obtained by normalizing 𝑑1 through division by 180. Hence,

𝑚1 = 0 =⇒ 𝜃𝑡 = 𝜃𝑢 (user bearing matches target bearing)
𝑚1 = ±1 =⇒ |𝜃𝑡 − 𝜃𝑢 | = 180 (user bearing opposite to target bearing)

𝑑2 was then calculated from the user range 𝑟𝑢 and target range 𝑟𝑡 as:

𝑑2 = 𝑟𝑢 − 𝑟𝑡
The maximum range along the target direction 𝑟𝑚𝑎𝑥 (𝜃𝑡 ) was calculated as the length of the segment along the
target bearing 𝜃𝑡 joining the origin and the edge of the navigation square. The normalized variable𝑚2 was
then calculated as follows, such that it was -1 at the origin, 0 at 𝑟𝑡 , and +1 at the edge of the navigation square:

𝑚2 =
𝑑2
𝑟𝑡

∀ 𝑟𝑢 < 𝑟𝑡

𝑚2 =
𝑑2

𝑟𝑚𝑎𝑥 (𝜃𝑡 )−𝑟𝑡 ∀ 𝑟𝑢 > 𝑟𝑡

Finally,𝑚1 and𝑚2 were forcibly set to zero if the user square lay within the bounds of the target area along the
respective dimension in both coordinate systems.

Auditory Guidance Design. Our 2-D AG scheme (summarized in Table 1 and illustrated in Fig. 2) was fundamentally
based on the psychoacoustically motivated design in [41], which was shown to effectively communicate spatial
information through manipulating a single synthesized sound. In their work, x information was conveyed through
the direction (upward/downward) and rate of pitch changes of a continuous tone. y information was represented
by auditory dimensions separable from pitch, i.e. beating (amplitude modulation - AM)3 and roughness (frequency
modulation - FM)4 applied to these tones, depending on whether the user was below or above the target. We generalized
this scheme such that the audio engine sonified𝑚1 and𝑚2 (normalized 𝑑1 and 𝑑2 values) in a manner agnostic to
the chosen coordinate system (see Fig. 2). In terms of auditory parameters, our implementation made several key
modifications to that in [41]:

• Use of Melody: Instead of using continuous pitch changes, We chose to represent𝑚1 using a looped major scale
melody, one of the simplest musical pitch structures. Similar to [41], the direction of the pitch change indicated

3This manifested as periodic volume fluctuations in the sound, whose regularity and intensity increased with |𝑚2 |
4This was applied in the form of periodic frequency fluctuations, manifesting as a perceptual sensation of auditory roughness whose intensity increased
with |𝑚2 |.
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Fig. 2. Our Cartesian and polar AG schemes shown from the perspective of the target area. It contrasts how the positional
difference variables 𝑑1 and 𝑑2 are calculated for a given position of the user relative to the red target area. The directional sound
cues along both D1 and D2 are italicized. Note that 𝑑1 and 𝑑2 were computed from the center of the user square (could not be
schematically reproduced).

which direction to move in, whilst the temporal rate of note transitions depended on the absolute value of𝑚1.
In other words, a static note played at𝑚1 = 0, whilst the note transitions were fastest at𝑚1 = ±1. Our reason
for using musical pitches was to make the AG more pleasant to listen to. The melody was synthesized using a
pair of octave-separated triangle waves playing in unison and whose overall fundamental frequency spanned
the pitch range between the A4 and A5 musical notes.

• Modulation Intensity: So as to enhance the perceptual salience of the D2 AG , we opted to amplify the FM
and AM effects used in [41], and achieved this by widening the range of modulation indices used across the
range of𝑚2 values. For the AM, we used an index range from 0 (𝑚2 = 0) to 1 (𝑚2 = -1) compared to the 0 - 0.5
range used in [41]. This resulted in stronger amplitude fluctuations for negative𝑚2 values. For the FM, our
modulation indices ranged from 0 (𝑚2 = 0) to 500 (𝑚2 = 1). The exact range used by [41] was not specified, but
by comparing audio examples, it was clear that ours was far greater.

• Melody tempo and modulation frequency ranges: While the tempo of the pitch (chroma) cycle in [41]
ranged from 0 Hz to 10 Hz, we kept our maximum melody repetition rate (comprising 8 notes) at 1 Hz instead.
For D2, we kept the AM frequency range from 0 Hz (𝑚1 = 0) to 5 Hz (𝑚1 = -1) so as not to interfere severely
with the intelligibility of the melody. The FM frequency was kept constant at 40 Hz as in [41].
• Target Sound:When the user is within the target area, this was indicated through the sound of a continuously

ringing bell (a physics-based synthesis model from FAUST libraries) as opposed to the white noise used in [41].

3.1 AG Presentation Modes

3.1.1 Concurrent: In this mode, the AGmanipulations pertaining to both𝑚1 and𝑚2 variations in the chosen coordinate
system were simultaneously audible irrespective of the user position (as in [41]). Hence, this mode did not put any
restriction on the target-finding strategy adopted by the user, who would be free to find the target location by
manipulating the dimensions concurrently or individually in any order.
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Dim Coordinate System Keyboard
Controls

Auditory
Parameter Directional Cues Distance

Cues
Cartesian Polar m ∈ [-1, 0) m ∈ (0, 1]

D1 X Position Bearing ←
→

Melodic
Pitch

Ascending
Scale

Descending
Scale Tempo

D2 Y Position Range ↑
↓ Modulation AM

(Beating)
FM

(Roughness)
Modulation

Depth

Notes Relative to target
Hold SHIFT
to raise speed -

Continuous bell sound
within target area

Table 1. A summary of the dimensional mappings and auditory parameters for both coordinate systems. The Distance Cues column
indicates how the distance between the user and target coordinates along each axis was communicated to the user.

3.1.2 Sequential: The AG corresponding to each dimension was presented sequentially. Only𝑚1 was sonified until the
user was within the target area bounds along D1. Only when this condition was satisfied was𝑚2 sonified, allowing the
user to then locate the target along D2 whilst keeping the D1 coordinate constant. If D1 was manipulated at this stage
and the user moved out of the target area bounds along D1,𝑚2 sonification was disabled and the𝑚1 sonification was
audible once again until the user once again entered the D1 target area bounds. This mode forced the user to tackle
each dimension separately and in a fixed order (D1→ D2).

A detailed demo video of the AG in all four combinations of coordinate systems and presentation modes is provided
in the supplementary material.

4 EXPERIMENTAL PROTOCOL

To investigate the impact of the two coordinate systems (Cartesian (Car) and polar (Pol)) and presentation modes
(concurrent (Con) and sequential (Seq)) on user navigation performance and cognitive load, we conducted a within-
participant full factorial experiment. At the outset, we framed the following hypotheses:

• H1: The sequential presentation mode will lead to better performance (smaller task completion time,
shorter user trajectories, fewer interruptions and target overshoots) and lower user cognitive load
irrespective of the coordinate system.

• H2: Users will traverse shorter trajectories when using the polar coordinate system than with the
Cartesian irrespective of the presentation mode.

4.1 Participants

A convenience sample of 16 participants (3 women) aged 26.27 ± 3.83 years volunteered to participate in the experiment.
Each of them was briefed about the purpose and length of the experiment beforehand, and informed that they could
withdraw at any time. All experimental procedures conformed to the ethics code of the Declaration of Helsinki.
Informed consent was obtained prior to participation, and no sensitive or confidential information was collected from
the participants. All participants reported normal/corrected to normal vision and all reported normal hearing. The
participants had an average of 6.47 years of musical training, and their average self-reported prior experience with
sonification and/or auditory guidance on a scale of 1 to 10 was 3.07 (1 = no experience, 10 = highly experienced).
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4.2 Experimental Setup

The experiment was conducted in a quiet laboratory using a Dell Windows laptop. The laptop screen was mirrored
on a widescreen Samsung monitor (model S34J550WQR) for use by participants, who were also provided an external
keyboard (HP KU0316) and mouse (Microsoft Basic Optical Mouse 2.0) to operate the JUCE-built interface and fill
questionnaires. Audio Technica ATH-M50X closed-back headphones at a comfortable volume setting (36%) were used
throughout.

4.3 Procedure

Participants first underwent a brief tutorial phase where they were given basic information on:

• The coordinate systems and their keyboard controls (where they could also try using the interface)
• The 2-D guidance strategies and their working within each coordinate system (accompanied by audiovisual

demos)
• The presentation modes (concurrent/sequential) and their working
• The overall structure of the experiment

A total of four experimental conditions corresponding to all combinations of Coordinate System and Presentation

Mode were then applied in counterbalanced order using a 4 × 4 Latin square design. For each condition separately
(Car-Con, Car-Seq, Pol-Con, Pol-Seq), the participants underwent three phases:

4.3.1 Training Phase. Participants were first given a chance to train in a hands-on manner. Here, they attempted to
locate 5-15 targets in the assigned coordinate system and presentation mode until they felt they had gained sufficient
familiarity and speed. Once a new target was pseudorandomly defined, the participant initiated the trial by hitting the
space bar. This triggered the AG playback, which the participant used to locate the target. When this was done, the
participant concluded the trial by hitting the space bar again. During trials, the elapsed time in seconds was displayed
on-screen.

4.3.2 Main Testing Phase. This phase comprised a total of 25 consecutive trials, which were conducted without
interruption in a manner identical to the training phase. Participants were expressly instructed to try and navigate to the

target as fast as possible. Here, navigation trajectories corresponding to each trial were recorded at a sampling frequency
of 100 Hz and logged for analysis.

4.3.3 Subjective Rating Phase. Upon completing the main testing phase, participants were asked to fill out the NASA-
TLX [16] questionnaire to assess their subjective workload. This part of the experiment was carried out using Google
Forms. Note that although the original scale has ratings from 0-100 in increments of five, our version used the same
range but in increments of ten due to the limitations of Google Forms. Participants were then asked to rate how pleasant
and helpful they perceived the AG to be on scales of 1 (very unpleasant/unhelpful)-10 (very pleasant/helpful).

Once this procedure was complete for all four conditions, participants were asked to provide some basic demographic
information related to age, gender, years of musical training, and experience with auditory guidance. Finally, they were
asked which of the four conditions they preferred most. The entire experiment took approximately an hour.
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4.4 Data Analysis and Statistical Analysis

One participant was unable to comprehend the AG scheme and withdrew from participation halfway through the
experiment. For the remaining 15, the recorded trajectories were processed in MATLAB to yield a set of performance
metrics which were statistically analysed in SPSS 27.0 (using a significance criterion 𝛼 = 0.05 for all tests). For each of
the 1500 recorded trials (15 participants × 4 conditions × 25 trials), the following performance metrics were computed:

• Completion Time: This was the elapsed duration in seconds between task initiation and completion. It was
normalized by the Euclidean distance between the starting point (origin) and center of the target area in order
to account for the variability in target location between trials.

• Trajectory Length: This represented the total absolute distance traversed by the user (white square) during
each trial, normalized in a manner similar to completion time.

• Interruptions: An interruption was registered if the user paused, i.e. did not manipulate either dimension, for
a duration exceeding 400 ms (excluding at the beginning) (duration threshold based on [41]).

• Target Overshoots: This was the number of times the center of the user square crossed the target coordinates
in either direction (counted separately for D1 and D2).

To minimize the impact of individual differences among participants [2], we normalized the trial-wise absolute value
of each metric through division by its grand mean across conditions for that participant. The individual NASA-TLX
scale items [16] for each condition were averaged (no weighting) to yield raw scores representing subjective cognitive
load. These, too, were normalized by the participant grand mean. Hence for all normalized metrics, a value of 1.0
represented the average for a participant across all conditions. The data were then checked for normality (Q-Q plots
and Shapiro-Wilks tests) and homogeneity of variance (Levene’s tests) within each condition, and analysed as follows
to test H1 and H2:

Completion Time and Trajectory Length: We first removed a total of 21 outlier values for each metric (|z| >
3.29 with respect to overall grand mean). We found that the remaining data were non-normally distributed (strong
positive skew) and had unequal variance across conditions. Therefore, we chose to carry out a repeated measures (RM)

analysis using a generalized linear mixed model (GLMM) approach. Here, we first defined the data organization in terms
of subjects and repeated measures. Next, we specified Coordinate System (CoordSys) and Presentation Mode (PresMode),

as fixed factors. Due to the positive skew, we estimated the data distribution as a gamma regression with a logarithmic
link function to the linear model. Assuming a diminishing correlation as trial indices grew further apart, we modelled
the covariance using a first-order autoregressive structure. Using restricted maximum likelihood estimation, the model
assessed the effects of CoordSys and PresMode as well as their interaction, yielding means and 95% confidence intervals
for each condition. Summary measures are reported asmean ± standard error.

Overshoots: The individual trial data were non-normal with a large proportion of trials with zero values. We
therefore averaged across trials within each participant and ran Shapiro-Wilks and Levene tests on the aggregated
data, which showed only non-significant deviations from normality and homogeneity of variance. We then carried out
two-way RM ANOVA tests for overshoots along D1 and D2 with CoordSys and PresMode as within-subject factors. If
significant main effects were detected, post-hoc comparisons were carried out with Bonferroni correction applied.

Interruptions: Due to a large number of individual trials with zero values, we again carried out within-participant
averaging, and the Levene test on the aggregated data revealed non-homogeneous variance across conditions. Therefore,
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Metric Predictor Coefficient 95% CI df F p-value
Completion Time CoordSys 0.267 [0.326, 0.209] 1, 433 164.61 <0.001

PresMode -0.326 [-0.267, -0.384] 1, 468 223.51 <0.001
CoordSys * Presmode 0.015 [-0.098, 0.068] 1, 452 0.114 0.723

Trajectory Length CoordSys -0.291 [-0.218, -0.364] 1, 349 1.519 0.219
PresMode -0.679 [-0.607, -0.752] 1, 407 263.738 <0.001

CoordSys * Presmode 0.517 [-0.620. -0.414] 1, 380 97.761 <0.001
Table 2. Results of the GLMM analysis of Completion Time and Trajectory Length presenting model coefficients (logarithmic due to
the link function) for each predictor and their interaction along with their 95 % confidence intervals, degrees of freedom (calculated
using Satterthwaite’s method), F, and p-values. Note that CoordSys was coded as 1 = Cartesian, 2 = Polar, whilst PresMode was coded
as 1 = Concurrent, 2 = Sequential, which determined the polarity of the coefficients. Although significant in both cases, the intercept
estimate is not shown.

we used a non-parametric approach to compare Car-Con, Car-Seq, Pol-Con, and Pol-Seq (we term the factor as Condi-
tion). We used a Friedman test followed by Bonferroni-corrected Wilcoxon Signed-Rank tests for post-hoc pairwise
comparisons.

Cognitive Load: The normalized NASA-TLX scores (collected once per participant per condition) were found to
satisfy the assumptions of normality and homogeneous variance, and we therefore performed two-way RM ANOVA
tests and Bonferroni-corrected post-hoc comparisons like for Overshoots.

Preference Analysis: In order to explore the performance- and experiment-based criteria determining user
preference, we checked whether the participants’ reported condition of preference matched the condition in which (i)
they were fastest (Min Time), (ii) they reported the lowest cognitive load (Min NASA-TLX), (iii) they encountered first
in the experimental order (First Condition), and (iv) they encountered last (Last Condition).

5 RESULTS

Overall, the participants were able to find the target area in 99.47% of the 1500 trials, taking an average of 11.55 (SD 6.5)
sec per trial across all four conditions. They gave the AG mean pleasantness and helpfulness ratings of 6.81/10 and
8.39/10 respectively. In terms of overall preference there was no clear consensus; six participants (40%) preferred the
Car-Seq condition, and the remainder were evenly divided among the other three conditions. The preference analysis
revealed that nine participants preferred the condition in which their NASA-TLX score was lowest, seven preferred the
last condition they encountered, six preferred the one in which they took minimum time (which also coincided with
the lowest NASA-TLX score in all instances), and one preferred the first condition they encountered. The preferences of
two participants did not match any of the criteria.

The results of the GLMM analyses of normalized completion time and trajectory length are shown in Table 2. For
completion time, there were significant fixed effects of both Coordsys and PresMode. As seen in Fig. 3, participants were
significantly slower when (i) using the polar system than the Cartesian for both presentation modes, and (ii) using
concurrent than sequential AG for both coordinate systems. There was no significant interaction between the predictors
(p = 0.736). For trajectory length, there was a significant fixed effect of CoordSys but not PresMode, but there was a
strong interaction between the factors as shown in Fig. 3. Depending on the presentation mode (concurrent/sequential),
participants traversed significantly longer or shorter paths respectively in the polar system as compared to the Cartesian.

11



573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

NordiCHI ’22, October 8–12, 2022, Aarhus, Denmark xxxxxx, et al.

Fig. 3. Interaction plots for Completion Time and Trajectory Length that illustrate the model-estimated means for each coordinate
system and presentation mode. The error bars indicate 95% confidence intervals. A value of 1.0 represents the participant grand
mean value. Both outcomes are significantly lower for the sequential presentation mode, and trajectory length shows a significant
interaction between the factors.

Fig. 4. Bar plots for the participant-aggregated results that showed significant main effects across the coordinate systems and
presentation modes. Bar heights indicate means, and the error bars show 95% confidence intervals.

Moving on to the analysis of within-participant aggregated metrics, there was a significant main effect of PresMode

on Overshoots (D2) (RM ANOVA, 𝐹 (1,14) = 26.391, p < 0.001, 𝜂2𝑝 = 0.653) but not of CoordSys (RM ANOVA, 𝐹 (1,14) =
4.045, p = 0.064, 𝜂2𝑝 = 0.224), and post-hoc tests showed that sequential AG elicited significantly fewer overshoots along
D2 than concurrent AG irrespective of coordinate system (see Fig. 4 (left)). For Overshoots (D1), however, there was no
main effect of CoordSys (RM ANOVA, 𝐹 (1,14) = 0.334, p = 0.572, 𝜂2𝑝 = 0.023) or PresMode (RM ANOVA, 𝐹 (1,14) = 4.444, p
= 0.054, 𝜂2𝑝 = 0.241). For interruptions, there was a significant main effect of Condition (Friedman test, 𝜒2(3) = 35.08,
p < 0.001). Post-hoc tests showed, as seen in Fig. 4 (middle), that Con conditions led to more interruptions than their
Seq counterparts for both coordinate systems. The coordinate system alone also appears to have played a role in the
sequential conditions, as Pol-Seq elicited significantly fewer interruptions than Car-Seq. Moving on to the self-reported
cognitive load (NASA-TLX raw scores), there was a significant main effect of CoordSys (RM ANOVA, 𝐹 (1,14) = 11.315, p
= 0.005, 𝜂2𝑝 = 0.447) and PresMode (RM ANOVA, 𝐹 (1,14) = 19.59, p = 0.001, 𝜂2𝑝 = 0.583). Pairwise post-hoc comparisons
found that the reported cognitive load was significantly higher for the polar coordinate system than the Cartesian across
presentation modes, and significantly lower for sequential presentation than concurrent across coordinate systems (see
Fig. 4 (right)).
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6 DISCUSSION

6.1 Sequential AG Leads to Superior Task Performance

In this study, we experimentally assessed the effects of information concurrency and coordinate system on user
performance and cognitive load in a computer-based 2-D navigation task. Our results strongly support our hypothesis
that users would perform better and experience a lower cognitive loadwhen presentedwith sequential AG as compared to
concurrent (H1). The participants performed faster (shorter completion times) and more efficiently (shorter trajectories)
in Seq conditions irrespective of the coordinate system. They also exhibited considerably fewer interruptions, indicating
that they had fewer instances per trial of needing to stop moving and make sense of the AG. There were also fewer
overshoots along the second dimension D2, which can be explained by the participants being better able to hear subtle
FM/AM changes near the target D2 coordinate when the melodic pitch was constant. Lastly, participants expressed a
lower cognitive load for Pol-Seq than Pol-Con, while there were no differences for the Cartesian system. These results
suggest that by breaking down the 2-D task into two 1-D tasks, the sequential AG was successful at minimizing
the impact of perceptual interactions [29] and promoting a consistently reproducible navigation strategy [18] by
encouraging users to focus on one dimension at a time. Also, locating the target coordinate along one dimension led to
a perceptually salient change in the sound as the sonification of the next dimension was suddenly triggered. Hence, this
intermediate point would have served as a clearly defined waypoint. The waypoint approach is a proven and effective
AG method in locomotion guidance for aiding decision-making during locomotion along complex paths [37, 39, 40],
and our findings are in line with this. Sequential guidance minimizes perceptual interaction [29] between the sonified
dimensions, and this advantage is especially relevant to greater-dimensional navigation tasks where it is difficult to
find several perceptually separable sound properties to represent each dimension [42].

6.2 Polar Navigation Behavior Depends on Information Concurrency and Control Schemes

The hypothesis that users would traverse shorter trajectories when using the polar system than the Cartesian (H2) was
only partially validated by our results. Whilst the participant trajectories were shortest in the Pol-Seq condition, they
were interestingly longest in Pol-Con. It is clear that in Pol-Seq, the AG forced participants to first carefully adjust their
bearing to the correct value and then adjust the range, which led to them traversing the shortest possible path from
origin to target. Had the navigation task been from a first-person perspective (e.g. locomotion) with the coordinate
system centered around the user, the approach of adjusting bearing before range would have intuitively made sense (the
behavior seen in Pol-Seq. In our experiment, the control scheme made it practical for them to adjust range first. During
Pol-Con, the perceptual interaction between D1 and D2 AG could possibly have obscured the scale melody, prompting
users to first adjust the range (D2), and then the bearing (D1). This would have led them to traverse relatively long radial
and circumferential paths to the target as opposed to the direct radial path during Pol-Seq. The authors of [41] (whose
2-D AG design we took close inspiration from) reported the strategy of adjusting D2 before D1 (modulation-based AG
before pitch-based AG) as being the most common user strategy. They estimated that this was because the point of
transition from AM (beating) to FM (roughness) was perceptually salient [41]. This reinforces the value of a salient
auditory change to signal navigation waypoints, something that the sequential AG scheme integrated by design. One
can argue that we could have reduced the perceptual interactions between D1 and D2 AG in the concurrent conditions
by attenuating the AM and FM effects, but this would have been detrimental to the perceptual salience of the D2 AG,
making the underlying information harder to comprehend. Thus, we assess that for concurrent AG, there is a clear
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tradeoff between perceptual salience along any one dimension and perceptual interactions between dimensions - this
does not exist for sequential AG.

In terms of CoordSys effects, we did not anticipate that participants would take longer with the polar system than the
Cartesian irrespective of presentation mode. A possible reason for this is that the keyboard-based control scheme for
the polar system was not as straightforward as for the Cartesian. While the latter featured a relatively straightforward
mapping between the arrow keys and the four cardinal directions, the polar scheme required some mental operations,
which may have increased cognitive load and hindered spatial orientation [41], especially when D1 and D2 were
concurrently sonified. This notion is corroborated by the higher NASA-TLX scores for polar than Cartesian conditions
(see Fig. 4). Future studies should perform the comparison with a controller (e.g. joystick-based) that facilitates more
direct input mappings to polar parameters. Another contributor to the result may have been the high degree of
angular precision required to correctly pinpoint the target bearing. Angular measurement errors are the main source of
uncertainty in polar-coordinate measurement systems [13], and the participants may have spent a relatively long time
fine-tuning the bearing to ensure that it fell within the angular bounds subtended by the target area.

Lastly, it is odd that there were no differences between conditions in terms of Overshoots (D1). This may have been
because the D1 guidance provided both directional pitch cues (ascending/descending melody) and non-directional
tempo cues (note transition rate), causing participants to adopt different navigation strategies along D1, resulting in
greater variability in the results and masking any systematic differences between conditions. Also, it has been shown
that task instructions have a strong effect on user strategies and trajectories in 1-D tasks [31]. We only instructed
participants in relation to speed, and future studies can perhaps include an experimental block where users are asked to
minimize overshoots, allowing for a more standardized comparison across AG conditions.

6.3 User Preferences are Possibly Related to Cognitive Load and Familiarity

The analysis of user preferences yielded some interesting insights. Although Car-Seq was preferred by a small majority
of the participants, our sample was small and this result should therefore be interpreted with caution. Participants
preferred the condition where they experienced minimum cognitive load (9 of 15), which in some cases (7 of 15)
coincided with the last condition they encountered, and most participants were accounted for by some combination
of these criteria (12 of 15). This suggests that irrespective of the condition order (which was counterbalanced), an
increasing comfort level with the task over time impacted the participants’ cognitive load and performance [35], causing
them to prefer conditions they encountered later on.

6.4 Are These Results Generalisable?

The AG design we tested incorporated a very specific set of auditory perceptual parameters that were previously
proven to be effective in 2-D navigation [41]. AG designs have been very diverse in terms of their manipulated auditory
properties, including timbre, rhythm, harmonicity, synchronicity, physical modelling parameters, and other more
complex modulations [1, 4, 12, 31, 33]. Nevertheless, we argue that our finding related to sequential v/s concurrent
AG presentation is generalizable to other designs as well. First of all, the tendency of users to navigate axis by axis
has been observed not only when using visual displays [8] but also when using very different and unrelated 2-D AG
designs [6, 41]. Sequential AG facilitates this approach by minimizing the effect of perceptual interactions [29] and
providing salient waypoints, and is therefore likely to enable superior performance when applied to other types of 2-D
and 3-D AG designs too. However, there are also certain drawbacks. Because only one dimension is sonified at a time,
each point in space does not have a unique auditory representation, and sequential AG cannot be used in applications

14



729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

Sound-Guided 2-D Navigation: Effects of Information Concurrency and Coordinate System NordiCHI ’22, October 8–12, 2022, Aarhus, Denmark

where multiple spatial variables must be monitored concurrently (e.g. static posture guidance [7] or aircraft orientation
[34] where two axes need to be monitored at once - pitch, roll). Here, the only option is a concurrent AG scheme that
minimizes the detrimental effects of perceptual interactions.

6.5 Limitations and Future Work

A limitation of our experimental protocol lay in its ecological validity; other studies evaluated their AG paradigms in
the context of performed or simulated real-world tasks [1, 4, 6, 9, 27, 33, 34], so it is still unclear how well our findings
hold up when the task involves a more complex perceptual-motor component (e.g. movement rehabilitation [15, 24]). In
the future, we plan to test sequential Cartesian guidance in the training of the sit-to-stand transition, which involves
a clear horizontal component (leaning forward) followed by a vertical one (rising). This will build on past work on
providing auditory feedback on this movement [21]. An important limitation of our polar system design was that
the bearing was always computed from the perspective of the center of the space. While such scheme would work
for an application such as dynamic balance training [12, 22] where the center represents an equilibrium position, it
would more realistically suit other applications (e.g. needle placement [4]) if the bearing were computed relative to the
instantaneous user position. Our participant sample was relatively small, gender-skewed, and included participants with
considerable music training (avg. 6.47 years). The participant who withdrew from the experiment was not replaced, and
hence counterbalancing of condition order was not fully achieved. The experiment may have arguably also been more
ecologically valid if the interface did not display elapsed time or any form of visual feedback on user position, but this
is a relatively minor concern as these aspects did not change across experimental conditions. Although we normalized
our performance metrics to highlight the differences between AG conditions and minimize the impact of individual
differences, it is still necessary to validate our findings on musically untrained participants, most preferably target users
(e.g. visually/physiologically impaired people). It would also be of interest to perform a comparison between sequential
AG and visual guidance in multidimensional navigation tasks. A limitation of our analysis is that we did not examine
the individual trial trajectories to ascertain and quantify the incidence of different navigation strategies, but this will be
part of a future study. Overall, we believe that our key findings related to the effects of information concurrency and
coordinate systems are worthy of further investigation.

7 CONCLUSIONS

We experimentally compared concurrent and sequential 2-D auditory guidance based on the Cartesian and polar
coordinate systems in a computer-based target-finding task, finding sequential guidance to be superior in terms of
task performance with reduced cognitive burden as compared to concurrent guidance. We also found that users were
generally slower when using the polar coordinate system, but traversed the shortest trajectories with sequential polar
guidance. We believe that these findings can be generalized to higher dimensional tasks and different guidance designs,
although future work should include comparisons with visual guidance, aside from evaluating sequential guidance
during real-world tasks related to navigation, orientation, and movement rehabilitation with the respective target user
groups. We believe that the evidence we provide can contribute to the development of more potent auditory guidance
systems in the future.
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