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Abstract

Ultra-reliable low-latency communication (URLLC) and massive machine-
type communication (mMTC) are two flagship use cases of the fifth gen-
eration (5G) cellular networks. Yet, finding efficient communication schemes
that would enable those services is challenging due to their respective requi-
rements. In mMTC, the challenge is due to the massive number of devices
which are limited by their battery-life and processing capabilities. On the
other hand, in URLLC not only every packet has to be delivered with vir-
tually 100% success rate, but also within an extremely short period of time.
Achieving all of those goals is particularly challenging in the uplink which in
normal circumstances needs to be fully coordinated by the base station and
requires more auxiliary procedures than downlink. These procedures might
not always be feasible due to the latency involved (URLLC) and prohibitively
high overhead (mMTC).

This thesis proposes several novel access techniques addressing the chal-
lenges of the aforementioned use cases. The primary focus is on developing
new diversity schemes for URLLC, that jointly optimize the traffic of many
users. Two variants are investigated – grant-free access without feedback and
scheduled access with feedback and retransmissions – which are intended for
scenarios with varied level of stringency in terms of latency requirements. To
address the shortcomings of the current state-of-the-art grant-free schemes,
this thesis proposes the usage of specifically designed access patterns, which
allow to introduce certain amount of coordination and thus provide relia-
bility guarantees. For the scheduled access, we propose a novel technique
that leverages non-orthogonal multiple access (NOMA), advanced receiver
processing and power optimization to achieve highly reliable and efficient
communication. Lastly, we tackle the problem of reliable massive access
by considering an optimized feedback scheme which jointly encodes the ac-
knowledgements of all active users, as well as propose a method to intro-
duce identification an authentication capabilities to the existing concept of
unsourced random access.
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Resumé

Ultra-pålidelig lavlatens-kommunikation (URLLC) og massiv maskintype-
kommunikation (mMTC) er to flagskibsanvendelser af den femte generations
(5G) cellulære netværk. På trods af det, er det grundet deres respektive krav
en udfordring at finde effektive kommunikationsmetoder, der muliggør disse
anvendelser. I mMTC skyldes udfordringen det enorme antal enheder, som
er begrænset af deres batterilevetid og processeringsegenskaber. På den an-
den side, i URLLC skal hver pakke leveres ikke kun med praktisk talt 100%
pålidelighed, men også inden for en ekstremt kort periode. At nå alle disse
mål er særligt udfordrende i uplink, som under normale omstændigheder
skal koordineres fuldt ud af basestationen og kræver flere hjælpeprocedurer
end downlink. Disse procedurer er ikke altid praktiske på grund af den in-
volverede latenstid (i URLLC) og uoverkommelig høj overhead (i mMTC).

Denne afhandling foreslår flere nye teknikker, der adresserer udfordrin-
gerne ved de førnævnte anvendelser. Det primære fokus er at udvikle nye
metoder til at opnå diversitet for URLLC, der optimerer trafikken fra mange
samtidige brugere. To varianter undersøges – bevillingsfri (”grant-free”)
kommunikation uden feedback, og skemalagt kommunikation med feedback
og retransmissioner – som er beregnet til scenarier med varieret niveau af
stringens med hensyn til applikationernes latenstidskrav. For at afhjælpe
manglerne ved de nuværende state-of-the-art bevillingsfri metoder, foreslås
der i denne afhandling brugen af specifikt designede kommunikationsmøn-
stre, som gør det muligt at indføre en vis mængde koordinering og dermed
give pålidelighedsgarantier. Til den skemalagte kommunikation foreslår vi
en ny teknik, der udnytter ikke-ortogonal fleradgang (NOMA), avanceret
modtagerprocessering og strømoptimering for at opnå yderst pålidelig og
effektiv kommunikation. Til sidst tackler vi problemet med pålidelig mMTC
ved at studere en optimeret feedback-metode, som koder modtagelsesbekræf-
telser fra alle aktive brugere i samme besked, samt foreslår en metode til at
introducere identifikation og autentificeringsfunktioner til kommunikations-
metoder baseret på oprindelsesfri kommunikation.
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Chapter 1

Introduction and Motivation

It is hard to imagine today’s world without all the services and technologies
that were and are being enabled by the constantly evolving communication
systems. At this point, almost everyone is “connected” and, even more im-
portantly, is used to being so virtually 24/7. This is particularly striking
when we consider how fast this radical shift occurred. The mobile telephony
that allowed us to call and exchange text messages while on the move has
been with us (at least on a universal, accessible scale) for a bit more than two
decades. Meanwhile, the broadband access through our personal devices
(which materialized in the form of 3.5G networks) has become a norm over
just the previous 10 years. Within that short time, the ease of access to the
cellular, and more generally wireless, connectivity has changed the way we
live, work and think. And if it wasn’t obvious enough already how critical
the digital infrastructure is to our society, certainly, the global pandemic of
COVID-19 removed any remaining doubt.

1 5th generation of cellular networks

Currently, we are witnessing another major shift taking place as we transition
to the next, fifth generation of wireless systems – 5G. It has been acknowl-
edged early on, that 5G would bring more than just an incremental increase in
the data rates — a tendency that the evolution from 2G to 4G followed. While
this trend was expected to continue in a form of enhanced Mobile Broadband
(eMBB), it has also been envisioned that 5G would cater to two other exciting
services with radically different requirements: massive Machine-Type Com-
munications (mMTC) and Ultra-Reliable and Low-Latency Communications
(URLLC). Furthermore, because of these diverse requirements, the consensus
was that a “one-size-fits-all” type of system design is no longer the right ap-
proach. Instead, more emphasis was placed on the flexibility and modularity,
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Peak data 
rate

User experienced 
data rate

Spectrum 
efficiency

Mobility

LatencyConnection 
density

Energy 
efficiency

Area traffic 
capacity

Reliability

enhanced Mobile 
Broadband (eMBB)
- 20Gbps DL / 10Gbps UL
- 4ms air interface latency
- 500 km/h mobility

massive Machine-Type 
Communications (mMTC)
- 106 devices/km2

- 10+ years batter life

Ultra-Reliable Low-Latency 
Communications (URLLC)
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Fig. 1.1: The high-level overview of the 5G use cases and their requirements, inspired by the
METIS II project [3].

with the intent that 5G system should eventually be able to support multi-
tude of services, different traffic loads and various business models. In that
regard, it became common among researchers and the industry to depict 5G
as a multi-faceted system, similarly to the way it is shown in Fig. 1.1.

For me, a researcher who actively worked on the 5G subject, it was par-
ticularly interesting to observe how this topic was evolving, then became
standardized and eventually started to materialize in the form of first de-
ployments. At the time of writing this thesis, 5G networks are rapidly being
adopted and gradually become available in more and more locations [1, 2].
According to the latter report, in some European countries like Denmark and
Germany the coverage already exceeds 90% of the population. On a global
scale, as per [1], it is expected that by 2027 nearly half of the mobile subscrip-
tions will be for 5G services.

1.1 Ultra-Reliable Low-Latency Communication

With the evolution of the Internet of Things (IoT) (which itself was a con-
sequence of the growing popularity of machine-type communication), new,
unprecedented use cases started to attract attention of industries and con-
sumers. To name a few:

• Factory/Industrial automation – which deals with monitoring and au-
tomated control of processes within a factory, including closed-loop
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control applications and robotics. Traditionally based on wired net-
works which limit the flexibility, these use cases could particularly ben-
efit from enabling control over radio links.

• Electricity distribution and grid control – including applications such as
control and protection of the power distribution grid, fault diagnosis,
fault isolation and system restoration (FISR).

• Tactile interaction – covers use cases that involve human-system interac-
tion, e.g. wireless control of real or virtual objects that provide a tactile
feedback in a form of audio, visuals or sensation of touch. Examples
include remote healthcare, manufacturing and gaming.

• Autonomous driving – focuses on automated and self driving, road
safety applications and traffic management services. One of the visions
is to enable fully connected cars, which will be able to jointly react to
various road situations through cooperation.

The MTC nature of these use cases makes their traffic characteristics sig-
nificantly different from those of more traditional, primarily human-oriented
applications. Consequently, a significant effort was devoted early on to iden-
tify the specific requirements of these new use cases. For example, the METIS
project [4], which run between 2012 and 2015 has determined that some of
them might require latencies as low as 1 ms and reliability in the order of
99.999% (five nines) up to even 99.9999999% (nine nines)1. As such, URLLC
became an umbrella term for the family of use cases, as well as a mode of
operation within 5G, which is characterized by the transmission of relatively
short (in some cases also intermittent) packets that are subject to extremely
high reliability and low latency requirements. It also became clear that these
requirements either cannot be fulfilled, or doing so would be very inefficient
with the existing (at that time) radio access technologies. The reason was
due to their design, i.e. they were created with human-centric applications in
mind and as such with the goal of maximizing the throughput, rather than
focusing on latency and reliability.

1.2 Massive Machine-Type Communication

Massive machine type communication has been created to allow a robust
and cost-effective connection of massive, reaching millions per km2, number
of low-power devices, generating a huge volume of short data packets. Un-
like URLLC, mMTC is not a completely new service and a limited support

1To give it a context, according to the current rules of the Powerball lottery in USA, the chance
of hitting a jackpot is around ∼ 1 : 300,000,000, which means that in the most demanding URLLC
applications observing a failure should be 3 times less likely than winning the main prize.
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for it has been introduced already in the Release 13 of 4G in the form of two
standards: narrowband IoT (NB-IoT) and LTE-MTC (or eMTC) [5, 6]. How-
ever, these earlier solutions did not provide support for sufficient connection
densities, which are expected to be 10x higher in 5G.

The primary use case for mMTC is the deployment of large sensor net-
works in various settings and environments. One example is the emergence
of smart cities, where multitude of sensors are used to monitor gas, water and
electricity consumption and automatically report them to the supplier. An-
other example is waste management where the devices could be used to de-
tect which bins are close to being full and send the appropriate notifications,
thus reducing the operating costs of waste collection teams. In agriculture,
sensors can be used to report weather, moisture levels and soil analysis allow-
ing farmers to optimize their irrigation and fertilization frequency. Finally,
mMTC can have application in the traffic management on a broader, city-
wide scale by providing input from a large number of cameras and sensors.
This data can be then analyzed and used to help decongest busiest areas by
redirecting the traffic. To enable all these use cases, radio access technologies
in 5G will not only need to support high connection densities, but also pro-
vide better coverage and be energy efficient to make uninterrupted operation
of batter-operated devices possible.

1.3 Going Beyond 5G

Despite the progress 5G networks have made towards more ubiquitous and
flexible connectivity that reaches beyond simple pursuit of higher rates, at
the time of writing this thesis not all of 5G’s (admittedly ambitious) promises
have been fulfilled. It isn’t completely surprising either. Even though it is
already in deployment phase, the development of 5G technology didn’t come
to a standstill and is constantly being improved and refined through future
Releases 17 and 18 (5G-Advanced Evolution).

Lastly, it is hard to say whether it is the new use case that appear due
to the technology being available, or rather it is the technology that is try-
ing to catch up with the demand and new ideas. As with most things in
life, the answer is perhaps somewhere in the middle. Regardless, after the
inception of URLLC and mMTC, it didn’t take long before both researchers
and enthusiasts (sometimes being the same person) started to wonder how
the future of wireless connectivity is going to look like. In the literature,
there are already talks of mobile broadband reliable low-latency communica-
tion (MBRLLC) and massive URLLC (mURLLC), with the ambition to enable
them in 6G networks [7].
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2 Structure of the Thesis

With the above context in mind, this thesis aims at identifying and solving
the key engineering challenges posed by URLLC and mMTC, as well as their
potential future extensions. In particular, the focus is on enabling reliable
and spectrally-efficient access in the uplink.

The rest of the thesis is structured as follows. In Chapter 2 a general
problem is posed, followed by a motivating example and the definition of
specific research questions guiding this thesis. The Chapter 3 is dedicated to
URLLC. First, the more general background is provided including descrip-
tion of the scenarios and their requirements. Then, two sections follow that
focus on complementary approaches – grant-free access without feedback
and grant-based access with feedback and retransmissions. For each, a de-
tailed description is given including review of the state-of-the-art, as well as
summary of the contributions made in this thesis. In Chapter 4 the issue of
reliable communication in massive access is treated. Again, a more in-depth
background of the problem is given, followed by the review of the state-of-
the-art and finally the discussion of contributions. The Chapter 5 concludes
this extended introduction by summarizing all the contributions in the con-
text of the specific research questions, as well as provide an outlook for the
future research. Finally, in Part II a compilation of the publications that make
up this thesis can be found.
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Chapter 2

Problem Statement

After providing a broad background and setting the scene in the previous
chapter, it is time to formally state the central problem that this thesis is con-
sidering.

In connection with the arrival of 5G, there is a need to support new, ambitious
use cases. In particular, growing popularity of mission-critical applications, requires
enabling communication with extreme reliability and tight latency guarantees. Fur-
thermore, a huge increase in the density of devices due to the emergence of MTC,
calls for support of massive random access. Fulfilling these requirements with the
existing radio access technologies, which were designed with traditional, primarily
human-oriented applications in mind, either cannot be done, or would very inef-
ficient. Therefore, there is a need for new solutions for the air interface that are
spectrally efficient and optimized towards the specific 5G use cases.

Before proceeding, perhaps we should first ask why exactly is that a prob-
lem? In other words, what makes it so challenging? After all, one could
argue that the current communication technologies are already very efficient
and close to the theoretical capacity [8, 9]. Reliability, in terms of overall
low error probability, is ensured by setting up multiple stages of error cor-
rection and detection on different levels of the layered communication model
and combining it with retransmission mechanism. Low latency communica-
tions, while not explicitly supported through a dedicated mode of operation,
could be achieved with so-called one-shot transmissions [10]. Lastly, the so-
lutions addressing the massive access started to appear already in LTE in its
Release 13 (as discussed in more detail in the previous chapter).

The challenge, however, emerges when trying to meet a few of those ob-
jectives simultaneously and is related to the fundamental trade-offs between
spectral efficiency (throughput), latency and reliability.
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To better explain it, let us analyze step by step the following example of
the uplink access. Clearly, in terms of latency, the best solution for a device
would be to perform a single, one-shot transmission over a dedicated fre-
quency channel as soon as it has data to send. To make such scheme reliable,
however, either the power would have to be extremely high or the coding
rate very low (thus making it inefficient) in order to ensure that the packet is
decoded at the receiver even in the presence of unfavourable channel condi-
tions such as shadowing or deep fades. Instead, one possibility would be to
transmit the same packet multiple times over different channels (subcarriers)
to obtain diversity. Nevertheless, most of the time single packet would prove
to be enough, thus making this approach wasteful in terms of spectral effi-
ciency. Furthermore, the device might be inactive majority of the time and
not even use the pre-allocated resources. The idea then, would be to assign
these resources to a group of devices to improve the utilization of the chan-
nel. At that point we introduce the probability of collisions which inevitably
brings the reliability of communication down.

An alternative is to rely on retransmissions. In the simplest mechanism,
the device would transmit a packet and then wait for a simple, 1-bit feed-
back from the receiver informing it whether decoding was successful or re-
transmission is required. That way, the packet is transmitted multiple times
only when necessary. Clearly, such scheme is optimized towards spectral
efficiency, but due to the inherent delays involved in the two-way commu-
nication - not particularly low-latency. Additionally, a single bit of feedback
only allows to communicate that decoding was unsuccessful, but not how far
from decoding the receiver is. As such, in response to the negative feedback
another full packet would be sent, which might not always be necessary. Nev-
ertheless, with some modifications and by restricting the maximum number
of retransmissions, this mechanism could still have merit in URLLC.

Another set of challenges appear as the number of devices becomes mas-
sive. In that case, allocation of orthogonal resources is not just inefficient,
but simply impossible. Instead, to transmit their data, devices need to con-
tend for shared medium by relying on random access. However, due to the
number of transmitters, this will inevitably cause many collisions and as a
result, it may take many attempts before data is successfully delivered. On
the other hand, if the devices are also battery-operated and, as such, addi-
tionally constrained in terms of energy (as is typically the case in massive
access scenarios), the approach based on continued repetitions might not be
feasible.

The problem of fundamental trade-offs between latency, reliability and
spectral efficiency (throughput), have been captured very well in [11]. Using
models based on LTE the authors provide an insight into the interplay be-
tween the aforementioned metrics in a cellular network. The main takeaway
is that it is not possible to enhance all three KPIs simultaneously. In fact, if we
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were to improve any two of them indefinitely, the third one would inevitably
go to zero. Nevertheless, using their semi-analytical framework, the authors
were able to identify the main bottlenecks and give an indication of what
is achievable in 5G. The solutions and enablers they propose in their paper
happen to coincide with the vision of the author of this thesis and include:

• Optimizing radio access in terms of interference footprint in conjunc-
tion with using more advanced receivers (capable of interference can-
cellation),

• Improvements to the retransmission schemes,

• More flexible link adaptation techniques and QoS-aware scheduling
taking into account reliability requirements.

1 Research Questions

Based on the discussion in the preceding section and having in mind the
earlier example, it is time to formulate the more specific research questions.

1. How to achieve the reliability targets in a communication system with
minimal signaling while avoiding excessive resource preallocation? Can
the overall performance be improved by organizing better the access of
many users?

2. How to jointly optimize the retransmissions of many users so that re-
sources are used efficiently?

3. Assuming rich/extended feedback can be introduced, how to leverage
it to ensure reliable and spectrally efficient communication?

4. As the original 5G use cases evolve towards future applications, can
reliable communication be provided in a scenario with massive num-
ber of devices? What kind of radio access technology should be used,
keeping in mind specific challenges of the massive access?

2 Methodology

In the development of individual contributions that make up this thesis sev-
eral tools have been used, that can be broadly divided into numerical and an-
alytical types. The first broad class includes simulations and numerical meth-
ods, which have all been implemented in MATLAB. The simulations proved
to be a crucial tool throughout all of the research stages and their results
can be found in virtually all of the contributions in Part II. Importantly, they
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served two purposes: to a) verify and confirm the correctness of the devel-
oped analytical solutions, and b) to provide complementary results in scenar-
ios where due to the complexity of the problem no closed-form expressions
(or analytical in general for that matter) could be found. The simulations
relied primarily on the Monte-Carlo approach to capture the randomness in
fading channel realizations, activation of users and their decoding processes.
Additionally, some of the contributions involved defining and solving an op-
timization problem. Except for the simplest cases where the solution could be
found directly based on derivatives, an optimization toolbox have been used.
The particular numerical methods chosen were interior-point and sequential
quadratic programming.

In terms of analytical methods, the primary focus was on the development
of relevant bounds and approximations. The latter are particularly valuable
in the context of URLLC, where simulations can be often challenging due to
the large number of samples required. Consequently, any approximation that
allows to simplify computations, or, ideally, avoid simulations altogether is a
powerful tool and a meaningful contribution in itself. Furthermore, analyt-
ical expressions, bounds and approximations are extremely valuable for the
understanding of the dominant mechanisms and limitations to the system
performance, as well as providing theoretical guidelines for new designs and
concepts.

In each paper relevant KPIs and performance measures are defined, and
the results are assessed and compared to relevant benchmarks / prior solu-
tions in order to evaluate the quality and usefulness of the proposed schemes.

This is also the right place to mention the challenges that were present
throughout this study. The fundamental one stems from the very nature of
the topic being researched. The notion of ultra-reliability entails that failures
are rare events, which makes observing them, especially in large numbers,
problematic. Consequently, in many cases where simulations were the only
available tool1, obtaining meaningful results and plots that are smooth re-
quired tens of millions of samples and days of computations. In those cases,
writing a code that is efficient and which can be parallelized was an impor-
tant constraint.

Another challenge related to ultra-reliability is that its primary metric
of interest – outage probability – requires the knowledge of the underlying
SINR distribution in order to be able to compute it. Meanwhile, distributions
are inherently difficult to work with, since very often even simple operations
such as sums or products of random variables do not have closed forms.
This is in contrast to other metrics such as rate and spectral/power efficiency
which can be captured very well using only the mean and/or variance.

1As already mentioned earlier, even when the analytical results could be obtained, some
simulations were still necessary to first confirm their validity.
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Chapter 3

Ultra-Reliable Low-Latency
Communication

1 Background

The first general category of use cases that this thesis is focusing on is URLLC,
which is characterized by the transmission of relatively small packets with
high reliability and low latency. Before proceeding with the discussion about
URLLC it is necessary to define its most relevant metrics and KPIs. Although
the terms such as latency, reliability, etc. have already been used in the pre-
vious chapters and their meaning is intuitively clear, their formal definition
has been missing:

• End-to-end (E2E) latency – the time it takes to transfer a certain amount
of data from one communication interface to the other, counting from
the moment it is transmitted by the source until it is successfully re-
ceived at the destination. In some cases, the definition can further spec-
ify certain packet size, e.g. 32 bits.

• Air interface latency – a component of the E2E latency, which is re-
stricted to the physical layer procedures. It includes queuing delay, pro-
cessing time (encoding/decoding, modulation/demodulation, channel
estimation etc.), propagation latency, retransmission delay.

• Reliability – the percentage of successfully delivered packets among
all the packets that were transmitted. To be considered successful, the
packet must be decoded within a deadline, i.e. adhere to the latency
constraint.

• Communication service availability – the percentage of time commu-
nication service with specified QoS (i.e. given latency, reliability and
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throughput) is provided, out of the total time it is expected to be pro-
vided. In the literature, availability is also sometimes defined in terms
of percentage of the area rather than time.

• Rate – the raw information rate, i.e. excluding overhead and redun-
dancy, at which data is transmitted measured in bits per symbol or bits
per channel use.

• Throughput – average amount of successfully delivered data measured
in bits per second.

In this thesis, as well as papers that constitute it, the above definitions
apply1.

When speaking about URLLC, it is important to realize that it encom-
passes many different scenarios (some of which have already been mentioned
in Chapter 1). While the figures such as 1 ms latency and 99.999% (five nines)
reliability became almost synonymous with URLLC at this point, the actual
requirements are much more diverse. Furthermore, it should be stressed that
the 1 ms latency typically refers to the air interface, not E2E latency. The
Table 3.1, which has been compiled based on [10, 12, 13], is an overview of
the most relevant use cases foreseen in 5G and lists their requirements2. As
can be observed, many of the use cases do not actually require single-digit
latencies (although it should be stressed that these correspond to the E2E
delay, not air interface one which would have to be lower). In fact, some of
the scenarios, like fault location in a factory or UAV control, can tolerate up
to ∼ 100 ms, which technically is achievable even in 4G albeit not with suf-
ficient reliability [14]. Nevertheless, these are still beyond the capabilities of
4G networks when taking into account other requirements which have to be
simultaneously fulfilled. A particularly interesting application is the replace-
ment of the wired connections by wireless links. This is of primary interest to
the industry and factories of the future, where physical connections make full
automation and deployment of autonomous robots more challenging. How-
ever, based on the requirements, which involve extremely low latency and
unusually high (for URLLC) data rates, this use case is more in line with the
6G concept of MBRLLC.

1The distinction between reliability and availability can be sometimes confusing as differ-
ent authors tend to provide different definitions. For example, in some 3GPP documents the
following description is given [12]: “reliability covers the communication-related aspects be-
tween two nodes (here: end nodes), while communication service availability addresses the
communication-related aspects between two communication service interfaces.”. In other words,
according to this definition reliability focuses on the connectivity between the lower layers
(PHY/MAC), while availability refers to the service/application.

2We note the difference in the way reliability is denoted in the Table 3.1. 3GPP tends to
express it in the unit of the mean time between failures, while other sources prefer to use the
more traditional definition, i.e. percentage of the successful packets.
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1. Background

Table 3.1: URLLC use case requirements

Use case
Max. E2E
latency

Reliability
Availa-
bility

User
experienced
throughput

Connection
density

Control of Automa-
ted Guided Vehicles

5 ms 99.999%

100 kbps DL
control,
3-8 Mbps UL
video

Robotic tooling -
motion control

1-2 ms ∼ 10 yrs 10−6

Wired to wireless
link replacement

< 1 ms ∼ 10 yrs
10−6 –
10−8 50-500 Mbps

Closed-loop control
in process automa-
tion

10 ms ∼ 1 yr
10−6 –
10−8

Differential protec-
tion

5-15 ms 99.999% 10−5 2.4 Mbps 10-100/km2

Fault location iden-
tification

140 ms 99.9999% 100 Mbps 10/km2

Electricity distribu-
tion - high voltage

5 ms 99.999% 10−6 10 Mbps 1000/km2

Electricity distribu-
tion - medium volt-
age

40 ms 99.9% 10−3 10 Mbps 1000/km2

UAV command and
control

< 100 ms 99.999%

Augmented reality < 10 ms
∼ 1
month

10−5

Intelligent transport
systems – infras-
tructure backhaul

30 ms 99.999% 10−6 10 Mbps 1000/km2

1.1 URLLC Enablers

As URLLC have been gaining attention, a number of researchers as well as
standardization bodies started to look into different areas where the improve-
ments could be made.

One of the most prominent factors in terms of latency reduction was the
introduction of new numerology [15, 16] and flexible frame structure includ-
ing mini-slots [17]. The former introduces additional modes (values) for the
subcarrier spacing, i.e. 30, 60, 120, 240 kHz, in addition to the 15 kHz used
in LTE. This alone allows to shorten the duration of the slots by a factor of
2, 4, 8 and 16 respectively. Meanwhile, the new frame structure, and the
concept of mini slots in particular, provides additional degree of flexibility
as it allows to use slots that are shorter than 14 OFDM symbols (unlike in
LTE, where it is fixed). This has a direct impact on the latency, but also
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facilitates the scheduling, which can be performed with higher granularity.
The two techniques combined play a key role in reducing the overall latency
of the system and bringing it closer to the URLLC targets [17]. The second
important work item on the road towards 5G was the simplification of the
protocols. Since most of the auxiliary procedures rely on some form of the
handshake between UEs and the BS, there have been many efforts to stream-
line this step and reduce the amount of signalling. As a result, new, more
lightweight protocols for the handovers [18], random access [19] and grant
acquisition [20] have been proposed. In that context, particularly important
is the introduction of the new transmission mode called grant-free (GF) ac-
cess [21], which enables the devices to send their packets virtually at will and
with no extra delay. It is meant to extend the semi-persistent scheduling [22]
functionality introduced in LTE by providing users with even more flexibility
and freedom. Transmission techniques utilizing grant-free access are one of
the primary topics of this thesis and a subject of the dedicated Section 2 be-
low. Lastly, there are research efforts that seek latency improvements at the
higher layers, such as optimization of the scheduling algorithms [23], mobile
edge computing and offloading [24], and network edge caching [25] to name
a few.

Complementary to the latency reduction techniques, there are a number
of methods that focus on improving the reliability, which is typically achieved
by providing some form of diversity. The first category are the spatial diver-
sity schemes. Among them, the most popular and this point indispensable
technology, is the usage of multiple antennas, i.e. MIMO [26], and its exten-
sion Massive MIMO, which leverages the effect of channel hardening [27].
Another technique (that can also be viewed as a generalization of MIMO)
is the multipoint transmission where multiple access points or base stations
may transmit/receive the same packet from different locations in a coordi-
nated manner [28]. Another category are the diversity schemes which strive
to overcome the negative effects of fading channels and achieve reliability
through packet repetition in time and/or frequency. They are motivated by
the fact that single-shot transmissions have been shown to be largely ineffi-
cient (DL [29], UL [30]), although possible if the BS is equipped with many
antennas exhibiting low correlation [10]. As such, all three diversity tech-
niques – spatial, time and frequency – play an important role in 5G and are
expected to remain vital in 6G.

The transmit diversity category can be further divided into two broad
groups: feedback-less and feedback-based schemes. The fundamental differ-
ence between the two is that in the latter the additional transmissions are per-
formed only after it has been explicitly signalled, with the so called negative
acknowledgement (NACK), that the decoding was not successful. Among
the feedback-based diversity techniques the most widely used is the hybrid
automatic repeat request (HARQ) [31], which combines forward correction
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coding (FEC) and simpler ARQ. In HARQ, each transmission is encoded with
certain amount of redundancy that allows to recover some of the erroneous
bits (FEC). Should that prove insufficient, retransmission can be requested,
but, unlike in legacy ARQ, the prior (unsuccessful) transmission is not dis-
carded and instead soft combined with the new one to improve the chance of
decoding. Depending on the content of the retransmission and, consequently,
combining method, we distinguish Chase Combining (CC) and Incremental
Redundancy (IR) HARQ. In the former, each transmission contains the same
symbols and combining is performed in the power domain, while in the lat-
ter, the packets provide different sets of coded bits, or redundancy versions
(RVs), which are then concatenated3. Clearly, due to the inherent two-way
communication, HARQ (and grant-based schemes in general) are character-
ized by a higher latency, which clashes with the URLLC requirements. Never-
theless, as remarked at the beginning of this chapter, some URLLC use cases
have more relaxed latency constraints. Furthermore, 5G NR provides the
tools to reduce the latency through other means, i.e. numerology and frame
structure enhancements. Meanwhile, the fact that additional transmissions
in HARQ are performed only upon request make the approach spectrally
efficient and thus, attractive from the system design perspective and worth
considering also in URLLC. It should also be pointed out that feedback-less
schemes are especially suitable for grant-free access, while feedback-based
retransmissions like HARQ, combine naturally with grant-based type of op-
eration. The HARQ schemes are another main topic of this thesis and are
further discussed in Section 3.

Last important enabler are the advanced signal processing techniques at
the receiver, particularly the successive interference cancellation (SIC) [32].
The ability to iteratively remove strong signals as they are being decoded sig-
nificantly increases the performance of the systems based on non-orthogonal
access. In the case of grant-free schemes, SIC contributes to improved col-
lision resolution capabilities and thus allows to support higher traffic loads.
On the other hand, in the non-orthogonal grant-based access it decreases the
latency by reducing the need for retransmissions.

2 Diversity Transmission Schemes in Grant-Free
Access

When dealing with applications that call for the most stringent air interface
latency constraints such as 0.5 − 2 ms, there is simply no time to perform

3While the distinction between CC and IR have been originally proposed in the context of
HARQ, it should be noted that the same can be applied in the feedback-less schemes. I.e.,
the multiple diversity transmissions can be either exact copies or contain different redundancy
versions.
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any of the auxiliary procedures, i.e. transmission of the scheduling request,
reception of grant with resource allocation followed by potentially multiple
rounds of retransmissions. In those cases, the GF access based methods are
the only feasible solution.

In its essence, grant-free is a type of random access that originates from
one of the most prominent communication protocols, namely the ALOHA
system [33], and especially its slotted version [34]. In its most basic form,
the solution relies on dividing the communication channel into transmission
opportunities (slots), which are used by the population of randomly active
devices to send their data. Furthermore, only the singular transmissions can
be decoded, i.e. the collisions result in a loss of all the packets involved. Such
a scheme, while conceptually simple and elegant, does not provide a very
high spectral efficiency, hence there have been many efforts to extend and
improve it. Among the most prominent are the Contention Resolution Diver-
sity Slotted ALOHA (CRDSA) [35] and Irregular Repetition Slotted ALOHA
(IRSA) [36]. Both of them rely on the same mechanism, namely, each packet is
transmitted multiple times to a) provide diversity and b) (even more impor-
tantly) to enable successive interference cancellation. The difference is that
in CRDSA the number of repetitions is fixed, while in IRSA it is a random
variable governed by parameter called degree distribution. In addition to the
aforementioned, which both rely on repetition of the packet replicas, i.e. ex-
act copies like in CC-HARQ, there is a variant called Coded Slotted ALOHA
(CSA) [37] where transmissions are instead distinct coded versions similar to
IR-HARQ.

In all of the above techniques, the choice of the slots used for transmis-
sions is fully random. Differently to this, some authors (including the author
of this thesis) postulate the use of specifically designed access patterns that
are pre-assigned to the users. Such a solution allows to introduce some de-
gree of coordination between users and thus provide certain performance
guarantees (in terms of reliability, throughput or latency). One of the first
contributions that have investigated the pattern design and assignment in the
context of GF access is [38]. The combinatorial approach presented therein
have inspired future works such as [39–41]. In particular, the idea of using
Steiner systems in [40], i.e. a specific code design that controls the amount
of collisions and interference, have been further explored within the scope of
this thesis. Alternative approaches, such as the one presented in [41], draw
the inspiration from low density parity check (LDPC) codes.

The capability of various grant-free based schemes to support URLLC in
5G constitute a large body of research on its own. In [42] the authors investi-
gate the impact of collisions on the achievable latency and reliability perfor-
mance in a simple repetition-based GF access. Interestingly, they show that
such a scheme struggles to fulfill the URLLC requirements when the traffic
is aperiodic and validate their findings using a system level simulator that
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models the operation of 5G NR. Another extensive work on the topic heav-
ily leveraging system level simulations is [43], where the author evaluates a
range of grant-free (primarily repetition based) techniques with an emphasis
on accurate modelling of authentic scenarios and use cases. Worth mention-
ing is also [44], which jointly compares different transmission techniques in
the context of URLLC bridging the gap between the grant-free and grant-
based concepts. Namely, the authors consider the baseline repetition coding
as well as its proactive and reactive variant. In the proactive scheme, the
device also transmits the replicas a preconfigured number of times in a GF
manner, however the BS has the option to send “early termination” signal if
it manages to decode the packet before the last replica is transmitted. On the
other hand, in the reactive scheme only the first copy of the signal is transmit-
ted without prior scheduling, while the rest follow a typical HARQ process.
The contribution show that with strict latency constraints, the schemes using
less signalling (i.e. repetition coding and proactive) are generally superior.

It should be noted, that the GF access methods implemented in 5G are
so far limited to simple repetition schemes. Nevertheless, GF as an actual
mode of operation in mobile networks is relatively new and it is expected
that more advanced solutions, for example utilizing special pattern design
described earlier, might be implemented in future releases as well as Beyond
5G.

Lastly, some practical comments. As already mentioned, in GF access
the devices are allowed to transmit their packets virtually at will. There are,
however, some caveats.

Firstly, it is a common assumption that GF access is limited to a desig-
nated, typically small portion of bandwidth, rather than be allowed to occur
anywhere. Indeed, if this was not the case, the completely unpredictable GF
packets could prove really disruptive to the rest of the system and its services,
such as eMBB. Moreover, the fact that GF signals could appear anywhere at
any time would entail prohibitively high complexity for the receiver, which
would be forced to scan all of its operating bandwidth4.

Secondly, it would be unreasonable to assume that the pool of resources
is fixed. Over time, the number of URLLC devices is likely to fluctuate, thus
requiring adjustments to the size and location of the pool.

Lastly, there is a question of admission control and the fact that BS, who in
the end is the one responsible for providing ultra-reliability, needs to be aware
of the number of devices using the GF pool and their traffic characteristics.
The reliability guarantees are not absolute, i.e. they apply only under certain
conditions. For example, for a given pool size the error probability below

4Nevertheless, the concept of coexistence of the eMBB and URLLC have also been explored
in the literature, where the high priority URLLC traffic is either superposed on top of the eMBB
packets or puncturing (preemption) is used. Both downlink [45] and uplink [46] scenarios have
been considered, however the former is generally much easier to implement and coordinate.
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10−5 can be ensured only when the mean number of transmitting (active)
devices is below certain threshold.

This already implies that even in the case of GF, there needs to be some
level of coordination and signalling between the UE and the BS that have
to occur prior to the transmission. In particular, to the best of the author’s
knowledge, there is no dedicated signalling or specific field in the messages
broadcasted by the cell such as master information block (MIB) or system
information block (SIB), that would allow the device to locate the pool of GF
resources and immediately start using them without prior handshake. All
of this works in favor of the pre-assigned patterns described earlier, since
their assignment can be incorporated into the already existing auxiliary pro-
cedures without posing additional overhead.

2.1 Summary of Contributions

Within this PhD project, the following papers on the topic of diversity trans-
mission schemes in grant-free access have been written:
Paper A: Radosław Kotaba, Carles Navarro Manchón, Tommaso Balercia
and Petar Popovski, “Uplink Transmissions in URLLC Systems with Shared
Diversity Resources”, IEEE Wireless Communications Letters, Vol. 7, No. 4,
pp. 590–593, 2018. (published)
Paper B: Radosław Kotaba, Carles Navarro Manchón and Petar Popovski,
“Enhancing Performance of Uplink URLLC Systems via Shared Diversity
Transmissions and Multiple Antenna Processing”, 53rd Asilomar Conference
on Signals, Systems, and Computers, pp. 1409–1415, 2019. (published)
Paper C: Christopher Boyd, Radosław Kotaba, Olav Tirkkonen and Petar
Popovski, “Non-Orthogonal Contention-Based Access for URLLC Devices
with Frequency Diversity”, IEEE 20th International Workshop on Signal Pro-
cessing Advances in Wireless Communications (SPAWC), 2019. (published)
Paper D: Radosław Kotaba, Roope Vehkalahti, Čedomir Stefanović, Olav
Tirkkonen and Petar Popovski, “Deterministic Patterns for Multiple Access
in Latency-Constrained Ultra-Reliable Communications”, IEEE Transactions
on Communications. (submitted)

The papers that comprise this line of work are closely related, however
each explores different aspects of the grant-free access.

Chronologically the first in this group, Paper A coins the term transmis-
sions with shared diversity resources (TSDR) and represents certain guiding
principle in the design of the GF access of many users. The idea, which
materializes in different forms in contributions A-D, is to introduce some
coordination among users by imposing a structure on their access patterns.
The aim is to provide certain reliability guarantees through time/frequency
diversity while controlling the interference. In Paper A this is done specif-
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Fig. 3.1: Schematic representation of the contributions in the area of URLLC and their relation
to research questions

ically by dividing the access frame (composed of M slots) into two parts –
one with N resources and one with the remaining M − N. In the first part,
each of the N devices have a dedicated, orthogonal slot, while the additional
diversity transmissions are performed over the non-orthogonal second part.
The rationale behind this approach was to ensure that the receiver obtains
at least one uninterfered copy of the signal that would facilitate the usage
of SIC. The Paper A was also meaningful to the author in another way, as it
provided him with an important framework that would be reused in future
contributions. Namely, by treating different slots used for transmission as
virtual antennas, the problem of decoding the signals can be perceived as a
form of MU-MIMO, which in turn gives access to a vast range of available
analytical and semi-analytical tools. In particular, based on [47, 48] it was
possible to investigate the performance of the TSDR scheme in the presence
of channel estimation errors (with MMSE and ZF receiver respectively) and
their impact on the SIC.

Paper B extends the prior work in several important ways. Firstly, it gen-
eralizes the concept of TSDR by dividing the available channel resources into
low and high contention portions (that way, the arrangement from Paper A
where each device has one orthogonal slot and multiple diversity transmis-
sions becomes a special case). Secondly, as a consequence of the proposed
division into low and high contention slots, we investigate the idea of using
unequal transmit powers. Lastly, we extend the model by considering mul-
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Fig. 3.2: Comparison of three access pattern design approaches a) TSDR scheme, b) Generalized
TSDR with low and high contention and unequal power allocation, c) (3, 5, 10)-Steiner system.

tiple receive antennas at the BS. One of the most important contributions of
this work involve developing a relatively simple, semi-analytical expression
for the outage probability and its Chernoff bound.

Lastly, the Paper C and its journal extension Paper D focus more on the
specific access pattern design, which was inspired by the combinatorial [38]
and interference cancelling code design [39]. The approach relies on (t, K, M)
Steiner system which is a constant weight K-out-of-M code having a property
that any two codewords (in this case equivalent to access patterns) share at
most t − 1 positions, thus limiting the number of collisions and interference.
The receiver considered in that work was based on maximum ratio combining
(MRC) with and without SIC, for which we were able to derive very accurate
analytical approximations and bounds. Overall, the Steiner system has been
shown to significantly outperform an approach based on random selection
in terms of raw performance (outage probability and resource efficiency),
in addition to simplifying the system design. Specifically, the introduction
of the access patterns means that the maximum contention in each slot is
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know. This in turn allows to generate sufficient number of orthogonal pilot
sequences and pre-allocate them to the users in a way that ensures there will
be no collisions among pilots. Such property provides another compelling
argument in favor of implementing GF access based on pre-assigned patterns.

To visualize the difference between strategies considered in papers A-D,
in Fig. 3.2 a toy example is shown with 2 active users (out of 5 in total)
accessing a frame consisting of 10 slots and employing 5-repetition coding.

Future work: A natural extension that could be considered in future
work would be to jointly compare the three schemes.

3 Retransmission Schemes in Grant-Based Access

As already established, not all URLLC use cases are characterized by latency
constraints that are so strict as to completely preclude more traditional grant-
based access with retransmissions. One embodiment of such retransmission
schemes is HARQ, which was first described in early 1980’s [31] and has been
a part of the standards since its introduction in 3G’s high speed packet access
(HSPA) [49]. To this day, HARQ mechanism remains one of the most spec-
trally efficient ways of providing reliability through diversity. Due to this,
there have been many efforts to accommodate it in URLLC, with standard-
ization bodies primarily focusing on enhancements at the physical layer and
without modifying the protocol itself. These include: new numerology, short-
ening of the frames, as well as imposing more aggressive timing budgets for
the processing done by the UEs and BS. As a result of these enhancements, it
is expected that even in URLLC (with the exception of the most stringent use
cases) it will be feasible to perform a small number of 1 to 2 retransmissions5.
A good overview of the timing issues and an example of HARQ scheme in
URLLC can be found in [50].

Considering all the advantages of retransmissions and the flexibility they
bring in terms of system design, it is not surprising that the topic continues to
attract the attention of the researchers. Consequently, there are many contri-
butions among the state-of-the-art that are worth mentioning. Here, I would
like to focus on some of the earlier publications on the HARQ topic which
have inspired contributions that were developed within this PhD project. Al-
though most of the works below treat about general HARQ enhancements
not restricted to URLLC, they are still very useful and the concepts presented
therein continue to be relevant.

• Early NACK [51] — this term corresponds to the family of solutions
that try to predict (in this particular case based on the soft inputs and

5For comparison, in LTE the default number of allowed retransmissions is 8.
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log-likelihood ratios of individual bits) with high accuracy the suc-
cess/failure of the decoding before the final result is known. Based on
such prediction the retransmission request can be sent early, i.e. without
waiting for the result of full turbo-decoding procedure, thus potentially
speeding up the process by the amount of necessary processing time.

• Enriched feedback [52] — by replacing binary success/failure type of
feedback with an enriched one that consists of multiple bits, it is possi-
ble to inform the transmitter how far the decoder was from the success.
This, in principle, allows to adapt the code rate for the following re-
transmission so that just the right amount of redundancy is provided.
With such approach, it is possible to increase the throughput of the
system, and by combining several retransmissions in one packet, also
decrease the system-level latency.

• Backtrack Retransmission (BRQ) [53] — HARQ implementation that al-
lows to increase the throughput by sending only the necessary amount
of redundancy bits and chaining the decoding process of subsequent
packets, at the cost of higher latency. This contribution considers prac-
tical aspects of enriched feedback, which has a finite length and is used
to report SINRs of previous packets via vector quantization.

• Root Cause Aware HARQ [54] — another interesting way of using en-
riched feedback is to indicate explicitly the cause of the decoding fail-
ure. The authors propose an algorithm in which the receiver sends as a
negative acknowledgement (NACK) the ID of the dominant interferer.
Then, the network uses this information to mute the interfering cell
by forcing it not to schedule any traffic in the subframe intended for
retransmission.

• Cooperative diversity [55, 56] — the authors of these contributions pos-
tulate the use of relaying (with extensions such as rate adaptation) in or-
der to increase the probability of decoding. The communication model
involves broadcasting of the message to both the destination and the re-
lay node. Then, in case of the NACK, the message can be retransmitted
from either the source, or relay or both.

The above works are meant to complement the overview of the more
recent publications which can be found in paper F.

3.1 Summary of Contributions

Within this PhD project, the following papers on the topic of retransmission
schemes in grant-based access have been written:
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Paper E: Radosław Kotaba, Carles Navarro Manchón, Nuno Manuel Ki-
ilerich Pratas, Tommaso Balercia and Petar Popovski,
“Improving spectral efficiency in URLLC via NOMA-based retransmissions”,
2019 IEEE International Conference on Communications (ICC), pp. 1–7, 2019.
(published)
Paper F: Radosław Kotaba, Carles Navarro Manchón, Tommaso Balercia
and Petar Popovski,
“How URLLC can Benefit from NOMA-based Retransmissions”, IEEE Trans-
actions on Wireless Communications, Vol. 20, No. 3, pp. 1684–1699, 2021.
(published)

The second area of research, which concentrated on grant-based uplink
access, took as a starting point the fact that in some URLLC applications a
small number of retransmissions might be feasible. With that in mind, in con-
tributions E, F we set out to devise an HARQ scheme with limited number of
rounds that would focus on providing high reliability guarantees, while still
being spectrally efficient. We achieved this by exploiting two mechanisms.
Firstly, we allowed the uplink packets to be scheduled non-orthogonally fol-
lowing a power-domain NOMA paradigm. Secondly, we assumed that it is
possible to send an extended feedback (i.e. more than one bit) in the down-
link. In the scheme proposed in Paper E, the BS pairs retransmissions (if
there are any) with packets of other users and schedules them on the same
resource. The rationale behind this approach is that the receiver is able to
combine retransmissions with earlier versions of the packets (either in power
(CC) or code (IR) domain), so the retransmissions themselves typically do not
need to be performed with high power. Consequently, they are not overly dis-
ruptive to the other signals when transmitted non-orthogonally. As one of the
main contributions of this work we developed an analytical formula, which
allows to calculate the error probability for each of the two non-orthogonal
UEs assuming SIC is used and taking into account previous unsuccessful
packet transmissions. Based on that formula, we solve numerically an op-
timization problem to find minimum powers that fulfill imposed reliability
target. The extended feedback is then used to inform the UEs how much
power they should use in their next transmissions6.

In Paper F, we considered a generalized approach where any two pack-
ets can be paired, not only initial transmissions with retransmissions. Fur-
thermore, we developed an analytical method of determining optimal error
targets for the individual HARQ rounds (which are then used to find the
minimum transmit powers as described before). We also extended our ear-
lier work which focused solely on the case with no CSI, and analyzed the

6We also assumed that BS communicates the resource allocation as a part of the feedback, but
since this is a grant-based access, the scheduling information would be provided in the control
signal anyway.
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scenario where instantaneous channel realizations are known. In the latter,
the errors become noise-dominated and finite-blocklength effects have to be
considered.

Future work: The Paper F considers a very comprehensive system model
that includes scheduling process at the BS. The approach is aimed to be op-
timal and checks all the possible configurations to ultimately select the one
minimizing total power. However, the drawback of this solutions is its com-
plexity. In the future work, it would be interesting to investigate other heuris-
tic and suboptimal approaches to determine the scheduling, e.g. based on
machine learning methods, and compare with the baseline.
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Chapter 4

Massive Access

1 Background

Massive Access, or massive machine type communications (mMTC), is an-
other major category of use cases that became a staple of 5G. Unlike URLLC,
however, it does not generally impose very strict latency and reliability requi-
rements. Instead, the main challenge stems from the need to provide connec-
tivity to a massive number of densely deployed devices. According to [57]
and [58] the figures considered could be as high as 300,000 simultaneous
connections in a single cell and a density of more than 1,000,000 units/km2

respectively. On the other hand, mMTC is characterized by small packet
sizes (payloads) and infrequent transmissions, such that the average number
of simultaneously active users is only a small fraction of the total population.
Additional constraint is that mMTC devices are typically simple, battery-
operated, low-power terminals whose lifespan should exceed 10 years. This
battery life requirement is based on the average activity of 200 bytes in UL
and 20 bytes in DL per day, with individual packets consisting of few tens of
bytes [59].

The consequence of these requirements is that the signalling overhead of
the traditional protocols becomes comparable, or even dominant component
of the overall communication. As such, a significant part of the total battery
capacity would be wasted on auxiliary procedures rather than the transmis-
sion of actual data. Considering that these enhancements were devised to
improve the spectral efficiency in the first place, this clearly defeats their pur-
pose. Therefore, it has been established that supporting mMTC will require
new, leaner solutions, with a special focus on simplified air interface, possibly
at the cost of increased complexity at the BS [57].

Ideally, the device should be able to wake up from a power efficient
mode, carry out the minimum necessary procedures (such as synchroniza-
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tion), transmit the data in a grant-free manner, wait for the feedback and per-
form retransmissions (optional, depending on a use case) and then return to
a battery efficient mode. This suggests the usage of non-orthogonal, random
access-based transmission protocols. However, due to the massive number of
terminals, they may lead to a potentially large set of simultaneously active,
uncoordinated users competing for the shared channel. In practice, it might
be even more challenging since the devices’ activity in mMTC scenarios is
often triggered by an event and thus correlated, e.g. a sensor network can
react to an abnormal reading and send multiple alarm messages [60]. In that
sense the number of active users is not only random, but can exhibit a high
variance.

1.1 Massive Access Enablers and State-of-the-Art

The requirements and characteristics of mMTC again point to the solutions
that favor direct data transmission through random access, in particular,
those based on slotted ALOHA and its extensions (cf. Section 2 of Chap-
ter 3). Unlike in URLLC where it was motivated by strict latency constraints,
here the desire to avoid multi-step resource allocation procedure is due to
the associated overhead. However, because of the much larger population of
devices and very low transmission rates which both entail long frames, the
specific solutions are different.

An important category are those that rely on compressive sensing (CS)
techniques to perform multi user activity detection (MUD) and channel es-
timation [61]. Compressed sensing, which by now is a mature and well re-
searched concept, exploits the sparsity of the signal reflected in that only a
small subset of users is active at a time (compared to the overall popula-
tion). Consequently, it allows to reconstruct the signal with relatively few
samples that would otherwise make the problem underdetermined. Since its
inception, many algorithms to tackle CS estimation problem have been pro-
posed [62] with variable complexity and precision. Further enhancements
facilitating CS techniques involve massive MIMO, which allows to exploit
sparsity of the angular domain as well [61]. Lastly, a particularly relevant for
mMTC class of CS-MUD algorithms are those that incorporate non-coherent
data transmission [63, 64] thus providing a full, comprehensive access solu-
tion. On the other hand, in the schemes with more traditional coherent data
transmission, optimized multiple access coding and modulation techniques
have been proposed, such as sparse code multiple access (SCMA) [65].

However, compressive sensing-based MUD techniques, especially those
that do not incorporate data transmission, exhibit poor scalability as the num-
ber of active devices grows [66]. Furthermore, there has been an interest in ex-
amining the fundamental limits and performance bounds of massive random
access from the information-theoretic point of view. This has inspired works
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such as [67], which coins the term many-access channel (MnAC) and [68, 69]
that introduces unsourced random access (URA) channel. In a way, both at-
tempt to address the inconsistency caused by the assumption that the number
of users N tends to infinity, which appears when analyzing mMTC within the
classical ALOHA framework. Namely, since identification requires ⌈log2 N⌉
bits, the length of the packet cannot have a fixed and relatively short length in
such a setting. In [67] this is circumvented by making the number of devices
a function of the codeword length. Meanwhile, in [68] it is assumed that the
packets do not include the ID of the transmitter to keep the blocklength fixed,
thus making the scheme unsourced and precluding user identification. This
can be a problem from the point of view of reliability and security, which
has been addressed in Papers G and H. On the other hand, the lack of the
IDs makes it possible for all devices to share the same codebook, which al-
lows to simplify their transmitters and reduce the communication overhead.
Additionally, in some use cases the inability to identify the source can be an
advantage, for example in [70]. These features has made the URA schemes
of practical interest and inspired their implementations [71, 72].

While the data transmission schemes in massive access scenarios have
been fairly well studied and they continue to attract the attention of many
researchers, the other procedures, in particular the acknowledgement and
feedback schemes, have been somewhat neglected in comparison. Mean-
while, feedback is a prerequisite for performing retransmissions and when
the number of devices is massive, providing it in an efficient, yet reliable,
manner becomes challenging. The common approach is to jointly encode the
acknowledgements of all users using source coding, which has been explored
for example in [73].

Last but not least, with regard to small payloads, there are two important
practical enhancements. First, is the introduction of the already discussed
flexible frame structure and mini slots [17], which provide higher granularity
than LTE and are better suited for very short packets. Secondly, there has
been a lot of focus recently on channel coding schemes optimized specifically
towards short block-lengths [74]. Indeed, due to the emphasis on increasingly
larger payloads in earlier communication systems, the research efforts were
concentrated primarily on channel codes that approach the capacity for long
packets, while neglecting the fact that they may suffer significant penalty
when applied to shorter data.
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Fig. 4.1: Schematic representation of the contributions in the area of Massive Access and their
relation to research questions.

1.2 Summary of Contributions

Within this PhD project, the following papers on the topic of reliable massive
access have been written:
Paper G: Radosław Kotaba, Anders E. Kalør, Petar Popovski, Israel Leyva-
Mayorga, Beatriz Soret, Maxime Guillaud and Luis G. Ordóñez,
“How to Identify and Authenticate Users in Massive Unsourced Random
Access”, IEEE Communications Letters Vol. 25, No. 12 pp. 3795–3799, 2021.
(published)
Paper H: Radosław Kotaba, Anders E. Kalør, Petar Popovski, Israel Leyva-
Mayorga, Beatriz Soret, Maxime Guillaud and Luis G. Ordóñez,
“Unsourced Random Access With Authentication and Joint Downlink Ac-
knowledgements”, 55th Asilomar Conference on Signals, Systems, and Com-
puters, 2021. (awaiting publication)
Paper I: Anders E. Kalør, Radosław Kotaba and Petar Popovski,
“Common Message Acknowledgments: Massive ARQ Protocols for Wireless
Access”, IEEE Transactions on Communications. (submitted)

The URA offers a way to simplify the terminals, however in its basic form
it also takes away the functionality of identifying the source of the transmis-
sion and authenticate its packets. To address that, in Paper G we proposed
a method that reintroduces these functionalities, while preserving the main
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advantage of the URA, i.e. keeping the packet short by avoiding the need
to include explicit ID field. This is done at the cost of shifting the complex-
ity towards the receiver (BS), who has to perform many additional checks to
determine the ID of the sender.

In Papers G and H we generalize the definition of reliability such that for
the packet to be considered successful, it must be decoded without errors
and associated with the correct sender. Moreover, we distinguish between
simple decoding errors, which in our scheme can be detected due to the
additional authentication step, and more severe mis-identification and mis-
authentication events. In the former, the packet is genuine but associated
with incorrect user, while in the latter the packet contains errors and has
been erroneously accepted by the BS. Interestingly, even though the lack of
explicit address in the proposed scheme introduces a small probability of
mis-authentication, overall our solution is able to provide higher reliability
than the traditional approach which does include the ID. This is because the
shortening of the packet effectively decreases the rate (in bits per channel
use) thus making the transmission more robust.

In Paper H we build on the previous contribution by following the URA
uplink phase with a jointly encoded downlink acknowledgment. We extend
the analysis by investigating a full two-way success probability, i.e. involving
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the decoding and authentication at the BS, and reception of the downlink
acknowledgment by UEs. Furthermore, for a fixed total number of channel
uses we examine how to optimally divide them between UL and DL phases.
We compare a naïve scheme, where the feedback is simply a concatenation
of the IDs of the UEs being acknowledged, and the encoding approach based
on Bloom filter, and show that the latter can deliver sizeable improvement of
the total success probability.

The concept of jointly encoded acknowledgments is investigated in great
detail in Paper I. Our work is motivated by the fact current approaches are
not suitable and largely inefficient as the number of simultaneously active
users becomes massive. However, by allowing a small number of false pos-
itives and encoding the acknowledgements jointly rather than individually,
we are able to significantly reduce the size of the feedback message, which
otherwise can take up considerable number of bits. In our work we explore a
range of schemes varying in terms of complexity. The most sophisticated one
among them, which involves defining and solving a set of linear equations
in the Galois field, is able to match the information-theoretic lower bound.
In the second part of Paper I, we devise an ARQ protocol for massive access
based on the joint downlink acknowledgments. We show that despite the
false positives introduced by the compression of the feedback, the overall re-
liability of such an ARQ protocol is significantly improved. This is because
a (two-way) communication is considered to be successful only when the
UE receives correct acknowledgement, which makes robust transmission of
the feedback particularly crucial. That robustness is achieved by using lower
coding rate enabled by the reduction of the number of bits.

Future work: The future work on authentication in the URA framework
could exploit machine learning to speed up the process of identifying the
source. Based on the traffic patterns, correlation etc. a preliminary list of the
most likely sources could be made to guide and facilitate the search.
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Chapter 5

Final Remarks

1 Conclusions

In the following, let us summarize the contributions of this thesis and how
they connect to the research questions and the overall problem posed in
Chapter 2.

In response to the first research question, our proposed solution for the
uplink URLLC transmissions is to rely on a common pool of shared resources
which is used in a grant-free manner, instead of many, dedicated, orthogo-
nal allocations which do not scale very well with the number of users and
can be inefficient when the traffic is intermittent. In the proposed solution
the signalling is kept to minimum in order to facilitate low latency commu-
nications. However, the important thing is that even this small amount of
signalling, which is used to pre-assign access patterns, is able to tremen-
dously improve the reliability (by coordinating the interference) and, per-
haps counter intuitively, simplify the system design compared to the scheme
where transmissions are fully random.

The research questions 2 and 3 have been approached from two differ-
ent angles – URLLC and mMTC. In the context of URLLC, a comprehensive
solution has been developed in which the base station jointly optimizes the
HARQ processes of many users. The application of NOMA paradigm and
SIC processing in conjunction with novel transmit power and error target
optimization techniques have lead to a system whose performance is far su-
perior to that of the traditional OMA-based one. In particular, it can sup-
port almost twice as much URLLC traffic, exhibits higher availability, is more
spectrally efficient and in some cases even more power efficient than the
OMA counterpart. This is enabled by exploiting rich feedback to instruct the
individual devices how much power they should use for their subsequent
transmissions.
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When it comes to mMTC, the optimization of the feedback serves a dif-
ferent purpose. Namely, the goal is to compress it by encoding the acknowl-
edgements of all active users jointly (and also by introducing small probabil-
ity of false positives to shorten it even further). Then, having fewer bits, the
feedback can be transmitted more robustly, which has a significant, positive
impact on the reliability of the overall system. The importance of the reliable
acknowledgement is twofold: firstly, because transmission is considered suc-
cessful only if it is decoded by the BS and the corresponding device receives
an ACK; secondly, because it enables retransmissions. Finally, the proposed
system can be improved further by dividing the fixed number of channel uses
optimally between the uplink transmission and downlink feedback phases.

The fourth research question, which contemplates reliable massive access,
has been partially addressed in the previous paragraph. I.e., it is our belief
that one of its enablers lies in the design of schemes that rely on optimized,
jointly encoded acknowledgements. Furthermore, we have recognized un-
sourced random access as a promising physical layer solution to enable mas-
sive uplink connectivity, noting that it also allows to simplify the transmit-
ters and shorten the packets. This makes URA a suitable choice for mMTC.
However, the fact that URA does not natively support the identification and
authentication may compromise its reliability and make it prone to malicious
attacks. To address this issue, a mechanism was proposed which reintroduces
these functionalities, although at the cost of higher complexity at the BS.

Lastly, there is a dashed line connection between the research question
4 and the work on Steiner systems in Fig. 3.1. While the Paper D did not
explicitly consider massive number of devices, it should be noted that the
properties of the (t, K, M) Steiner codes could make them a viable solution
also in that regime if the pool of resources M is sufficiently large. For ex-
ample, a (3, 5, 400) system contains over million access patterns. It should be
noted however, that a general construction for arbitrary parameters (t, K, M)
is not known, which can be an obstacle. Nevertheless, there are certain in-
finite families for which simple construction methods exist, such as (2, q, qn)
and (3, q + 1, qn + 1) with q a prime number, and many others are tabular-
ized [75]. Alternatively, the problem of finding suitable patterns can always
be tackled by splitting the large pool of resources into smaller subpools and
finding a Steiner system for each of them independently (though it might not
be optimal).

2 Future Work and Outlook

Perhaps the most appealing (and admittedly, at times overwhelming) thing
about research is that it is never really finished. Despite the solid amount
of scientific output that make up this thesis and new contributions appear-
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ing virtually every day in various outlets, there seems to be no shortage of
potential new topics. Several possible future directions have already been
discussed in the respective sections on URLLC and Massive Access that can
be viewed as direct and natural extensions of the work presented in this the-
sis. Here, I would like to focus on the more futuristic prospects in the area of
reliable communication.

There is a consensus that as the 5G becomes more and more widely de-
ployed and mature, the boundaries between use cases will start to dissolve
leading to new modes of operation such as MBRLLC and mURLLC. The
natural question is then what will the enablers of such ambitious modes of
operation be.

In recent years, one concept has been particularly standing out in terms of
popularity, and that is Reconfigurable Intelligent Surfaces (RIS). Vast amount
of resources and various, often dedicated, international projects [76] have
been launched to explore their capabilities. In short, RIS is a special surface
that has the ability to actively modify the impinging radio waves by chang-
ing their phases, amplitudes and directions. With respect to the ultra-reliable
communication they have the potential to firstly, expand the service availabil-
ity by providing coverage in difficult-to-reach areas impacted by blockages
as well as enabling more traditional range extension. Secondly, they can act
in an adaptive and event-driven manner by "highlighting" specific UR(LL)C
users/groups of users (or alternatively mute the non-URLLC ones) whenever
the need to do so arises. In the context of massive access, RIS can provide ad-
ditional means of separating the signals of concurrently transmitting devices.

Another hot topic revolves around semantics-oriented communication fa-
cilitated by machine learning. The idea there is that based on the context and
situation, some information can be inferred without the need to explicitly
communicate it, just like in real life. This could be exploited in two ways. If
reliability is the main objective, then being able to infer the data would act as
a second line of defense against failures by providing a chance to recover the
missing information. On the other hand, for throughput maximization some
information could be intentionally left out with the hopes that receiver can
still recover their meaning. Furthermore, by leveraging the knowledge of the
environment and “understanding” the communication objective at a given
moment, predictive optimization of the network or particular links becomes
possible.

Lastly, the most futuristic vision involves quantum technology. In ad-
dition to the quantum cryptography which will improve the security (an
important component of overall reliability as we argue in Papers G–I), it is
foreseen that quantum communication and computing will also play an im-
portant role e.g. in the form of quantum-based wireless sensor networks. By
leveraging entanglement and parallelism properties, previously unattainable
communication and computation speeds could be achieved.
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1. Introduction

Abstract

5G features flagship use cases with Ultra Reliable Low Latency Communication
(URLLC), supported through high diversity. When multiple URLLC connections
are only intermittently active, dedicating many diversity resources to a single con-
nection leads to inefficient operation. We address this problem through shared di-
versity resources and compare it to per-link dedicated diversity. Two receiver types
are considered, MMSE (minimum mean squared error) and MMSE-SIC (successive
interference cancellation). Outage probability is evaluated by assuming channel esti-
mation errors. The results show that it is possible to remain close to the reliability of
reference system with a relatively low amount of pre-allocated resources.

Keywords— URLLC, resource allocation and interference management,
HARQ, transmit diversity, resource sharing.

1 Introduction

The advent of 5G opens up new possibilities and gives rise to a new category
of use cases termed ultra reliable low latency communications (URLLC) [1].
Such services are characterized by very stringent requirements of e.g. 1 ms
end-to-end latency and 99.999% reliability [2], which will be very challenging
to accomplish using just the technologies and protocols of 4G and legacy
systems [3].

High reliability requires use of some form of diversity. The way in which
legacy systems achieve it is through hybrid automatic repeat request (HARQ),
which involves exchange of feedback messages (ACK/NACK) that can trig-
ger necessary retransmissions. However, such approach introduces latency
that may not be affordable in many use cases. Another source of latency is
connected to the scheduling request and grant procedure that needs to be
performed before any transmission in the uplink can happen. Consequently,
for extremely demanding applications some preallocation of the resources
resembling that of semi-persistent scheduling [4] will be necessary in order
to simultaneously cope with the reliability and latency requirements. How-
ever, such preallocation cannot be based on naïve assignment of dedicated
resources to each user, as it could easily exhaust the available bandwidth and
entails very poor system utilization when users are active only sporadically.

In this paper we provide an analysis of different uplink transmission
schemes, taking as a baseline the traditional one used in LTE where each
transmission and subsequent retransmissions are assigned dedicated resour-
ces. We compare it to a novel instance of hybrid schemes, which we coin
transmissions with shared diversity resources (TSDR), and show that they of-
fer significant savings of resources (which translate to lower latencies) while
not compromising the performance. Inspired by the modeling of MIMO
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Fig. A.1: Example of resource allocation for N = 4 users over M = 8 slots. User Ui performs
ki = 2 shared transmissions, i = 1, . . . , 4. Green color denotes dedicated slots and yellow shared
ones.

transmission [5], we propose an original, semianalytic evaluation framework
which accommodates all the schemes of interest and allows us to numerically
evaluate their performance in terms of outage probability. The framework al-
lows for evaluation of the schemes assuming different conventional receivers,
such as MMSE and MMSE with SIC, and takes into account impairments
caused by realistic effect of non-ideal channel estimation [6] [7].

Throughout the paper the following notation is used: boldface upper-
case and lowercase letters to denote matrices and vectors respectively, ◦ to
denote Hadamard (entry-wise) product, (·)† to denote Moore-Penrose pseu-
doinverse, (·)H to denote conjugate transpose, (·)i,j to denote the (i, j)th entry
of the matrix, IN to denote identity matrix of size N × N.

2 System Model

We analyze a system consisting of a single cell serving N URLLC-type users
transmitting in the uplink. At their disposal are periodic frames composed
of M preallocated slots each consisting of K channel uses. The channel is
modeled as Rayleigh fading and constant over all K uses of the slot. Each
user is assumed to be active in a frame with only a certain probability pi.
When active, user i will transmit ki + 1 replicas of the packet on a subset
of available slots. Although we assume that each user has the same packet
length equal to 1 slot, it can be easily generalized as long as the slot is kept
as the smallest schedulable unit of transmission (no partial utilization). A
toy example with a specific resource allocation is presented in Fig. A.1. It is
further assumed that the duration of the frame is adjusted to the deadline
i.e. transmission which is successful by the end of the frame is guaranteed to
fulfill the latency constraint and dropped otherwise. The channel output can
be written as:

Y = HX + N (A.1)

where Y ∈ CM×K is a received signal, X ∈ CN×K with its ith row containing
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the ith user’s complex modulated symbols and E
[
|xi,j|2

]
= Px, H ∈ CM×N

with Hi,j denoting the channel gain of the jth user in the ith slot, and N ∈
CM×K is an additive white Gaussian noise with zero mean and variance σ2.
The channel matrix H can be written as:

H = G ◦ (SP) (A.2)

where G models the underlying uncorrelated Rayleigh flat fading channel,
i.e. its entries are independent and identically distributed (i.i.d) zero mean
circularly symmetric complex Gaussian (ZMCSCG) variables with unit vari-
ance, S ∈ {0, 1}M×N is a ’mask’ that corresponds to the access pattern of the
scheduling scheme, i.e Si,j is 1 when the jth user transmits in the ith slot and

P = diag
(
(k1 + 1)−1/2, . . . , (kN + 1)−1/2

)
is a normalization matrix ensuring

that the total transmitted power per user is independent of the number of
transmissions.

2.1 Transmission schemes

The authors of this contribution postulate the use of transmission with shared
diversity resources, that involves splitting the M resources into dedicated and
shared portions. This way each user is guaranteed at least one uninterfered
transmission and a configurable number of secondary transmissions in the
shared part. An example of TSDR is presented in Fig. A.1 and the corre-
sponding matrix is:

S =

(
I4

Ssch

)
, Ssch =


1 0 0 1
0 1 1 0
1 1 0 0
0 0 1 1

 . (A.3)

To benchmark the performance of TSDR we consider three other schemes:

Fully dedicated

As a baseline we consider a simple scheme where every transmission is as-
signed a distinct slot ensuring no mutual interference. This corresponds to
the matrix S having M = N +∑N

i=1 ki rows with a Hamming weight of 1 each.
Obviously this is the most robust scheme but requires the highest number of
resources for fixed ki’s.

Fully shared

On the other side of the spectrum is a fully shared scenario where each user
is instructed to transmit its data on all of the available resources. This cor-
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responds to the matrix S consisting of only 1’s. Such a scheme requires the
least resources for fixed ki’s.

Random

In this scheme user equipments (UEs) select a new subset of slots for trans-
mission at random in each frame which entails different realizations of matrix
S. Such a scheme gives maximum flexibility to the users but the activity de-
tection and data decoding is more challenging for the receiver which is forced
to perform it blindly, as it doesn’t know S in advance.

In all of the schemes, we assume that some initial random access proce-
dure with parameter configuration has been already performed for each user
(including ki, M, pilot assignment and, for all non-random, also S). Such step
is necessary only once at the beginning (registering of the device) and stay
valid until the resources are no longer needed by the UE and can be released.

3 Performance analysis methodology

For the purpose of analysis, we can look at the model and presented schemes
from the point of view of MIMO system, where each User Equipment (UE)
corresponds to a single transmit antenna, and each time-frequency slot is
served by a different virtual receive antenna. Due to this structural similarity
we are able to analyze their performance using results originally derived for
MIMO.

In our evaluations we consider two types of receivers: MMSE offering a
relatively good performance at a reasonable complexity, and a MMSE-SIC
which is an iterative receiver achieving better results at the cost of an in-
creased complexity.

To estimate the received signal of the form (A.1), receiver applies MMSE
detection matrix F given by [5]:

F =

(
HHC−1

n H +
1
Px

IN

)−1
HHC−1

n (A.4)

where Cn is the covariance matrix of the noise. The resulting estimate is the
original signal contaminated by noise and interference from other users:

X̂ = FY = FHX + FN (A.5)

We include in our analysis the effects of imperfect channel estimation,
which are expected to be relevant when resources are shared by multiple
users. Following [8] we consider that N out of K symbols in each slot are
used to transmit the training sequences which constitute rows of an N × N
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matrix Xtr. The sequences of all N users are orthogonal and have a total
power Pp i.e. XtrXH

tr = PpIN . The channel estimate Ĥ is obtained by applying
a simple Maximum Likelihood (ML) estimator to the received training signal:

Ĥ = YtrX†
tr = (HXtr + N)X†

tr = H +
1
Pp

NXH
tr︸ ︷︷ ︸

∆H

(A.6)

where each entry of the error matrix ∆H is i.i.d complex normal variable with
variance σ2

H = σ2

Pp
. Consequently, the noisy channel estimate Ĥ introduces the

distortion ∆F to the detection matrix such that the estimate of X becomes:

X̂ ∼= (F + ∆F)(HX + N) = FHX + N̂ (A.7)

The post-processing SINR (PPSINR) of each stream that can be derived from
(A.7) takes the form:

SINR(i) =
PxK |(FH)i,i|2

PxK ∑
j ̸=i

∣∣(FH)i,j
∣∣2 + (E[N̂N̂H])i,i

(A.8)

The PPSINR for MMSE-SIC receiver is obtained using the same formula
(A.8) but the procedure is iterative with optimal ordering [9], i.e. at the end
of each iteration stream with the highest PPSINR imax is removed from Y
by subtracting ĥimax ximax . The decoding process is then repeated with fewer
interfering streams (corresponding column of Ĥ removed) and slightly in-
creased noise due to the residual term ∆himax ximax .

For low values of pi the chance that at most one UE is active is relatively
high leading to a simple SIMO system. Following [7] we can approximate
this case by:

SINRSIMO(i) ∼
Px

σ2 + σ2
H Px

χ2
2(ki+1) (A.9)

where χ2
l is a chi-squared distributed random variable with l degrees of free-

dom.
Using the capacity formula for AWGN channel with i.i.d. ZMCSCG input

signal process, the achievable rate is upper bounded by Rmax = log2(1 +
SINR(i)). Since for URLLC we are very often interested in outage measures
of the system rather than pure throughput, the performance metric we will
be using in the following section is the outage probability:

pout(i) = Pr {R > Rmax [SINR(i)]} (A.10)

i.e. the probability that the rate R (in bits/s/Hz) at which UE transmitted its
data was higher than the instantaneous maximum achievable rate.
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Fig. A.2: Performance of fully dedicated scheme and TSDR scheme with different receiver com-
plexity for N = 10 and ki = 3

Finally, we remark that explicit analysis of the latency is not the goal of
this paper. Instead, we focus on analyzing how many slots M are necessary
and how to best utilize them with respect to certain reliability targets. Tak-
ing into account other factors such as receiver processing delay, slot duration
(determined by the subcarrier spacing and number of constituting OFDM
symbols) allows to arrange the slots on a time-frequency grid so that a par-
ticular latency target is met.

4 Results

In this section, we present and discuss the results obtained through extensive
simulations based on the analysis outlined in previous sections. The channel
realizations H are generated as ZMCSCG according to (A.2) and with ap-
propriate masks dependent on the scheme. The symbol power for each user
is fixed to Px = 1 while σ2 is varied accordingly to SNR. For the purpose of
calculating σ2

H the pilot power is set to Pp = 4Px so that the quality of channel
estimation also depends on SNR. In the outage probability investigations, we
select a relatively low transmission rate of 2 bits/s/Hz, which captures the
robustness and low payload sizes of considered URLLC use cases.

In Fig. A.2 we show the gains of using advanced SIC receivers in com-
bination with schemes based on shared diversity resources. As a baseline
we consider the performance of fully dedicated scheme and compare it with
TSDR operating over reduced number of slots M and the same total number
of transmissions per user ki. We can see that with no SIC, which corresponds
to the plain MMSE receiver, the performance is visibly degraded. However,
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Fig. A.3: Performance of TSDR schemes with variable number of secondary transmissions and
fixed M = 15 and N = 10.

using a more advanced receiver allows to approach the performance of ded-
icated scheme with almost three times less resources at a cost of moderate
increase in complexity. To highlight the significance of imperfect channel es-
timation we provide the curves for both ideal SIC and the one introducing
residual interference. In the rest of our evaluations we consider only the non-
ideal one as it is more interesting to analyze and more realistic1, while still
significantly outperforming the MMSE receiver.

In Fig. A.3 we analyze the interplay between the channel estimation er-
rors, number of shared transmissions ki and user activation probability. As
shown by our analysis, channel estimation errors limit the interference cancel-
lation capabilities of the receiver. In fact, one of the most important findings
of this contribution is that, due to those imperfections, increasing ki offers di-
minishing returns in terms of diversity and causes larger dependency on acti-
vation probability. Consequently, TSDR with higher degree of resource shar-
ing (higher ki) will observe more severe performance drop with increased pi,
which might be of importance if the traffic is bursty rather than uniform. For
the outage probabilities of interest this degradation can be quite significant
(e.g., 3dB of SNR for ki = 5 and 2dB for ki = 3 at 10−5 outage probability).

Fig. A.4 compares TSDR and the idealized random scheme described in
section 2.1 in terms of their dependency on users’ activation probability. We
can see that for higher values of ki randomization has an advantage since it
allows to avoid too congested slots. However, we note that practical realiza-

1In practice, the gap could be reduced in several ways. Simplest method involves increasing
the number of shared slots while keeping ki fixed to reduce the amount of interference. Another
solution is to dedicate more resources to the pilots. Lastly, one could invest more computational
power and use the successfully decoded stream as new pilots to refine the channel estimate.
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Fig. A.4: Impact of the users’ activation probability on the performance of TSDR and random
schemes with fixed SNR = 18dB and N = 10.

tions of such random schemes will require the base station to perform blind
activity detection and decoding which inevitably will lead to false positives
and false negatives. To give some insight, we consider also a simplified model
where each packet replica has a probability of miss-detection pmiss in which
case the corresponding entry Ĥi,j is erroneously set to 0 and consequently
∆Hi,j = −Hi,j. As shown in Fig. A.4 the impact on performance is significant
even for low values of pmiss. Another issue connected with random access
arises when the number of available pilots is limited which causes sporadic
collisions and pilot contamination between users. TSDR and other coordi-
nated schemes offer a way to avoid that.

Lastly, in Fig. A.5 we present our findings regarding the maximum num-
ber of supported users N fulfilling the outage probability target of 10−5 at
20dB SNR as a function of available resources M. To meet the requirements
with fully dedicated scheme each user must transmit in total ki + 1 = 5 repli-
cas of the packet, which entails very poor scaling of the system where N =
⌊M/5⌋. When using TSDR the behavior of maximum N is much more linear
as for every four slots invested it allows to add approximately three new users
(over the simulated range the exact relationship is N = 1 + ⌈3(M − 5)/4⌉).
For the fully shared scheme, the number of users N is linear with M thus
achieving an upper bound (we do not consider here the underdetermined
systems where N > M). However this scheme requires that ki + 1 = M
which quickly becomes computationally prohibitive. On the same figure we
also provide the achievable average capacity per user as dictated by their
PPSINR. We can see that TSDR significantly outperforms the fully shared
scheme in that metric. The results can be interpreted as follows: more repli-
cas lead to lower mean and variance of the PPSINR (making the curves in
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Fig. A.5: Maximum number of users N that achieve the outage probability target of 10−5 at 20dB
SNR and their average capacity.

Fig. A.3 steeper and shifted to the right). This could be dangerous if the
SNR cannot be reliably estimated due to, for example, large fluctuations of
the inter-cell interference.

5 Conclusion

In this publication we propose a novel uplink transmission scheme, TSDR, in
which resources are shared by users in a coordinated manner. The scheme
relies on the usage of advanced (SIC) receiver processing in order to achieve
the URLLC requirements. We show that TSDR offers very large saving of
resources compared to schemes in which users have dedicated resources
for transmission. At the same time, it strikes a balance between excessive
complexity imposed by random schemes and computational burden of fully
shared scheme. Furthermore, our analysis reveals the importance of account-
ing for channel estimation errors in the design of the air interface, especially
when advanced receivers are considered.
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1. Introduction

Abstract

In this work we investigate the reliability aspects of uplink multi-user MIMO com-
munication over a preallocated pool of time-frequency resources shared by a group of
ultra-reliable low-latency devices. To achieve sufficient diversity, users perform mul-
tiple transmissions of their packets over a shared pool of time-frequency resources in
a non-orthogonal manner. The preallocation allows users to employ fast, grant-free
type of access, while sharing improves the overall spectral efficiency. The multiple
transmit opportunities enhance the robustness of communication through incremen-
tal redundancy. On the base station side, we consider the performance of a minimum
mean square error (MMSE) receiver, chosen for its relative simplicity. In addition to
a baseline scheme in which devices randomly select the resources without coordina-
tion, we consider two other approaches based on preassigned access patterns: i) one in
which all resources are utilized evenly and with equal power, and ii) another, where
the spectrum is divided into high and low contention portions and users benefit from
having few reliable transmissions and few diversity resources. In particular, we focus
on evaluating the performance limits of the schemes as the number of antennas at the
base station grows.

1 Introduction

Ultra-reliable low latency communication (URLLC) is a new category of use
cases in the latest, fifth generation cellular standard [1], and it encompasses
the most demanding types of applications including (but not limited to): In-
dustry 4.0 scenarios (factory automation, motion control) [2], tele-surgery
(based on haptic feedback) and vehicular-to-anything (V2X) in the Automo-
tive industry [3].

Achieving spectrally efficient URLLC is inherently difficult, which is the
key takeaway from [4]. In fact, the solutions implemented in practical systems
make simultaneous low latency and high reliability contradictory as they
trade one for another. This is especially true for uplink (UL) traffic which
in the classical cellular networks is fully managed by the centralized base
station (BS). A comprehensive overview of the challenges faced by URLLC
can be found in [5] where the authors discuss in detail various enablers and
their tradeoffs.

Among the most promising and at the same time disruptive techniques is
the grant-free access, which gives devices the ability to perform transmissions
without prior scheduling [6]. Indeed, the requirement to perform scheduling
grant handshake is one of the largest bottlenecks in the design of low latency
systems. The price to pay for avoiding it is a significantly reduced control
that the BS has over interference.
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Since its inception the topic of grant-free access has garnered a lot of atten-
tion. Several designs and implementations were considered, earliest of which
build on the legacy concept known as slotted ALOHA [7] and its extension
coded random access (CRA) [8]. The actual grant-free scheme as defined
for 5G NR, utilizing k-repetitions over shared resources and aperiodic traffic
has been studied in [9] [10]. The former contribution focuses on the colli-
sion aspect (from the combinatorial point of view), while the latter provides
a realistic assessment through system-level simulations in an outdoor urban
micro scenario. In [11] a hybrid approach is studied where devices initiate
the communication grant-free and switch to coordinated access for retrans-
missions.

The idea of introducing some coordination in the form of preassigned
access patterns is discussed in several works [12] [13]. The former coins the
term transmissions with shared diversity resources (TSDR) and focuses on
their performance in the presence of imperfect CSI. The latter analyzes a
special type of access patterns based on the code construction according to
Steiner system.

In this work we analyze a multi-user URLLC system where the diversity
required to achieve high reliability is provided by a combination of multiple
receive antennas and multiple redundant transmissions of the packet over
a shared pool of resources. We start by pointing out the shortcomings of
the naive grant-free access scheme, which does not take into account poten-
tial pilot collisions, and postulate that preassigned access patterns should be
used instead to avoid them. Aided by the recent work of [14], we develop an
original analytical framework that allows to evaluate the outage performance
of such multi-user, multi-transmission system when the BS utilizes MMSE
processing. To the best of the authors’ knowledge such results haven’t been
obtained before and until recently could only be treated under ordinary zero-
forcing (ZF). We apply the developed tools to analyze two types of access
patterns: uniform patterns, evenly utilizing the whole resource pool; and a
generalized version of TSDR which combines slots with higher and lower
amount of interference. The obtained results clearly show the superiority of
preassigned patterns over the naïve grant-free in terms of outage probabil-
ity. Moreover, the approach based on TSDR has a potential for reducing the
complexity and effective latency compared to the uniform ones.

Throughout the paper the following notation is used: (·)H to denote con-
jugate transpose, (·)i,j to denote the element in i-th row and j-th column of
the matrix, bold uppercase letters to denote matrices respectively. IN denotes
an N × N identity matrix. ∥·∥0 denotes the ℓ0 pseudonorm. E[·] denotes the
expected value.

60



2. System Model

Fig. B.1: Example of the grant-free access scheme with k = 3 multiple transmissions over a pool
of L = 8 TF-blocks.

2 System Model

We consider a single base station (BS) serving N URLLC-type users. The base
station is equipped with M antennas while each of the devices (UEs) has a
single antenna. The access channel is divided into periodic frames composed
of L slots also referred to as time-frequency (TF) blocks. Each such block
is further composed of K channel uses. In this work we consider the case
of Rayleigh block fading channel, where the realizations of the channel co-
efficients are independent between different slots and UEs. We assume that
all UEs transmit with the same rate R and a worst case scenario is consid-
ered where all of them are active in each frame. To harvest diversity and
consequently achieve reliability each user transmits its packet using k out of
L slots in a frame. The packets can be identical, constituting a form of k-
repetition coding, or contain different coded symbols (redundancy versions)
of the original message. Throughout the paper we will refer to the former
and latter scheme as Chase Combining (CC) and Incremental Redundancy
(IR) respectively.

At the receiver, the baseband representation of the channel output during
l-th slot of the d-th frame can be written as:

Yd,l = Hd,lXd,l + Nd,l = (RRXGd,lPd,l)Xd,l + Nd,l (B.1)

where Yd,l ∈ CM×K are received symbols, Xd,l ∈ CN×K are the transmitted

complex modulated symbols normalized such that E
[∣∣xi,j

∣∣2] = 1, Nd,l ∈
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CM×K is the additive white Gaussian noise (AWGN) with zero mean and
variance σ2 and Hd,l ∈ CM×N are the channel gains between N users and
M antennas. The component Hd,l can be further represented as a product
of Gd,l ∈ CM×N , which is zero-mean circularly-symmetric complex Gaus-
sian (ZMCSCG) and models the underlying uncorrelated Rayleigh flat fad-
ing channel, Pd,l = diag

(
(Pd,l,1)

1/2, . . . , (Pd,l,N)
1/2
)

is a diagonal matrix of
transmit powers and RRX is a square Toeplitz matrix with parameter ρ de-
noting receive antenna correlation. The packet of each UE is subject to the
total transmit power constraint such that independently of the total number
of transmissions within a frame

L

∑
l=1

Pd,l,i = Ptot, ∀i ∈ {1, . . . , N}, ∀d. (B.2)

Note that some of the Pd,l,i = 0 which reflects the fact that each UE uses only
k among L available slots, specifically ∑L

l=1
∥∥Pd,l,i

∥∥
0 = k.

In the remainder of the paper we will omit the frame index d as the trans-
missions within a single frame are self contained and independent (i.e. UEs
are not allowed to transmit the same packet over multiple frames as this
would violate the latency constraint).

2.1 Receiver processing

As the use case on which we are focusing in this paper is URLLC, the relevant
metric for our system is outage probability. When IR transmission mode is
being used the outage can be defined as1

pouti = Pr

{
R >

L

∑
l=1

ln (1 + SINRl,i)

}
(B.3)

where R is the transmission rate (in nats) used to encode the packet. The
SINRl,i is understood as the post-processing signal-to-interference-plus-noise
ratio of user i in slot l and can be computed as

SINRl,i =

∣∣∣(FlHl)i,i

∣∣∣2
∑N

j=1,j ̸=i

∣∣∣(FlHl)i,j

∣∣∣2 + σ2 ∑N
j=1

∣∣∣(Fl)i,j

∣∣∣2 (B.4)

where Fl is the detection matrix employed by the BS. In this work we chose
to focus on the minimum mean square error equalization method where

1In the case of CC experiencing independent interference, the summation appears inside the
logarithm instead. Transmissions can also be processed jointly yielding single, combined post-
processing SINR.
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Fl =
(
HH

l Hl + σ2IN
)−1 HH, in which case (B.4) simplifies to

SINRl,i =
1((

HH
l Hl + σ2IN

)−1
)

i,i

− 1. (B.5)

It is further assumed that prior to the transmission BS and UEs possess only a
statistical knowledge of the channel state information (CSI). Once the packets
are received, and unless otherwise stated, BS is capable of perfectly estimat-
ing H from the available pilots.

3 Grant-Free Access

Grant-free transmissions are among the most frequently proposed enablers
of the use cases requiring extremely low latencies. In its most basic version,
grant-free involves dedicating a set of L TF-blocks to create a common pool of
resources which are then accessed by a group of UEs in random and uncoor-
dinated manner. Whenever a device has a packet to send, it selects randomly
k out of L slots and uses them to transmit its data. A toy example of such
scheme is shown in Fig. B.1. In such a grant-free system with N active de-
vices, the contention level of the lth TF-block, denoted by Cl and defined as
the number of UEs using the lth TF-block, is a binomial random variable with
success probability p = k

L and N trials s.t. E [Cl ] =
kN
L .

In principle, having such a scheme is possible as long as the BS is equip-
ped with enough antennas and has sufficiently accurate CSI, as it can resolve
the (potentially numerous) collisions with proper multi-antenna processing.
In a fully uncoordinated grant-free scheme, however, the UEs need to select
at random not only TF-blocks but also one out of a finite number of pilot
sequences. Collisions of the latter can be more severe as they lead to pilot
contamination and hinder the use of multi-antenna detectors.

To illustrate these issues we will perform the following experiment. We
simulate uncoordinated, grant-free random access by considering two situ-
ations: an idealized one in which the BS always has perfect CSI, regardless
of the contention levels of each slot, and a realistic one in which users select
one out of D available pilot sequences in an uncoordinated manner. In the
latter scenario, when pilot sequences collide in a slot, the information in the
associated transmission is considered lost for the BS receiver. For additional
details regarding the signal processing and issues related to the simulation
of this scenario we refer the reader to the Appendix A.

The results of this experiment are shown in Fig. B.2. The simulations in
this and other figures (unless otherwise stated) are done with L = 12 TF-
blocks, N = 24 users, M = 8 receive antennas, RRX = IM and for different
number of replicas k ∈ {2, 3, 4}. The target rate is set to R = ln 2 (which
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Fig. B.2: Outage probability performance of idealized and pilot-limited grant-free access. The
average contention levels corresponding to 2,3, and 4 replicas are 4, 6, and 8 respectively. The
one-shot transmission used for comparison is equivalent to k = 1 and Cl = 1

corresponds to 1 bit/channel use). The transmit power is Ptot
k and is deter-

mined by the operating point (x-axis). From Fig. B.2 we can see that when the
number of pilots is limited, the outage probability is severely degraded and
exhibits plateauing with the level related to the probability that all replicas
are lost due to collisions. Depending on the number D, transmitting more
replicas k may or may not help as it involves a trade-off between their number
and increasing the chance of collision per transmission. We should also note
that in practical systems increasing the number of available pilot sequences
results either in a loss of spectral efficiency (larger percentage of resources
dedicated to pilots) or in an increased transmission rate (and therefore relia-
bility degradation) if a constant spectral efficiency is to be maintained.

As a reference, with thick green line we show also the performance of
a single user transmitting over a dedicated, interference-free slot. Although
idealized grant-free experiences much higher average contention (which tran-
slates to lower diversity order per replica) and can even lead to situations
where Cl > M it clearly outperforms the so called one-shot approach. It is
even more surprising considering that the latter offers only half the rate of
grant-free ( 24R

12 vs R
1 ).
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4 Preassigned Access Patterns

As confirmed by the experiment in the previous section, the idea of pooling
resources has clearly a great potential but is reliant on the availability of CSI.
To address the main flaw of grant-free access, we consider in this section the
case where users have preassigned access patterns (known and assigned by
the BS) rather than selecting them randomly themselves. These patterns can
be considered fixed or at least changing on a much larger timescale than the
duration of the frame2.

The specific design of patterns determines the maximum contention level
Cl of each TF-block. Most importantly, unlike random selection, Cl is de-
terministic and controlled by the BS, and can therefore be adapted to the
number of available pilot sequences. In particular, since the number of si-
multaneously transmitting devices in a TF-block can be made lower or equal
to the number of pilots, the pilot sequences can be preassigned to UEs, in a
way that ensures they won’t collide with each other.

The determinism of Cl significantly simplifies the problem and allows to
derive some analytical tools and results which are the focus of the following
subsection. Then, in subsections 4.2 and 4.3 we consider two special cases
of access patterns and apply the aforementioned tools to assess their perfor-
mance.

4.1 Outage probability analysis

Recently, the authors of [14] were able to obtain a closed-form expression
for the pdf of the SINR provided by the MMSE equalizer in an uncorrelated
Rayleigh fading setting with Cl ≤ M and equal power allocation between
users. This surprisingly simple result yields

f SINRl,i (x) =
xM−1e−

x
γl

(1 + x)Cl

Cl−1

∑
a=0

(
Cl − 1

a

)
γa−M

l
(M − a − 1)!

(
M

M − a
+ x
)

(B.6)

where γl = Pl/σ2 is the (same) average SNR of the UEs active in a slot l.3

Since in this work we define the outage criterion in terms of mutual in-
formation rather than SINR directly (cf. (B.3)) we need to make a simple
transformation. Let MIl,i = g(SINRl,i) = ln (1 + SINRl,i) be the mutual in-
formation (in nats) of the i-th user message obtained from the l-th TF-block.

2In practice, they could be assigned when the device first registers with the BS and then
updated periodically to adapt to the varying total population of the URLLC users.

3Strictly speaking, in our scenario the parameter γl can have two values: either Pl/σ2 or 0.
In the latter case, the pdf should be replaced by a Dirac delta distribution (and consequently
Heavyside step function for cdf).
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Consequently SINRl,i = g−1(MIl,i) = eMIl,i − 1. Using then the pdf transfor-

mation fY(y) = fX
(

g−1(y)
) d(g−1(y))

dy we obtain a new pdf

fMIl,i (x) =
(ex − 1)M−1e−

ex−1
γl

ex(Cl−1)

Cl−1

∑
a=0

(
Cl − 1

a

)
γa−M

l
(M − a − 1)!

(
a

M − a
+ ex

)
.

(B.7)
Work [14] provides also the cdf of the SINR albeit the expression is slightly
more complex. After adapting it to our scenario the expression reads

FMIl,i (x) = I(M, M + 1 − Cl ,
1
γl

, ex − 1)
Cl−1

∑
a=0

(
Cl − 1

a

)
Mγa−M

l
(M − a)!

+ I(M + 1, M + 2 − Cl ,
1
γl

, ex − 1)
Cl−1

∑
a=0

(
Cl − 1

a

)
γa−M

l
(M − a − 1)!

(B.8)

where I(a, b, c, x) =
∫ x

0 e−ctta−1(t + 1)b−a−1dt. Since user i’s total mutual
information MItotal

i is a sum of contributions from the k packets transmitted
by the user, we eventually rewrite the outage probability (B.3) as

pouti = Pr
{

R > MItotal
i

}
= Pr

{
R > ∑

l∈Li

MIl,i

}

=

(
FMI

li1,i
∗ fMI

li2,i
∗ · · · ∗ fMI

lik ,i

)
(x)
∣∣∣∣
x=R

(B.9)

where Li = {li
1, li

2, . . . , li
k} is the set of indices of TF-blocks where user i

transmits.
In addition to the exact outage probability given by (B.9), which might be

cumbersome to evaluate for larger number of replicas k as it requires multi-
ple numerical convolutions/integrations, we provide here also it’s Chernoff
bound. Let us start by deriving the moment generating function of the mu-
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tual information

MMIl,i (t) = E
[
et ln(1+SINRl,i)

]
=
∫ ∞

0
(1 + x)t fSINRl,i (x)dx

=
∫ ∞

0

xM−1e−
x

γl

(1 + x)Cl−t dx
Cl−1

∑
a=0

(
Cl − 1

a

)
Mγa−M

l
(M − a)!

+
∫ ∞

0

xMe−
x

γl

(1 + x)Cl−t dx
Cl−1

∑
a=0

(
Cl − 1

a

)
γa−M

l
(M−a−1)!

= U(M, M + 1 − Cl + t,
1
γl

)
Cl−1

∑
a=0

(
Cl − 1

a

)
M!γa−M

l
(M − a)!

+ U(M+1, M+2 − Cl + t,
1
γl

)
Cl−1

∑
a=0

(
Cl − 1

a

)
M!γa−M

l
(M−a−1)!

(B.10)

where U(a, b, c) is the confluent hypergeometric function of the second kind.
The outage probability can be then upper-bounded as

pouti = Pr
{

R > MItotal
i

}
= Pr

{
e−t ∑l∈Li

MIl,i > e−tR
}

, t ∈ R+

≤ min
t>0

E
[
e−t ∑l∈Li

MIl,i
]

e−tR = min
t>0

∏l∈Li
E
[
e−tMIl,i

]
e−tR

= min
t>0

etR ∏
l∈Li

MMIl,i (−t).

(B.11)

4.2 Uniform Patterns

We can now apply the tools developed in the preceding section to some spe-
cific cases of grant-free access with preallocated patterns. We will start with
the most straightforward approach in which the patterns use the L avail-
able slots evenly (in other words, their covering is uniform). Consequently,
Cl = kN

L for all l ∈ {1, . . . , L}. Similarly, we will consider the same trans-
mit power for each replica, which yields Pl,i =

Ptot
k for all l ∈ {1, . . . , L} and

i ∈ {1, . . . , N}. With the slight abuse of notation, this allows to simplify (B.9)
as

pout =

FMI ∗ fMI ∗ · · · ∗ fMI︸ ︷︷ ︸
k−1

 (x)

∣∣∣∣∣∣∣
x=R

(B.12)

where the CDF FMI and all k − 1 pdfs fMI are defined as in (B.8), (B.7) and
with identical parameters Cl , γl . In a similar manner, the Chernoff bound
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Fig. B.3: Outage probability performance of uncoordinated grant-free (idealized) and with pre-
assigned patterns.

simplifies to
pout ≤ min

t>0
etR (MMI (−t))k (B.13)

In Fig.B.3 we compare the performance of the idealized grant-free with
random selection (no pilot collisions) and the just described approach based
on uniform patterns. The parameters used are the same as before with
L = 12, N = 24, M = 8 and no antenna correlation. We can see that not only
we were able to recover the performance of the idealized random scheme but
even improve on it. This is because the ability to coordinate interference al-
lows to avoid too heavily congested TF-blocks and protects against the most
detrimental cases where Cl > M. With the solid lines of the appropriate
color we provide also the Chernoff upper bound on the outage probability of
the scheme with deterministic patterns. The bound offers reasonably good
approximation by being around 1dB from the actual curve and the gap de-
creases with higher number of replicas.

4.3 Transmissions with shared diversity resources

In addition to the regular patterns evenly utilizing all resources, in this work
we extend also the concept originally introduced in [12] coined transmis-
sions with shared diversity resources. There, the main idea was to dis-
tribute available TF-blocks in such a way that each UE had one dedicated,
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interference-free slot and additional transmissions were performed on the re-
maining L− N diversity resources. Clearly, such a scheme requires at least as
many TF-blocks as the total number of users, which does not scale very well
with the number of served UEs (though such approach was also justified by
the fact that only a single receive antenna was considered).

The fact that we consider a BS with multiple antennas allows for relaxing
the requirement of fully dedicated resources. To that end, we divide the TF-
blocks into two parts: LL blocks having lower contention and LH blocks with
higher contention (Ll + LH = L). Consequently, each UE will be assigned
an access pattern which consists of kL transmissions located in the first part
and kH transmissions somewhere in the second part (kL + kH = k). The
contention levels for the two types of slots can be calculated in a similar way
as before and with these new parameters are

CT =
kT N
LT

, T ∈ {L, H}. (B.14)

The example shown in Fig. B.1 can be viewed as one instance of this scheme
where LL = 4, LH = 4, kL = 1, kH = 2, CL = 1 and CH = 2.

Due to the introduced asymmetry we will also consider an unequal power
allocation: namely users will transmit the two types of packets with powers
PL and PH respectively. The modified outage probability (B.9) corresponding
with the described scheme is given by

pout = Pr

R > ∑
l∈LLi

MIl,i + ∑
l∈LHi

MIl,i


=

FMIL∗ fMIL∗ · · · ∗ fMIL︸ ︷︷ ︸
kL−1

∗ fMIH ∗ · · · ∗ fMIH︸ ︷︷ ︸
kH

 (x)

∣∣∣∣∣∣∣
x=R

(B.15)

where in a similar manner as before we denote the indices of low and high
contention slots of user i with LLi and LHi respectively. In the last expression,
FMIL and first kL − 1 fMIL ’s are evaluated with parameters Cl = CL, γl =

PL
σ2

and the next kH pdfs are evaluated with parameters Cl = CH , γl = PH
σ2 ,

The optimal power allocation minimizing the outage probability (B.15) can
be found by solving the problem

min
{PL, PH}

pout (B.16a)

s.t. kLPL + kH PH = Ptot (B.16b)

Across the range of scenarios considered for this paper, we found the powers
PL, PH obtained through (B.16) to be only slightly different from the equal
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power allocation case. Namely, for the Ptot in the range of interest4 (i.e. pro-
viding outage probability 10−3 or lower) PL

PH
is between 1.1 and 1.2 which

corresponds to their absolute values being around 5% to 10% off from the
uniform Pl =

Ptot
k .

Next, we compare the performance of the TSDR access scheme with op-
timal powers to that of the uniform access patterns described in Subsection
4.2. In terms of outage probability, TSDR performs 0.1dB - 0.2dB worse than
the scheme with uniform patterns which is a marginal difference.

However, the asymmetric patterns turn out to offer some other, less ob-
vious benefits, which we will now demonstrate. For the purpose of the sub-
sequent discussion we downselected two representative scenarios (2 and 4
replicas) which have the following parameters. In case of both 2 transmis-
sions and 4 transmissions the split between resources is LL = 8 and LH = 4
while kL = kH = 1 in the former and kL = kH = 2 in the latter scenario.
Consequently, the low and high contention levels are CL = 3, CH = 6 and
CL = 6, CH = 12 respectively.

In Fig. B.4 we show the probability of decoding a packet with a given
replica number. The immediate observation is that TSDR, which employs
asymmetric patterns, yields a much higher chance to decode the packet early.
For instance, when UEs transmit 4 times, BS will need more than two replicas
only ∼ 7% of the time when TSDR is used compared to ∼ 35% with the
uniform scheme. From the practical point of view, these results translate
to lower effective latency of individual packets for TSDR. The two factors
responsible for this effect are the higher PL and (simultaneously) lower CL.

In Fig. B.5 we present the CDF of the number of received TF-blocks re-
quired to decode all packets. This type of performance can be viewed as an
indicator of two other metrics. One is the total, system-wide latency and the
other is the complexity as each additional TF-block entails more processing.
Again, the approach based on asymmetric power and patterns offers tangible
gains.

Lastly, in Fig. B.6 we investigate the impact of the antenna correlation and
their total number on the TSDR scheme. The chosen scenario is the one with
4 replicas, and non-uniform access patterns with contention levels CL = 6
and CH = 12. With low number of antennas (less than the contention level)
the performance is degraded and exhibits plateauing, which is to be expected
as the BS receiver does not have the required degrees of freedom to separate
all transmissions. An interesting case is the one with M = 8 as we arrive at a
situation where for some transmissions Cl = CH > M, and yet the penalty in
terms of outage probability is not as prominent as one would expect.

In the situations with fewer antennas (or high correlation between them,

4For lower Ptot the difference between powers is more significant, however this is not the
region of operation relevant to URLLC
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Fig. B.6: The effect of varying number of receive antennas M in case of (a) no correlation and (b)
ρ = 0.85
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which reduces their effective number) the performance can be recovered to
some extent by switching from Incremental Redundancy to the Chase Com-
bining mode of operation. Since in CC all replicas of the packet are identical,
then instead of considering matrices Hl from each slot individually, they can
be stacked together to obtain a single H ∈ CLM×N similarly as in [12]. This
way, the transmissions are processed jointly based on a total of LM measure-
ments rather than by solving many underdetermined problems. By compar-
ing Fig. B.6(a) with B.6(b) to assess the impact of correlation, we can conclude
that the degradation at 10−5 outage ranges from 3dB for M = 32 antennas,
up to 7dB for M = 4. Again, the case with M = 8 is the most interesting as it
shows that with a reduction in the effective number of antennas, CC becomes
preferable to IR.

5 Conclusions

In this work we have studied the reliability aspects of MIMO URLLC sys-
tems with grant-free access, operating in either uncoordinated manner or
with preassigned channel resources. Using recently derived results on the
SINR distribution of MMSE multi-antenna receivers, we have derived ana-
lytical results and bounds on the outage probability of the studied schemes
under different conditions. Our results show that, although a totally unco-
ordinated scheme performs well when perfect CSI is assumed, preallocation
of the channel resources provides an effective way to avoid pilot sequence
collisions and to limit the maximum contention levels in each slot. In addi-
tion, we have also found that dividing the resource pool into two types of
resources, with low and high contention levels, can help reducing the receive
processing latency with virtually no loss in terms of reliability. Overall, we
conclude that the combination of multi-antenna processing at the receiver
with intelligent design of the preallocated resources can significantly boost
the performance of URLLC systems, even in the presence of strong receive
antenna correlation.

A Appendix

Let dl,i denote a specific sequence chosen by user i who is active in slot l.
Furthermore, let us denote by Jl a subset of indexes of the active UEs who
selected the same sequence as some other UE (e.g. if users 1,2,3,5,7,9 trans-
mitted in the same TF-block l and: 1, 3, 7 used the same sequence a; 2 and
5 used sequence b; 9 used sequence c then Jl = {1, 2, 3, 5, 7}). More for-
mally Jl =

{
i : (∃j)

[
dl,i = dl,j ∧ Pl,i, Pl,j > 0

]}
. We assume that the receiver

is not able to estimate the channel coefficients of the users involved in pilot
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collisions. As a consequence, the corresponding transmissions are lost and
become a part of the noise.

From the signal processing point of view, we deal with this case by defin-
ing a new matrix Hl which is the original Hl with columns Jl set to 0. Note,
that the optimal MMSE detector in this case is also different [15] and has a

form Fl =
(
Hl

HΣ−1
l Hl + IN

)−1
Hl

HΣ−1
l where Σl = σ2I + ∑a∈Jl

(hl)a(hl)
H
a

is the new CM×M noise covariance matrix with (hl)a being the columns of
Hl . This matrix is in fact unknown due to the assumption stated earlier, how-
ever in a simplified scenario with no antenna correlation Σl becomes diagonal
with i-th diagonal element equal to σ2 +∑a∈Jl

|(Hl)i,a|2 (which requires from
the BS only the knowledge of the total magnitude of the combined noise-plus-
interference).
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1. Introduction

Abstract

We study coded multichannel random access schemes for ultra-reliable low-latency
uplink transmissions. We concentrate on non-orthogonal access in the frequency
domain, where users transmit over multiple orthogonal subchannels and inter-user
collisions limit the available diversity. Two different models for contention-based
random access over Rayleigh fading resources are investigated. First, a collision
model is considered, in which the packet is replicated onto K available resources,
K′ ≤ K of which are received without collision, and treated as diversity branches
by a maximum-ratio combining (MRC) receiver. The resulting diversity degree K′

depends on the arrival process and coding strategy. In the second model, the slots sub-
ject to collisions are also used for MRC, such that the number of diversity branches K
is constant, but the resulting combined signal is affected by multiple access interfer-
ence. In both models, the performance of random and deterministic repetition coding
is compared. The results show that the deterministic coding approach can lead to a
significantly superior performance when the arrival rate of the intermittent URLLC
transmissions is low.

Keywords— URLLC, grant-free, coded random access, MRC

1 Introduction

Machine-Type Communication (MTC) is one of the main technologies in 5th
Generation (5G) mobile communication. Within this very general category,
we can distinguish two main use cases [1] with widely differing requirements
—massive MTC (mMTC), capable of supporting a large number of sporad-
ically communicating devices, possibly battery-operated, and Ultra-Reliable
Low Latency Communication (URLLC) enabling mission-critical MTC. Of
the two, the latter especially has been igniting researchers’ imaginations, as it
would enable the implementation applications previously unattainable and
considered futuristic, such as self-driving cars, remote surgery and telemetry,
and more [2].

While downlink communications in a cellular setting is fairly flexible, a
radical change in the uplink access protocol might be necessary in order to
fulfill the requirements of the more demanding MTC use cases. One solution
is communication based on random access. For mMTC, this is motivated by
the sporadic, infrequent traffic patterns which require energy efficient pro-
tocols, and the fact that the control overhead involved in establishing the
connection significantly exceeds the amount of actual data to be transmitted.
In URLLC, traffic also contains elements of randomness and is characterised
by intermittent activation, but the random access is a means of achieving low
latency levels, which could not be possible with the scheduling request/grant
procedure in place. However, a solution based on random access is inherently
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unreliable, as it is subject to interference and collisions, so the random access
for URLLC needs to be augmented by other mechanisms that introduce re-
dundancy to compensate for unavoidable collisions.

Multiple technologies to improve reliability of random access have been
recently studied. Coded random access [3, 4] improves throughput and relia-
bility by exploiting repetition coding and interference cancellation. Diversity
slotted ALOHA has been considered by 3GPP as a potential solution for
grant-free access [5], while in [6, 7], the possibility to increase access reli-
ability by preassigning non-orthogonal access sequences to users has been
investigated. In [8], a similar idea of preassigned patterns is treated, but with
focus on the performance of successive interference cancellation (SIC) with
imperfect channel state information (CSI). These technologies can be collec-
tively called K-repetition schemes.

In this paper we explore the diversity aspects of random access schemes
based on packet repetition. If access opportunities that are exploited in a K-
repetition scheme are independently fading, e.g., if access packets are trans-
mitted over distinct frequency domain resource blocks experiencing different
fading conditions, the reliability of communication is improved by diversity
gains, in addition to the possible collision mitigation benefits. However, due
to the fact that devices access the medium in a random manner, possibly
causing collisions, this leads to a communication channel where the diversity
degree is a random variable, governed by the arrival process of other users. We
treat such a communication model by analyzing the probability distribution
of the diversity degree, distribution of the contention level (number of si-
multaneous interferers) and finally total outage probability, which is a metric
especially relevant in URLLC context. We compare the performance of a sim-
ple receiver utilizing a destructive collision-model, which discards all over-
lapping packets, with a more advanced system capable of optimally combin-
ing the replicas based on their signal-to-interference-plus-noise-ratio (SINR).
Furthermore, we provide such analysis for the two coding approaches: un-
coordinated, random selection of subchannels and deterministic assignment
of patterns to the users. The latter technique is based on a code construction
given by a Steiner system, as in [7, 9].

2 System Model

We consider a communication system where N URLLC users attempt to ran-
domly access the uplink resources of a centralized receiver. Users active dur-
ing a single timeslot transmit in an uncoordinated, grant-free fashion, and
employ K-repetition coding of their access packets over M orthogonal fre-
quency subchannels. Users are slot synchronized to the receiver, and access
packets are of equivalent size and occupy an entire subchannel. The users
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y1 y2 y3

UE1

UE2

UE3

gNB/BS

Fig. C.1: An example of the system with N = 3 active users, M = 7 frequency subchannels and
K = 3 repetitions of each packet. Users 1 and 2 manage to have a single interference-free replica,
while the 3rd user has two. The subchannels where collisions occur might be used by the base
station to further increase the reliability if a more advanced receiver processing is available.

are assumed to become active randomly, such that the number of users active
during a time instance follows a Poisson process with intensity λ.

Repetition coding of access packets provides robustness to inter-user col-
lisions and facilitates diversity gain, which are integral for reliability in con-
tention-based access over fading channels. Here we consider two approaches
to coding: (i) users transmit K packet replicas randomly over the slotted fre-
quency resources, as in ALOHA-type schemes, and (ii) users transmit their
replicas according to a deterministic and uniquely preallocated pattern from
a designed access code.

Two receiver models are investigated: (i) a destructive collision model, a
PHY layer abstraction to the MAC layer which assumes that colliding packets
are lost and only interference-free packets may be correctly received, and (ii)
a multi-user interference (MUI) model, where all packets are used to decode
the signal but their contribution depends on their effective SINRs. In this
paper, maximum-ratio combining is applied to the different packet replicas
to achieve this.

The received complex baseband signal corresponding to the symbol xj
transmitted by a device j reads

yj = hjxj +

Lj

∑
l=1

gj,lzj,l + nj = hjxj + ij, (C.1)

where Lj is a random number of interferers perceived by user j, hj, gj,l ∈ CK

are the channel gains of the signal of interest and its l-th interferer respec-
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tively (which are assumed to be known at the receiver), zj,l ∈ C are the
interfering symbols, nj ∈ CK is the additive white Gaussian noise (AWGN)
with zero mean and variance N0, and ij ∈ CK is the joint interference-plus-
noise term. Note, that interferers might occupy only some of the slots of j, in
which case the remaining entries of gj,l are 0. We define the linear filter

fj = Wjhj (C.2)

where Wj = diag[wj,1, wj,2, .., wj,K] is a diagonal matrix of real-valued reliabil-
ity weights that depend on the combining strategy. Applying the combiner
yields

rj = fH
j yj. (C.3)

By assuming uncorrelated interference, the post combining SINR of j-th
user’s signal can be approximated by

γj =

∣∣∣hH
j Wjhj

∣∣∣2
E
{∣∣∣hH

j Wjij

∣∣∣2} =

(
∑K

k=1 wj,k

∣∣∣hj,k

∣∣∣2)2

∑K
k=1 w2

j,k

∣∣∣hj,k

∣∣∣2 (∑
Lj
l=1

∣∣∣gj,l,k

∣∣∣2 + N0

) ,

where the reliability weights for MRC in the multi-user interference model
that maximize γj are given by

wj,k =
1

∑
Lj
l=1 |gj,l,k|2 + N0

. (C.4)

In the destructive collision model only those 0 ≤ K′ ≤ K replicas which
were received collision-free can be combined together. Let us further denote
by Ij a subset of indices which correspond to those packets. Then, the signal
model can be simplified since ij = nj and

wj,k =

{
1 for k ∈ Ij

0 otherwise
, (C.5)

resulting in the final signal-to-noise-ratio (SNR)

γj = ∑
k∈Ij

|hj,k|2

N0
. (C.6)

In the remainder of this paper we will often discuss a signal from the per-
spective of a single device and omit the index j whenever it does not create
ambiguity.
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3. Available Diversity after Collisions

3 Available Diversity after Collisions

Consider a timeslot in which a given user U of population N ≥ 1 is active
and transmitting K packet replicas randomly over the M access resources,
along with N − 1 ∼ Poisson(λ) simultaneously active users. The probability
that K′ of K replicas are received without interference depends on the coding
strategy.

3.1 Diversity Slotted ALOHA

In diversity slotted ALOHA (DSA), users transmit their K packet replicas
over the M subchannels randomly, following a uniform distribution. From
the perspective of user U, the probability that the N − 1 other users collide
is such a way that K′ of K subchannels are unoccupied by packet replicas
follows from the classical occupation problem, and is given by

pr(K′|N) =

(
K

Kdiff

) Kdiff

∑
n=0

(−1)nanXN−1
n , (C.7)

where Kdiff = K − K′, an = (K−K′
n ), Xn = (M−K′−n

K )/(M
K ), pr(K′ ̸= K|1) = 0,

and pr(K|1) = 1.
The probability that user U occupies K′ interference-free subchannels,

conditioned on the arrival process, is

pr(K′) =
∞

∑
N=1

pr(K′|N)p(N − 1)

=

(
K

Kdiff

) ∞

∑
N=1

Kdiff

∑
n=0

(−1)nan
(Xnλ)N−1

(N − 1)!
e−λ (C.8)

3.2 Designed Codes

Designed and uniquely preallocated user codes have been shown to outper-
form the random coding approach in a URLLC context [6, 10]. Such codes
limit the number of supportable users in order to coordinate the interference
over that population. The performance of combinatorial code designs such as
Steiner system S(t, K, M) as random access codes has been explored in [7, 9].
Here we consider Steiner t = 2 designs, as their highly symmetric structure
makes for ready analysis. Note that t > 2 designs may produce significantly
larger codes, and therefore be more practical in systems that need to support
many devices simultaneously (which is typically not the case in URLLC).

Consider the scenario where each of the N users is uniquely allocated a
repetition pattern from a S(2, K, M) code [11]. The maximum supportable
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Fig. C.2: Probability distribution of the available diversity for DSA (black) and Steiner (grey)
with M = 25 and K = 4 under Poisson arrivals.

user population is limited to C = |S(2, K, M)| = M(M − 1)/K(K − 1). How-
ever, the structure of the code ensures that the number of users that may
overlap with user U in a single subchannel is at most D = (M − K)/(K − 1).
When user U is active, the N − 1 simultaneously active users will be employ-
ing repetition patterns from the remaining C − 1, of which at most kD can
overlap user U in k slots. The probability that user U has K′ of K diversity
branches post collisions is therefore

pdet(K′|N) =

(
K

Kdiff

) Kdiff

∑
n=0

(−1)nanYn , (C.9)

where Yn = ((C−1)−D(n+K′)
N−1 )/(C−1

N−1), and the same restrictions on N as in (C.7)
apply. The probability pdet(K′) can be found similarly to (C.8), but with
pdet(K′|N) in place of pr(K′|N).

Figure C.2 compares the probability of K′ diversity branches being avail-
able post collisions for the DSA scheme over M = 25 subchannels with repe-
tition factor K = 4, and a deterministic coding scheme employing a (2, 4, 25)
Steiner system with C = 50, as a function of the arrival intensity λ. Evident
in the plot is how, at lower intensities, the Steiner code trades-off the proba-
bility of producing the best outcome (K = K′) to increase the probability of
good outcomes (e.g. K = 3), and reduce the probability of the worst outcome
(K′ = 0). Since this worst outcome is especially detrimental in the collision
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model, we can expect significant deterministic gain in this intensity region.
As λ approaches M, the structure of the deterministic code becomes a disad-
vantage. If the URLLC users are activated in an intermittent and uncorrelated
manner, then the expected number of users simultaneously active during a
given slot is λ << M.

4 Interferers per Subchannel

Consider again a user U transmitting during a timeslot with N − 1 other
users. In the case of weighted MRC, we are interested in the number of
packets from L interferers present in the subchannels occupied by U. Let
0 ≤ L′ ≤ L be the number of independently Rayleigh faded packets from
the N − 1 interfering users in a given subchannel of user U. The probability
distribution of L′ depends on the coding strategy.

4.1 Diversity Slotted ALOHA

In DSA, the repetition coding procedure amounts to users independently
selecting one of the (M

K ) possible binary patterns with replacement. As such,
the maximum number of interferers observed by U in one subchannel is N −
1. The probability of L′ interfering packets in a given subchannel occupied
by user U is given by

pr(L′|N) =
(M−1

K )
N−1−L′

(M
K )

N−1

(
M − 1
K − 1

)L′(
N − 1

L′

)
. (C.10)

Note that this is an approximation assuming the interferers select the sub-
channels independently. As in (C.8), the probability pr(L′) is found by margi-
nalizing over Poisson distributed N.

4.2 Designed Codes

With a finite set of C deterministic access patterns, the probability that user U
sees L′ interferers in a given subchannel in which it is active, is the probability
that L′ of the N − 1 other users are using patterns from the D that overlap in
that subchannel. Since patterns are uniquely preallocated, selection from the
C − 1 available codes is done without replacement. The random variable L′

therefore follows the hypergeometric distribution, such that

pdet(L′|N) =

(
C − 1
N − 1

)−1(D
L′

)(
C − 1 − D
N − 1 − L′

)
, (C.11)

and pdet(L′) is found as in (C.8).
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Fig. C.3: Probability distribution of the number of interferers in a subchannel for DSA (black)
and Steiner (grey) with M = 25 and K = 4 under Poisson arrivals.

Figure C.3 compares the probability distributions of L′ for the DSA
scheme over M = 25 subchannels with K = 4 and the (2, 4, 25) Steiner code
with C = 50, as functions of λ. Here, the Steiner codes slightly increases the
probability of the best outcome (L = 0) at lower intensities, but decreases it
as λ approaches M. More pronounced is how the Steiner code increases the
probability of lower numbers of interferers in certain windows of intensity
(e.g. λ ∈ [4, 20] for L′ = 1, or λ ∈ [8, 27] for L′ = 2).

5 Diversity Combining

Lastly, let us analyze the outage probability performance of the different
schemes. The outage probability is defined as the probability that the post-
processing SINR γ falls below a certain threshold θ, i.e

pout = p(γ < θ) . (C.12)

This metric will depend on both the coding technique as well as the applied
receiver processing.

5.1 Collision Model

After discarding the packets which experienced collision, the remaining K′

replicas transmitted by user U can be combined by the receiver. Assum-
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ing perfect CSI is available, and the SNR of a single packet is exponentially
distributed (following the Rayleigh fading assumption), the post processing
SNR has the distribution

p(γ) =
K

∑
K′=0

p(γ|K′)pc(K′) =
K

∑
K′=0

1
(K′ − 1)!

γK′−1

ΓK′ e−γ/Γ pc(K′) , (C.13)

where Γ is the expected SNR per packet and pc(K′) is either pr(K′) or pdet(K′)
depending on the scenario. The (C.13) follows from the fact that the sum of
K′ exponentially distributed random variables with scale Γ is Gamma(K′, Γ)
distributed.

5.2 Multi-User Interference Model

In the case of MUI, obtaining closed form expressions of even the conditional
SINR distribution is not feasible, as it quickly becomes intractable (i.e. for
more than one interferer):

p(γ|L′) =
∫ ∞

N0γ
fexp (x|Γ) fgamma

(
x
γ
− N0|L′, Γ

)
dx . (C.14)

Furthermore, the full distribution would require marginalizing the convolu-
tion of individual SINRs of the replicas over all N and all possible realizations
of L′

1, ..., L′
K, that is:

p(γ) =
∞

∑
N=1

N−1

∑
L′

1

· · ·
N−1

∑
L′

K

(
p(·|L′

1) ∗ · · · ∗ p(·|L′
K)
)
(γ)

× p
(

L′
1, . . . , L′

K|N
)

p(N) .

(C.15)

To obtain p(γ), and eventually pout, for the multi-user interference model we
resort to simulation. We generate multiple instances of (N, H), i.e. number
of transmitting devices, their channel gains and patterns accordingly (DSA
or Steiner), and evaluate the effective SNR according to (C.4) and (C.4). Fig-
ures C.4 and C.5 show the outage probability performance as function of the
SINR threshold θ, for the MRC receiver in the collision and MUI models,
with random and deterministic repetition coding. Additionally, included in
the plots is the outage probability for a white noise approximated match filter
(WN-MF), for which the reliability weights in (C.2) are set to wk = 1 for all
packets.

For low access intensity, represented here by Figure C.4 with λ = 0.5, the
gains offered by deterministic codes are significant compared to the uncoor-
dinated traffic, e.g. at θ = 5dB the difference in offered reliability is more
than an order of magnitude (and further two orders of magnitude compared
to the white noise approximation). This gain diminishes as the intensity of
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6. Conclusion

traffic increases (cf. Figure C.5), since the structure of the Steiner code be-
comes irrelevant as the channel becomes flooded with packet replicas. The
collision model exhibits a clear error floor related to p(K′ = 0).

With regard to required processing and complexity, the receiver in the
collision model is the simplest—it only needs to detect whether or not there
were collisions in the subchannels occupied by a given user, and measure
the SNR of each of their K′ interference-free packets. The MRC receiver,
however, requires accurate measurements of the channel gain (and phase),
as well as a precise estimate of the interference and noise corrupting each
packet. The white noise approximation requires precise channel information
for each packet, but does not need an interference plus noise estimate. The
white noise approximation shows to what degree neglecting interference plus
noise whitening is detrimental to the performance of the MRC receiver. In
collision channels of the type discussed here, noise plus interference whiten-
ing is of prime importance.

6 Conclusion

We have presented a study of multichannel random access mechanisms for
supporting an uplink URLLC transmissions from a set of uncoordinated de-
vices. The study treats two different models, one with destructive collisions
and another where the interfered slots can also be used to contribute to the
overall SINR through a combining process. Furthermore, we compared two
different types of repetition coding: fully random, and utilizing deterministic
access patterns, respectively. The latter, designed according to a Steiner sys-
tem, leads to a significantly better outage performance (more than one order
of magnitude) when the arrival rate of URLLC packets is low, and between
2-3 times better for moderate arrival rates. This is enabled by the properties
of Steiner codes, which allow to coordinate the users and limit the probability
of instances with particularly unfavourable interference conditions.

An interesting direction for future work can be identified in the model
with non-destructive collisions. Namely, the current combining algorithm
does not take into account that the interference is created from signals that are
also packet replicas, just from different users. This fact can be used to devise
a multi-user decoding, based on e.g. MMSE receiver. Going further, even
more advanced receivers could be employed that are capable of cancelling
the interference from different users, similar to the mechanisms applied in
coded random access.
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1. Introduction

Abstract

The grant-free access is envisioned as one of the enablers of the ultra-reliable low-
latency communications. Yet, when there are many devices that tend to be active
only intermittently, the fully orthogonal resource allocation is largely inefficient. The
solution is to employ a common, shared pool of resources and account for the fact that
some collisions and interference will inevitably occur. In this contribution we study
the reliability aspects of such multi-user uplink communication scenario over a shared
pool of channel resources, where intermittently active devices utilize multiple trans-
missions (K-repetition coding) to achieve diversity. We focus on two access methods
– one where devices choose the K slots at random and one where the access patterns
are deterministic and follow a specific code design, namely the Steiner System. We
analyze the problem under two signal models that involve different complexity for
the receiver. Firstly, a model which treats collisions as destructive, i.e. only those K’
among K transmissions that do not contain interference can be used and combined.
Second, where receiver is capable of utilizing all K replicas and applies maximum
ratio combining (MRC) treating interference as noise. Furthermore, in both cases we
investigate the receiver with and without successive interference cancellation (SIC)
capabilities. As one of the main contributions of this work, we develop useful approx-
imations and bounds for the outage probabilities in the aforementioned scenarios that
match very closely the simulation results. We also show that deterministic patterns
have the potential to significantly outperform fully random selection, both in terms
of raw performance and by simplifying the system design.

Keywords— grant-free, radio resource management, uplink, ultra reliable
low latency communication (URLLC)

1 Introduction

The latest generation of wireless systems, 5G networks, are becoming more
and more widely adopted [1], while the researchers and the industry already
plan their next steps by laying ground for technologies that will come next [2].
Importantly, the shift to 5G and beyond is not just about the need for higher
data rates, but is driven by a new types of use cases and applications for
which the support is required from the network. Among those, particularly
relevant and, simultaneously, challenging are the use cases that fall under
the category of ultra-reliable low-latency communications (URLLC). These
are characterized by especially stringent end-to-end (E2E) latency constraints
(between 0.5− 2 ms) and reliability (i.e. the probability of successful delivery
of a packet) of 99.999% [3]. Among the most prominent URLLC applications
are those that involve tactile interaction, intelligent transport and factory au-
tomation [3, 4].

The primary challenge in designing ultra-reliable systems with stringent
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latency constraints is to not overly compromise their spectral efficiency in the
process [5]. This is particularly difficult to achieve in the uplink, which in
traditional networks is centrally managed by the base station (BS) and relies
on either explicit grants (more efficient but with high latency due to excessive
signalling) or pre-allocation of resources (low latency but inefficient when the
traffic is intermittent). As such, in order to fulfill the demanding latency and
reliability targets, new uplink access protocols and modes of operation have
to be devised for 5G and beyond.

One way to tackle the problem is to rely on random access based commu-
nication. Within that family, perhaps the most well-known approach is the
grant-free access [6], in which user equipments (UEs) are allowed to transmit
without prior, explicit scheduling. Instead, a certain portion of bandwidth is
delineated and provided to a group of users who can use it whenever they
have data to send. The benefit of that is significant reduction in the signalling
overhead and connected with it latency. As a matter of fact, scheduling con-
tributes the most to the E2E delay making it the main bottleneck when de-
signing URLLC systems [7]. However, it should be noted, that grant-free as
a solution is particularly suitable for and motivated by traffic that is rela-
tively infrequent and irregular [8]. Due to the sharing of the resources and
lack of coordination it is inherently less reliable than its grant-based counter-
parts and without explicit control from the BS, the uplink signals of URLLC
users are prone to collisions and interference. Clearly, to compensate for that,
additional mechanisms which will improve the reliability are needed.

The simplest and at the same time most effective solution is to introduce
redundancy through multiple transmissions [9]. This improves the reliabil-
ity in two ways. Firstly, by increasing the chance that at least some of the
replicas reach the BS uninterfered, and secondly, by providing diversity that
allows to combat the negative effects of the fading channel. The second tech-
nique builds upon the concept of multiple transmissions. Instead of letting
UEs select the resources from the pool completely at random, the idea is to
structure the transmissions of the individual users into access patterns. These
access patterns can be constructed in many ways and with different goals in
mind, but in general they aim to provide certain reliability guarantees [10].
The drawback of such solution is that their assignment requires some coor-
dination with the BS and signalling, which makes it less flexible than purely
random selection. However, this operation can be integrated into the reg-
istration procedure that each device has to perform anyway when it first
attaches to the BS or wakes up and re-synchronizes after being inactive for
a prolonged period. Furthermore, even in a fully random scheme the device
needs to be configured at least with the number of repetitions and portion of
bandwidth where the grant-free pool is located.

Lastly, on the receiver side, there is a possibility to implement successive
interference cancellation (SIC). With SIC, it is possible to iteratively decode
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signals by gradually removing the interference. Namely, in each round the
packets that were successfully decoded in the preceding rounds can be sub-
tracted (after proper equalization) from the received signal, thus improving
the signal-to-interference-plus-noise (SINR) of the remaining ones. This is a
powerful technique and especially relevant when dealing with traffic that is
non-orthogonal by design [11].

1.1 Related work

Fundamentally, the grant-free techniques descend from one of them most
well known concepts in the field of communication - slotted ALOHA [12].
Since its inception, many extensions have been proposed. One of them is the
Content Resolution Diversity Slotted ALOHA [11, 13], which utilizes multi-
ple transmissions (with the goal of achieving diversity) and the interference
cancellation. In [14], authors analyze a variant of this scheme - Irregular Rep-
etition Slotted ALOHA (IRSA) in which the number of repetitions is not fixed,
but follows a certain discrete distribution. Furthermore, in [15] the analysis
is extended to the Rayleigh fading channel and optimization of the repetition
degree is presented. Another extension coined Coded Slotted ALOHA [16]
involves transmitting different coded version of the packet (redundancy ver-
sions) rather than exact replicas, which allows to achieve better granularity
in terms of transmission rate. In [17] the author analyzes the throughput of
CSA in a multichannel Rayleigh fading scenario.

In the above works, the primary focus is on the maximization of spectral
efficiency of the systems rather than achieving high reliability. The grant-free
access methods as envisioned for 5G and designed specifically for URLLC
have been thoroughly researched in [18]. In its thesis, author investigates dif-
ferent repetition and retransmission schemes in realistic scenarios based on
detailed system level simulator. In [19], authors focus on the combinatorial
aspects of the repetition-based 5G grant-free scheme, namely its probability
of collisions, and evaluate achievable reliability and latency levels as a func-
tion of the number of UEs, amount of pre-allocated resources and number
of replicas. Comparison to other schemes has been shown in [20], where au-
thors jointly evaluate repetition coding, its proactive version (where the UEs
have the possibility of early termination), and the more traditional Hybrid
Automatic Repeat Request (HARQ) based on feedback and retransmissions.
Most recently, in [21] the author extends the idea of repetition-based schemes
towards network coding, making it better suited for scenarios where devices
have more than one packet to transmit at a time. A different approach is
considered in [22], where the resources are first assigned to a group of users
based on sensing, and then between themselves UEs avoid the collisions by
signalling transmission announcements.

In addition to fully random grant-free transmission schemes, some au-
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thors have investigated the access based on pre-allocated patterns and their
optimal design. In [23], which is one of the earliest works, the pattern con-
struction is based on combinatorial design. However, authors do not con-
sider SIC and treat all the collisions as destructive. More recently, the designs
oriented towards interference cancellation have been considered in [24] [25]
and [26]. In [24] the patterns belong to the class of (≤ M, 1, n)-locally thin
codes, in [25] are based on the (t, K, M) Steiner Systems, while in [26] authors
use LDPC codes. The idea to use deterministic access patterns also appeared
in [27], where they are used in conjunction with multiple antenna processing
at the BS. Furthermore, the channel resources are divided into high and low
contention parts over which power optimization is additionally considered.
Differently from the aforementioned, in [28] the patterns, are applied on the
symbol-level rather than over slots.

1.2 Contributions

In this work we study the grant-free multiple access in which users apply ac-
cess patterns, i.e. sequences consisting of multiple redundant transmissions,
to achieve ultra-reliable communication. The framework involves a shared
pool of resources - a short, periodic frame composed of limited number of
slots, that makes our contribution relevant in scenarios with tight latency
constrains, especially URLLC. We focus on the comparison between fully
random selection of slots and a case of pre-assigned, deterministic patterns
that are inspired by a specific code construction, known as the Steiner system.
The latter is chosen due to its desirable properties, namely its construction
ensures that two patterns can share at most t − 1 slots, where t is a design
parameter. In other words, it provides guarantees in terms of the amount of
collisions/interference.

As a main contribution we provide a thorough analysis of the grant-free
access based system in terms of its outage probability performance and spec-
tral efficiency. In our analysis we consider two different signal models. One,
resembling a traditional ALOHA system, where collisions are destructive, i.e.
only the slots that contain a transmission of a single device can be used. Un-
like in traditional ALOHA however, we allow the receiver to combine mul-
tiple collision-free replicas from a given user. In the second model, receiver
is capable of utilizing all transmissions and performs their maximum ratio
combining (MRC) accounting for different SINRs. Furthermore, for each of
the two signal models we consider two subcases: with and without SIC at the
receiver. In all of the aforementioned configurations access patterns given by
a Steiner system exhibit clear gains over their fully random counterparts.
Furthermore, their regular structure simplifies the overall system design. As
such, we believe that Steiner systems make for a compelling solution in the
design of grant-free access.
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A particularly important contribution are the approximations and bounds
developed for the collision model with SIC and Full MRC without SIC -
two considerably non-trivial cases! The developed expressions match very
closely the extensive simulation results obtained with Monte Carlo methods.
The approximations are especially valuable in the context of URLLC, where
relying on simulations alone is often not feasible due to the sheer number
of samples required. To the best of the authors knowledge, these results are
novel and have not been reported before.

This work extends our prior contribution [25] in several meaningful ways.
Firstly, we provide an in-depth analysis and develop approximations and
bounds that go well beyond the results reported earlier. We also present for-
mal proofs of the combinatorial results in [25] that treat the distribution of
the number of collision-free slots and number of interferers, and which were
omitted due to space constraints. Secondly, we extend the scenario by consid-
ering receiver with SIC capabilities. We also broaden the scope by considering
other Steiner systems with different parameters (frame length and number of
repetitions). Lastly, we discuss the limitations of access methods based on
Random selection highlighting issues with their practical implementation.

The rest of the paper is organized as follows. We start by introducing the
system and signal model in Section 2. In Section 3 we introduce the two types
of access patterns and discuss their properties. Then, in Section 4 we consider
different receiver processing techniques and provide their thorough analysis
in the context of the access patterns from Section 3. This is complemented
by both analytical results and corresponding simulations. In Section 5, we
discuss the deficiencies of the Random selection approach and the challenges
wrt. its practical implementation. In Section 6 we compare different Steiner
Systems using the analytical results derived earlier. Lastly, in Section 7 we
offer final conclusions that close the paper.

2 System model

We consider a communication system with a single base station (BS) serving
a population of N intermittently active users (UEs) transmitting in the uplink.
The access channel is composed of periodic frames, which are further broken
down into M access opportunities otherwise known as slots1. We assume
that UEs are independently activated in a frame with probability b, such
that the total number of active devices U follows a binomial distribution
fbin(u; b, N) = (N

u )b
u(1 − b)N−u. Whenever active, a user selects K out of M

slots in a frame and uses them to transmit its packet, thus employing a form

1Although in Fig. D.1 the slots seem to be arranged in time, this is not a requirement. The slots
can also represent different frequencies/groups of frequencies (subcarriers) or be 2-dimensional
constructs (similar to Resource Blocks in LTE/5G).
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Fig. D.1: Example of the uplink access scenario with K = 3 multiple transmissions over a frame
of M = 7 slots. There are N = 4 UEs out of which U = 3 happen to be active. Their transmissions
cause collisions in slots 3 and 6.

of K-repetition coding. It is further assumed that all UEs transmit with the
same rate R measured in bits per channel use (c.u.). The described model
is visualized in the example in Fig. D.1. In general M is determined by the
allowed latency, while K is a design parameter that depends on the number
of users N and the activation probability b.

In this work we consider a Rayleigh block fading channel, where the re-
alizations of channel coefficients are independent across slots and UEs. At
the receiver, the baseband representation of the channel output in a frame2 is
modeled as

y = Hx + w (D.1)

= G ◦ (VAP)x + w ∈ CM×1 (D.2)

where x ∈ CN×1 is the vector of complex modulated symbols transmitted

by users such that E
[
|xn|2

]
= 1, w ∈ CM×1 is the additive white Gaussian

noise (AWGN) with zero mean and variance σ2 and H ∈ CM×N are the chan-
nel gains between the N users and the base station in each of the M slots.
In (D.2), ◦ denotes entry-wise (Hadamard) product. The channel gains H
can be represented as a product of G ∈ CM×N - which is zero-mean, unit-
variance, circularly-symmetric complex Gaussian (ZMCSCG) and models the
underlying uncorrelated Rayleigh flat fading channel, V ∈ {0, 1}M×N - ma-
trix representing the access patterns of all users such that Vm,n = 1 if user

2We assume that the transmissions within a single frame are self contained and independent,
i.e., UEs are not supposed to transmit their packets over multiple frames as that would violate
the implicit latency constraint. Consequently, there is no need to introduce additional index to
denote the frame number in the signal model.
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n is assigned to slot m, A ∈ {0, 1}N×N - the diagonal matrix designating

which users are active in a frame and P = diag
(
(P1)

1/2, . . . , (PN)
1/2
)

which
is a diagonal matrix of square roots of average powers, i.e. signal amplitudes
applied by UEs3.

In the remainder of this work we assume that all active UEs use the same
power Px. Consequently, we can define the average received SNR

θ =
Px

σ2 . (D.3)

For a given user n, the choice of the slots which are used for transmission,
i.e. the set of indices {j : Vj,n = 1} constitute what we call an access pattern.
The matrix of slot selections V may be fixed, such that UEs follow access
patterns that were pre-assigned to them, or it may be random. Furthermore,
since each UE uses only K among M available slots we have that ∑M

m=1 Vm,n =
K.

3 Access Patterns: Random vs. Deterministic

In this section we introduce, and later on compare, two access methods that
could be employed by the devices which try to communicate over a shared
pool of resources (i.e., slots). In the following we describe one which relies
on random selection, and one in which users have pre-assigned, deterministic
access patterns.

3.1 Random selection

We start with an approach in which users transmit their K packet repli-
cas over the M available slots by selecting slots uniformly at random. We
are interested in determining the probability of having a certain number of
interference-free slots, i.e. replicas which do not experience collisions with
other UEs’ replicas.

Consider a frame in which U ≥ 1 out of a population of N users is active
and, without loss of generality, focus on a single, arbitrary user u.

Lemma 1. From the point of view of a user u, the probability that the remaining
U − 1 users do not cause collisions to exactly K′ out of K of its replicas (collision-free

3Note that a distance-dependent path loss term is absent in the signal model. Throughout
this work we assume that UEs know the long-term statistics of the channel and based on that
compensate for path loss accordingly. If we were to denote by dn the path loss of user n, then
the actual transmit power would be dnPn such that Pn represents the average received power.
Due to this compensation and for the sake of simplicity, we decide to omit the path loss term
altogether.
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(CF)) when using random patterns (R) is given by

pCF,R(K′|U) =

(
K
K′

) K−K′

∑
n=0

(−1)nanVn, (D.4)

where an = (K−K′
n ) and Vn =

(
(M−K′−n

K )/(M
K )
)U−1

.

The proof of Lemma 1 can be found in Appendix B.
Another relevant metric when considering such a contention-based access

and which may have an impact on the decoding is the distribution of the
number of interferers L in a given slot in which the reference user is active.
Since users are free to select any of the (M

K ) possible sequences and do so
independently from each other (with replacement) we have that L ∈ [0, U − 1]
and

pI,R(L|U) =
(M−1

K )
U−1−L

(M−1
K−1 )

L
(U−1

L )

(M
K )

U−1 . (D.5)

3.2 Deterministic patterns

Another approach to the contention-based access over a shared pool of re-
sources is the one in which UEs have fixed, pre-assigned access patterns.
Such a solution is less flexible, as it requires coordination with the BS, who
is responsible for assigning them, however it has the potential to greatly im-
prove the overall reliability of the system. Typically, a pattern would be
assigned when the device registers with the BS for the first time or wakes up
and re-synchronizes after being in power-efficient mode. They can be also
periodically updated. This is the case, for example, when the user popula-
tion size changes and the resource pool needs to be adjusted; however such
updates will occur relatively infrequently compared to the duration of the
frame.

In this work we choose to focus on the patterns that are given by a specific
block design known as Steiner system. A Steiner system S(t, K, M) can be
considered as a M-dimensional constant-weight code, where each codeword
has K ones, and for any two codewords si, sj ∈ S(t, K, M), si ̸= sj, we have
d(si, sj) ≥ 2K − 2(t − 1), where d(·, ·) is the Hamming distance. In other
words, two codewords (transmission patterns) can collide on at most t − 1
positions.

For fixed K and M, the lower the t, the smaller the codebook size and thus
the number of supportable users. Specifically, we have that C= |S(t, K, M)| =
(M

t )/(
K
t ). Since in this work our focus is on URLLC applications, we limit our

considerations to the case t = 2 as it provides high reliability and the support
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for a massive number of devices in not required4.
Another property of the Steiner system is that its structure guarantees

that the number of overlapping users in any given slot is at most D =
(M−1

t−1 )/(
K−1
t−1 ), i.e. there are exactly D access patterns which include a certain

slot, so even in the worst case scenario when all of them are active there are
at most D mutually interfering users. As we will elaborate later on, this is an
important feature, as it allows to dedicate just the right amount of resources
for the pilot sequences and ensure that no pilot collisions occur.

Analogously to the Random selection, we have the following results for
the Steiner system.

Lemma 2. With devices employing access patterns from a S(t, K, M) Steiner sys-
tem, the probability that an arbitrary user has K′ out of K collision-free slots is

pCF,S(K′|U) =

(
K

K − K′

) K−K′

∑
n=0

(−1)nanWn (D.6)

where Wn = ((C−1)−(D−1)(n+K′)
U−1 )/(C−1

U−1).

The proof of the above Lemma is provided in Appendix C.
In terms of the number of interferers L, the situation is much more stra-

ightforward. In a slot in which an arbitrary user is active, there are only D− 1
other patterns that could cause a collision and the selection is done without
replacement due to the unique preassignment. Hence, it is the probability
that L out of U − 1 devices select one of them while the rest of the devices
select any of the remaining C − D patterns:

pI,S(L|U) =
(D−1

L )( C−D
U−1−L)

(C−1
U−1)

. (D.7)

In Fig. D.2 we compare a S(2, 4, 25) Steiner system (solid line) and a corre-
sponding Random selection (dashed) with the same frame length and num-
ber of repetitions.

In terms of the number of collision-free slots K′ shown in Fig. D.2(a), the
main conclusion is that Steiner system reduces the probability of having the
best (K′ = K) and worst (K′ = 0) outcome, while increasing the probability
of having ’good’ outcomes such as K′ = K − 1, K′ = K − 2. The ability to
avoid the worst case scenarios is particularly important as the probability of
K′ = 0 is tied to the performance floor. Clearly, when all replicas are subject to
collisions, increasing SNR is not effective and without a single packet that can
be decoded, SIC cannot be applied. In that regard, the structure of the Steiner
code becomes a disadvantage as the traffic intensity increases. However, as

4Technically, the highest reliability is provided when t = 1, however such case is trivial as it
corresponds to the fully orthogonal allocation of resources.
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will become evident later, in most cases ultra-reliability cannot be achieved
if the traffic intensity is too high, regardless if the access scheme is based
on Steiner system or Random selection. As such, we note that the region
of interest is primarily low and medium traffic intensity, where the average
number of activated users bN < M

2 .
In Fig. D.2(b) and Fig. D.2(c) we compare the probability distribution of

the number of interferers L, which has an impact on the SINR in the slots
where collisions occur, as well as the utility of the SIC procedure. In other
words, having more interferers makes it less likely that all of them can be
removed. Once again, the Steiner system ensures that within the traffic in-
tensities of interest, ’good’ outcomes such as L = 0, 1, 2 are more likely, while
really congested slots are rare. In fact, by inspecting Fig. D.2(c) one can see
that unless bN = 20 or higher, the cdf of L for the Steiner system is strictly
above that of the Random selection. Furthermore, as already mentioned, with
Steiner system the number of interferers is strictly limited to D − 1, which in
this case is 7.

4 Receiver Processing

In this section we analyze different modes and processing techniques em-
ployed at the receiver. The metric on which we are focusing is outage proba-
bility, as it is particularly relevant for URLLC use cases. We define it as

pouti = Pr {R > log2 (1 + SINRi)} (D.8)

where R is the transmission rate in bits per channel use at which the packet is
encoded and SINRi denotes the final, post-processing signal-to-interference-
plus-noise ratio of user i’s packet. The exact definition and the means of
computing it depend on the chosen scenario, which are the subject of the
following subsections.

4.1 Collision model

We start with a simple model that entails a less computation-intensive pro-
cessing method at the receiver. In the collision model, collisions are assumed
to be destructive, so only the slots containing a transmission of a single de-
vice are considered. When the slot m is interference free with only user i
transmitting, the received complex baseband signal in (D.2) simplifies to

ym =
√

Pxgm,ixi + wm (D.9)

and the SNR of that signal is ρm,i =
Px |gm,i |2

σ2 = θ|gm,i|2. Since channel co-
efficients are Rayleigh distributed r.v.’s, the SNR of each packet follows ex-
ponential distribution fexp(ρ; θ) = 1

θ e−
ρ
θ . As each device transmits K times,
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Fig. D.2: Comparison of the Steiner system (solid line) and Random selection (dotted) with
K = 4 and M = 25 in terms of their distributions of interference free slots K′ and number of
interferers L. In the first two subfigures, the x-axis represents the mean traffic intensity bN. The
third subfigure is a CDF of L.
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there might be up to K′ ≤ K collision-free replicas, the probability of which is
given by (D.4) and (D.6), and it is possible to combine the signals to improve
the overall SNR. Denote by Ji the set of indices corresponding to the unin-
terfered transmissions of device i. Using maximum ratio combining (MRC),
we obtain

∑
j∈Ji

g∗j,iyj =
√

Pxxi ∑
j∈Ji

|gj,i|2 + ∑
j∈Ji

g∗j,iwj (D.10)

that yields the SNR ρi = θ ∑j∈Ji
|gj,i|2. As a sum of exponentially distributed

r.v.’s, the total SNR after combining, conditioned on K′, has a gamma distri-
bution fgam(ρ; K′, θ) = 1

Γ(K′)θK′ ρK′−1e−
ρ
θ .

As follows from (D.8), the decoding is unsuccessful whenever ρi < 2R − 1,
hence

pout(R, θ, U) = pCF(0|U) +
K

∑
K′=1

Fgam(2R − 1; K′, θ)pCF(K′|U) (D.11)

where pCF(·|U) is given by either (D.4) or (D.6), depending on whether ran-
dom or Steiner patterns are used, respectively. The equation can be further
marginalized over U to account for the specific activation process.

In Fig. D.3 we present the results based on (D.11) that show the perfor-
mance of deterministic patterns based on Steiner system, and random se-
lection. The parameters chosen are: M = 25 slots, K = 4 repetitions and
N = C = 50 users. The activation probabilities are b = [0.02, 0.04, 0.1, 0.2] that
translate to the mean number of active devices in a frame equal to [1, 2, 5, 10]
respectively. The transmission rate is R = 2 bit

c.u. . It becomes clear, that the
properties of the Steiner system which were described in the previous sec-
tion lead to tangible gains in terms of outage probability (up to an order of
magnitude lower than Random selection). Nevertheless, even with the traf-
fic intensity as low as 1 UE per frame, ultra-reliability is unattainable unless
more sophisticated processing is applied.

4.2 Collision model with successive interference cancellation

A natural extension to the model put forward in the previous subsection is
to introduce successive interference cancellation (SIC). SIC involves remov-
ing from the received signal the packets which were successfully decoded,
including all of their K replicas. This has the potential to greatly improve
the performance, as it allows to remove the interference from the slots where
collisions occurred and make them usable in the subsequent iterations of the
decoding process.

A rigorous analysis of the models involving SIC is known to be inherently
difficult [16] and the exact analytical results typically do not exist except for
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Fig. D.3: Outage probability performance of the system employing random and deterministic
patterns as a function of the average received SNR for different mean number of active devices
bN.

asymptotic cases and some simple special cases. Due to the multitude of
possible configurations of the selected transmit patterns and different depen-
dencies they create, the problem becomes intractable already when U > 4.
This motivates us to look for approximate results. In the presented approach
we consider the first few rounds of SIC. In each, we condition on the number
of decoded users in the preceding rounds. Due to the unique structure of the
Steiner system, which ensures that active users cover the frame uniformly, it
is possible to simplify some of the steps by using averages. Indeed, rather
than having to sum/integrate over possible outcomes of many variables, we
can work with the averages in terms of the number of collision-free slots, the
combined SNR, etc. This is in contrast to Random selection, where the cover-
ing is uniform with high probability only when there are many active users,
while for low U their replicas can be quite concentrated. Consequently, our
approach is suitable only for Steiner systems and will not provide a good
approximation if the patterns follow a Random selection.

Similarly as before, the analysis will be performed from a point of view
of an arbitrary user. First, consider the case that l1 = 1, . . . , U − 1 − S
users are decoded in the first iteration of SIC. Here, S denotes the num-
ber of users who for some reason are excluded from the procedure and
cannot be cancelled (this will be explained in detail later on). If we treat
all the U − 1 − S users independently, each with a probability of outage
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pout(R, θ, U)) given by (D.11), the distribution of l1 can be approximated5

as binomial fbin(l1; U − 1 − S, 1 − pout(R, θ, U)). For the remaining users that
were not successful in the first round of SIC, it is important to account for
the fact that they nevertheless accumulated some of the power already. Since
they failed, their SNRs, given K′, are drawn from a truncated gamma distri-

bution fgam(ρ;K′ ,θ)
Fgam(2R−1;K′ ,θ) . By taking its mean and marginalizing over K′, we can

determine the mean residual SNR, i.e. the amount of signal power that is
missing before the packet can be decoded:

ρres =
K

∑
K′=0

2R − 1 − θ
γ
(

2R−1
θ , K′ + 1

)
γ
(

2R−1
θ , K′

)
 pCF(K′|U) (D.12)

where γ(s, x) =
∫ x

0 ts−1e−tdt is a lower incomplete gamma function. Further-
more, let us also define an expected number of collision-free slots per user,
which is simply K̂(U) = ∑K

K′=0 K′pCF(K′|U). Since all the collision-free slots
from the first round have been already taken into account, we are only in-
terested in the new ones that were released after cancelling the l1 successful
users. On average, there will be K̂(U)− K̂(U − l1) new slots, so the probabil-
ity of decoding a packet in the second round of SIC is

pout,2(l1) = Fgam

(
ρres; K̂(U)− K̂(U − l1), θ

)
(D.13)

Similarly, we then consider the number of additional messages that can be
decoded in the second iteration l2 = 0, 1, ...U − 1 − S − l1 which is given
by fbin (l2; U − 1 − S − l1, 1 − pout,2(l1)). We halt this procedure at the third
iteration. At this point the device in focus observes the system with U − l1 −
l2 devices (including itself), however, since there was no attempt to decode
its packet yet, it is subject to pout(R, θ, U − l1 − l2). By marginalizing over l1
and l2, the outage probability conditioned on S is then

pout,SIC(R, U|S)

= pout(R, θ, U)U−S +
U−1−S

∑
l1=1

fbin
(
l1; U − 1 − S, 1 − pout(R, θ, U)

)
×

U−1−S−l1

∑
l2=0

fbin
(
l2; U − 1 − S − l1, 1 − pout,2(l1)

)
pout(R, θ, U − l1 − l2)

(D.14)
where the first term corresponds to the case in which all users fail and SIC
cannot proceed.

5Note that in general the decoding events are not independent. Eq. (D.11) is a weighted mean
of all realizations of K′, however it is not possible to have a situation with 2 active users where
K′

1 ̸= K′
2.
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The expression (D.14) with S = 0 approximates very well the simulation
results when the number of active devices U is low. This depends on the
specific Steiner system, but typically it means no more than 7. As U grows,
the approximation and simulations start to diverge in the high SNR regime,
with the latter exhibiting plateauing. The reason is due to the existence of
stopping sets [29]. It is easy to imagine a situation where the access patterns
overlap in such a way that there are no collision-free slots and consequently
SIC cannot be applied. Formally, a stopping set s(n) of order n is a subset
of n patterns such that in every slot there is either 0, or ≥ 2 users; that is,
the decoding cannot proceed as there is no slot with a single transmission
only. Furthermore, let us denote by T(n) the set of all stopping sets of order
n for a given Steiner system and by |T(n)| its cardinality6. In order to take
into account stopping sets and augment the expression (D.14), we need to
consider three cases. If there is a stopping set of certain order n, then with
probability n/U the user in focus is its member and cannot be decoded.
Conversely, with probability 1− n/U the user is not involved in that stopping
set and decoding is possible, however SIC is impaired since there are S = n
noncancelable users. Otherwise, if there are no stopping sets then S = 0 and
there are no limitations on SIC.

Ultimately, we have the following approximate expression for the outage
probability with SIC:

pout,SIC(R, U) = ∑
n∈N

q1(n|U)

(
n
U

+
U − n

U
pout,SIC(R, U|n)

)

+ pout,SIC(R, U|0)
(

1 − ∑
n∈N

q1(n|U)

) (D.15)

where summation is over N = {n : T(n) ̸= ∅} and q1(n|U) ≈ fbin
(
1; (U

n),
|T(n) |
(C

n)

)
is the probability that there is a stopping set of order n among U active
users. We note that this is an approximation, because the (U

n) tuples are not
independent. Additionally, we would like to bring to the reader’s attention
the fact that we are interested in “exactly one” stopping set of a given order
and not “at least one”. The reason is that stopping sets are closed under
union, so their combination produces another stopping set of a higher order
[29]. As such, by summing over n we would count some of the stopping sets
multiple times.

Perhaps the most important, however, is that in (D.15) it is not neces-
sary to sum over whole N to obtain a good approximation. In practice, per-
formance is impacted primarily by the stopping sets of the lowest existing

6While it would be more precise to write T(n)
S(t,K,M)

, for brevity we decide to drop the subscript

S(t,K,M) (as we similarly do in the case of quantities C and D). In this paper we always consider
a single Steiner system at a time so this should not lead to any confusion.
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Fig. D.4: Comparison of the simulation results involving the exact procedure and the proposed
approximation

order, which we denote by n′. They are decisive for two reasons. For a
given Steiner system, the outage probability cannot be made arbitrarily low
regardless of the SNR whenever U ≥ n′. Secondly, simulations show that
for i < j, q1(i|U) > q1(j|U) and the difference can reach several orders of
magnitude, making q1(n′|U) dominant overall. This is fortunate, since find-
ing T(n) requires an exhaustive search, which for high n becomes prohibitive.
Consequently, when generating results, for each Steiner system we use only
the stopping sets of the lowest existing order n′, and n′ + 1 whenever T(n′+1)

is not empty (if T(n′+1) = ∅, T(n′) is sufficient).
In Fig. D.4 we plot the outage probability as given by the proposed ap-

proximation (dashed lines) and compare it to the results of the corresponding
simulations in which the full procedure is implemented (markers). The de-
rived approximations prove to be very close to the exact results across the
whole SNR range and different traffic intensities. The improvement com-
pared to a system without SIC (cf. Fig. D.3) is significant and allows to
achieve ultra reliability at much lower SNRs. Particularly important is the
fact that Random selection exhibits a performance floor even when the mean
traffic intensity is as low as 1 user/frame. This is a consequence of the stop-
ping sets, which in a Random selection can occur already with two users
if they select exactly the same pattern. This has been discussed also in [10].
Conversely, in a Steiner system the number of collisions between two patterns
is strictly limited, hence there are no stopping sets as long as the number of
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active users is sufficiently small. It is easy to show that with a maximum of
t − 1 collisions and K repetitions at least

n′ ≥
⌈

K
t − 1

⌉
+ 1 (D.16)

users need to be active for the stopping set to occur. In practice, for some
Steiner systems that number is even higher, e.g. in the used S(2, 4, 25) no
subset of size < 7 exist that would form a stopping set. Those issues as well
as the results for other systems are further discussed in Section 6.

4.3 Model with Full Maximum Ratio Combining (MRC)

In the following we will consider a more involved model, in which the re-
ceiver is capable of using the totality of all the replicas (including those expe-
riencing interference) and combines them using maximum ratio combining
(MRC).

Without loss of generality, let us consider an arbitrary active user i and
one of its transmissions j ∈ {m : Vm,i = 1}. The SINR of this signal

ρj,i =
Px|gj,i|2

∑k∈{1,...,N}\{i} Vj,k Ak,kPx|gj,k|2 + σ2 (D.17)

is a random variable. Assuming there are L interferers in slot j, i.e.
∑k∈{1,...,N}\{i} Vj,k Ak,k = L, we can denote this SINR as X

Y+1 , where X fol-
lows the exponential distribution fexp(x; θ) and Y the gamma distribution
fgam(y; L, θ). Hence,

P
(

X
Y + 1

> z
)
=
∫ ∞

0

(∫ ∞

(y+1)z

1
θ

e−
x
θ dx
)

1
Γ(L)θL yL−1e−

y
θ dy

=
1

Γ(L)θL

∫ ∞

0
yL−1e−

y
θ · −e−

x
θ

∣∣∣∞
(y+1)z

dy

=
1

Γ(L)θL

∫ ∞

0
yL−1e−

y
θ e−

(y+1)z
θ dy

=
e−

z
θ

Γ(L)θL

∫ ∞

0
yL−1e−

y(z+1)
θ dy

=
e−

z
θ

Γ(L)θL · (L − 1)!θL

(z + 1)L =
e−

z
θ

(z + 1)L

(D.18)

where the last integral can be computed by integrating it by parts L− 1 times.

Finally, by taking the derivative of 1 − P
(

X
Y+1 > z

)
we obtain the pdf of the

SINR given L interferers:

fSINR(z; θ|L) = e−
z
θ (θL + z + 1)
θ(z + 1)L+1 (D.19)
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and it can be seen that for a special case of L = 0 the expression reduces to a
simple exponential distribution.

It would be tempting to consider the final SINR as a sum of K indepen-
dent RV’s where SINR from a single slot is a mixture of fSINR(z; θ|L)pI(L|U)
for L = 0, . . . , U − 1. However, such a naïve approach does not provide
a good approximation (especially when applied to the patterns from Steiner
system) as it significantly underestimates the contribution of the interference-
free slots, which contribute the most to the combined power7. Instead, let us
first condition on the number of interference-free slots K′ (given by (D.4),
(D.6)). Notice, however, that fixing K′ has an implications for the distribution
of interferers in the remaining slots. Namely, by fixing K′ we implicitly re-
duce the number of available patterns (in case of Steiner system) or slots (in
case of random selection). Hence, we introduce the modified version of the
expressions (D.5), (D.7):

pI,R(L|K′, U) =
(M−1−K′

K )
U−1−L

(M−1−K′
K−1 )

L
(U−1

L )

(M−K′
K )

U−1 (D.20)

pI,S(L|K′, U) =
(D−1

L )(C−1−(D−1)(K′+1)
U−1−L )

(C−1−(D−1)K′

U−1 )
. (D.21)

Secondly, if the slot contains interference, then by definition L > 0 so the
case L = 0 has to be excluded and the distribution re-normalized. Taking all
this into account, the distribution of the SINR in the interfered slot becomes

f I−SINR
(
z; θ|U, K′) = U−1

∑
L=1

fSINR(z; θ|L) pI(L|K′, U)

1 − pI(0|K′, U)
. (D.22)

In order to obtain the distribution of the total SINR, we combine the above
with the contribution from K′ interference-free slots and marginalize:

ftot,SINR
(
z; θ|U

)
=

K

∑
K′=0

pCF(K′|U) fgam(z; K′, θ) ∗ f I−SINR(z; θ|U, K′)∗(K−K′)

(D.23)

where f ∗n def
= f ∗ · · · ∗ f︸ ︷︷ ︸

n

and f ∗0 = δ, with δ denoting the Dirac delta distri-

bution. Similarly, we set fgam(z; 0, θ) = δ to keep the above expression (D.23)

7To see why, consider two users employing patterns from the Steiner system. For a given slot,
there is a certain probability of collision, which means that by treating them independently we
include cases with 1, . . . , t − 1, . . . , K collisions. Meanwhile, Steiner system guarantees that two
users will share at most t − 1 slots.
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compact. Finally, we have that

pout,cap(R, θ, U) =
K

∑
K′=0

pCF(K′|U)

× Fgam(z; K′, θ) ∗ f I−SINR(z; θ|U, K′)∗(K−K′)
∣∣∣z=2R−1

(D.24)

While not excessively complex, evaluation of (D.24) requires (K − 1)(K +
2)/2 numerical integrations. This is not an issue for the values of K consid-
ered in this work, however to address this we provide in Appendix A an even
simpler approximation that avoids the convolutions altogether.

In Fig. D.5(a) we present joint comparison of the simulation results and
developed approximations. Once again, we consider the performance of the
Steiner system and Random selection across the range of received SNRs and
traffic intensities. The results from simulations, which implement the exact
procedure, are given with markers. Solid and dashed lines (Steiner and Ran-
dom respectively) correspond to the approximation based on eq. (D.24) (Ap-
prox. 1). Similarly, dotted and dash-dotted lines (Approx. 2) correspond to
the simpler approximation by gamma distribution discussed in the Appendix
A. Approx. 1 follows very closely the actual simulation results, however we
note that in case of Steiner system the deviation is slightly larger than for
Random selection. Albeit being simpler, the accuracy of Approx. 2 is not far
off, especially for lower traffic intensities bN, which are of primary interest
when ultra-reliability is considered.

For completeness, in Fig. D.5(b) we show the simulations results for the
Full MRC model that leverages SIC. The improvement over non-SIC (cf.
Fig. D.5(a)) processing is significant as the performance does not exhibit
plateauing and is capable of achieving ultra-reliability even for traffic inten-
sities as high as bN = 10. The superiority of Steiner system over Random
selection, especially for high SNRs, is diminished, however this aspect is fur-
ther discussed in Section 5.

5 System Design favors Steiner Sequences over
Random Selection

Until now, the implicit assumption was that perfect channel estimates have
been available. In reality channel estimates are never perfect, however, the
quality of estimation can be improved by making the pilot sequences longer
and/or investing in them more transmit power, as long as the pilot sequences
of transmitting users are kept orthogonal. Collisions in the pilot domain
are particularly problematic as they lead to pilot contamination and, conse-
quently, very poor channel estimates. Typically, that means proper equal-
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Fig. D.5: Outage probability in the Full MRC model (a) without SIC and (b) with SIC.
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ization is not possible and the packet replicas involved in the collision are
unusable i.e. cannot be combined with others through MRC or removed
with SIC8. This is a significant challenge for random access schemes that rely
on fully random selection of access patterns. Since any user can be active in
any slot, the only way to avoid pilot collisions, would be to assign a unique
orthogonal sequence to each of the N devices. In many cases, however, this
is not feasible or practical (e.g. with large population of intermittently active
devices similar to the scenario addressed in this work). Instead, a common
approach is to provide a pool of Q < N pilot sequences from which users
pick one at random every time they become active and accept, that some
collisions will inevitably occur.

In that case, it is possible to provide a reasonable lower bound for the
model utilizing SIC as θ → ∞. Let us again focus on an arbitrary user u and
one of its slots. We can distinguish two types of events. In the first case,
whenever one or more interferers select the same pilot sequence as the user
of interest u, the packet replica is lost. This is given by

p(I) =
U−1

∑
L=1

pI(L|U)

(
1 −

(
1 − 1

Q

)L
)

. (D.25)

The second type of event, is when user u’s pilots are intact, however there
are some pilot collisions among the interferers. The probability that the slot
is of this second kind is

p(II) =
U−1

∑
L=2

pI(L|U)

(
1 − ∏L−1

i=0 Q − i
QL −

(
1 −

(
1 − 1

Q

)L
))

. (D.26)

In that case, even if the packets of interfering users can be decoded based
on their other replicas, due to the lack of channel knowledge SIC cannot
be applied, so the SINR is limited to at most X

Y1+···+YL′+1 , where L′ is the
number of mutually colliding (in the pilot domain) interferers. For the lower
bound, we can fix L′ = 2 and as θ → ∞ the ’1’ in the denominator can be
dropped. Along with the fact that X, Y1, Y2 are exponentially distributed with
the same scale parameter θ, the SINR of user u’s replica follows a beta prime

distribution fBP(x; α, β) = xα−1(1+x)−α−β

B(α,β) with α = 1 and β = 2. Considering
there can be n = 0, . . . , K such replicas (with the remaining ones being of the
first type), the outage probability can be bounded by

pbound(R, U) = pK
(I) +

K

∑
n=1

(
K
n

)
pK−n
(I) pn

(II)FBP(2R − 1; n, 2) (D.27)

8Note that even if the packet can be decoded based on replicas from other slots, it cannot be
removed from the slots where pilot collisions occurred as the channel estimates are not available.
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where FBP(·; ·, ·) is the CDF of beta prime distribution and we leverage the
fact that sum of its n i.i.d variables is also beta-prime distributed, in this case,
with αn = n, βn = 2.

Unlike Random selection, the Steiner system guarantees that at most D
users can be active in any given slot. Furthermore, since each user has to
be assigned a specific access pattern for their packet replicas, it can be si-
multaneously instructed which pilot sequence to use in which slot, thus
eliminating any possibility of collisions with just Q = D orthogonal pilot
sequences. Recalling that in a Steiner system the number supportable users
is N = C = (M

t )/(
K
t ), while D = (M−1

t−1 )/(
K−1
t−1 ), we have that D = N K

M , i.e.
the number of pilot sequences required to ensure no collisions is reduced by
a factor K/M compared to the Random selection.

Another caveat is that, clearly, the receiver must know where each replica
of each user is located in order to perform combining through MRC. Because
with the Steiner system there is an association between pilot sequences and
user IDs, observing a certain pilot sequence in a given slot automatically indi-
cates which user is active and where to look for its remaining replicas. This is
not the case when Random selection scheme is used so additional procedures
might be required. One possibility is to look for the correlation between sig-
nals in different slots and combine those with the highest correlation score.
However, such a solution is not perfect as it might miss some of the replicas
or introduce false positives. Furthermore, it entails exhaustive search and,
hence, high complexity. Alternatively, a unique ID that can be decoded inde-
pendently of the rest of the payload could be added to each packet or, each
slot could be preceded by an activity-indication phase. Clearly, the downside
of this solution is the introduction of overhead.

Lastly, we remark that MRC processing is impeded when using Random
selection. Note, that the SINR of the combined packet is equal to the sum of
the SINRs of its constituents only when the interference in each is uncorre-
lated. This will not be the case if a given user collides with another in more
than one slot. Whether the resulting SINR will be higher or lower than the
sum will depend on whether the interference adds destructively or construc-
tively. Interestingly, even though both are equally likely, the performance of
the SIC is ultimately impaired9. To circumvent that, a more computationally-

9Consider the case with two users colliding in more than one slot and let us establish a base-
line where the combined SINR is equal to the sum of SINRs in individual slots. As already
mentioned, in reality, the SINR after MRC will be lower (we can call it negative MRC) or higher
(positive MRC) than that baseline. Importantly, if the combining is negative(positive), it is neg-
ative(positive) for both users. Consider now 4 possible decoding outcomes than can happen
in the baseline scenario. If both users are successful, then positive MRC would have no effect.
Similarly, if only one of them succeeds but the other fails, positive MRC also wouldn’t change
anything since the successful user can be cancelled through SIC anyway. Only when both users
fail the positive MRC can make a difference - that is if it makes at least one of them decodable
and triggers SIC. Now let us consider negative MRC. When both users fail it has no effect. If
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Fig. D.6: Impact of pilot collisions and realistic MRC processing on Random selection scheme.
Although not shown here for the sake of readability, the performance of Steiner system matches,
and for low θ even exceeds, the perfect Random scheme.

heavy equalization method such as zero-forcing (ZF) or minimum mean
squared error (MMSE) would have to be used. Conversely, in a Steiner sys-
tem with t = 2 each user is guaranteed to collide with another at most once
so the interference is always uncorrelated.

In Fig. D.6 we demonstrate the impact of the above described issues.
The markers represent the performance of the idealized version of the Ran-
dom selection scheme and serve as a reference. The dotted lines show the
actual performance of MRC in the presence of correlated interference. The
dashed lines depict the scenario with finite pool of pilot sequences Q = 24
and the solid horizontal line is the corresponding lower bound as given by
(D.27). Lastly, dash-dotted curves take into account both detrimental factors.
The Fig. D.6 reveals that, in a more realistic setting, the performance of the
Random selection would be significantly impaired and cannot match that of
Steiner system (cf. Fig. D.5(b)).

there is one successful user, it can happen that negative MRC turns it into an undecodable one,
thus making SIC impossible. Similarly, if both users are successful, negative MRC could make
them both undecodable (in this case it is not enough to turn just one of them, as the SIC could
still be applied). In the end, even though negative and positive MRC are equally probable, if
the system uses SIC, the negative MRC has the potential to be dentrimental in three out of four
cases, while the latter can only help in one of them.
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Table D.1: Properties of Steiner Systems

C D T(n)

S(2, 5, 25) 30 6 |T(9)| = 1150

S(2, 5, 41) 82 10 |T(6)| = 41, |T(7)| = 0

S(2, 4, 25) 50 8 |T(7)| = 266, |T(8)| = 1827

S(2, 4, 28) 63 9 |T(5)| = 126, |T(6)| = 630

S(2, 4, 37) 111 12 |T(6)| = 37, |T(7)| = 0

S(2, 3, 25) 100 12 |T(4)| = 4, |T(5)| = 92

S(2, 3, 33) 176 16 |T(4)| = 429, |T(5)| = 77

S(2, 3, 39) 247 19 |T(4)| = 60, |T(5)| = 132

6 Performance Evaluation: Choice of Frame Pa-
rameters M and K

Lastly, we consider Steiner systems with different configurations of the frame
length M and number of repetitions K. In Table D.1 we provide the relevant
parameters for the systems used in this work, namely the number of patterns
C, maximum number of interferers per slot D, order of the smallest existing
stopping sets as well as their number. The patterns themselves can be found
in [30]. The objective is to determine the highest supported rate R for a given
traffic intensity bN and fixed mean SNR θ, that fulfills certain target reliability
ϵtar:

max R

s.t.
N

∑
u=0

fbin(u, b, N)pout(R, θ, u) ≤ ϵtar
(D.28)

Complementary to rate which is per UE, we define also the spectral efficiency
of the system given by bN · R/M. In the figures, the results are plotted as a
function of the absolute mean traffic intensity bN. We note that since N is
different for each Steiner System, so is the activation probability b. Further-
more, in order to jointly compare Steiner Systems with different number of
repetitions K, we decide to normalize their mean received SNRs. The ratio-
nale is that, with θ being the same in each case, the systems with higher K
would use proportionally more energy and thus have an advantage. Conse-
quently, we perform our evaluations by fixing θK = 25 dB. Lastly, as we are
considering ultra-reliability we set ϵtar = 10−5.

We focus on two cases a) the Full MRC model without SIC and b) the
collision model with SIC. The results are obtained based on the derived ap-
proximations (D.24) and (D.15) respectively which are applied to (D.28). To
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6. Performance Evaluation: Choice of Frame Parameters M and K

improve the readability of the figures, we do not show the results for Random
selection schemes in this section, noting that they are always strictly worse
than the corresponding Steiner system (cf. earlier discussions and Fig. D.3-
D.5).

We start with the rate R of the Full MRC model shown in Fig. D.7(a). As
expected, for a given mean number of active users, the larger the frame and
the number of repetitions, the higher the rate. Increasing the frame size de-
creases the chance of collisions, while increasing K makes the transmission
more robust and allows to harvest more diversity. The relationship, how-
ever, is not as straightforward when it comes to spectral efficiency shown in
Fig.D.7(b). For a given number of repetitions K, increasing the frame length
actually reduces the spectral efficiency, as the increase in rate is not enough to
offset the extra resources (cf. S(2, 5, 25) vs S(2, 5, 41) or S(2, 4, 25) vs S(2, 4, 28)
vs S(2, 4, 37)). Furthermore, even though higher K itself is generally benefi-
cial, the system with high M and K might be less spectrally efficient than the
one with lower parameters when bN is low (cf. S(2, 5, 41) vs S(2, 4, 25) or
S(2, 4, 28)).

To provide further insight, in Fig. D.7(b) we also mark the traffic intensity
bN beyond which orthogonal resource allocation becomes more spectrally
efficient than Steiner system. To find this value, first, we note that when
resources are orthogonal, the maximum rate does not depend on the traffic
intensity and is given by Rorth = log2(F−1

gam(ϵtar; K, θ) + 1), where F−1 is the
inverse CDF (quantile function). Since in a Steiner system the maximum
number of users is N = C, the equivalent orthogonal allocation requires a
frame of length Morth = CK. For the sake of readability, we plot the spectral
efficiency curve of the orthogonal system only for one representative case for
each K = 3, 4, 5 (dashed curve) and for the rest simply mark the point at
which bN · R/M intersects with bN · Rorth/Morth.

In Fig. D.8 the results corresponding to the collision model with SIC are
shown. There are several notable differences. First, the maximum rate does
not exhibit such a smooth degradation as in the Full MRC case. Instead, it
stays very high and close to its absolute maximum (i.e. log2(F−1

gam(ϵtar; K, θ) +
1) as in the orthogonal allocation) and then goes abruptly to 0 once it reaches
certain cut-off traffic intensity. The maximum supportable bN of a Steiner
system is a non-trivial function of the order and number of its stopping sets,
frame length M, and number of patterns C. While the general trend is pre-
served, i.e. higher K and M lead to higher rates, there are some exceptions.
Comparing S(2, 3, 25), S(2, 3, 33) and S(2, 3, 39), one can see that the case
with M = 33 actually performs the worst. This is tied to the particularly high
number of stopping sets (cf. Table D.1). On the other hand, S(2, 4, 37) can
sustain higher traffic intensity than S(2, 5, 41) despite shorter frame length.
In this case, the reason lies in the lower K and, consequently, higher number
of patterns (111 vs 82). Even though the order and number of stopping sets
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7. Conclusions

is similar, the probability of their occurrence is effectively lower in S(2, 4, 37).

7 Conclusions

In this work we have proposed and investigated the usage of deterministic
access patterns to provide ultra-reliable communication for a group of inter-
mittently active users sharing a pool of resources. The patterns, which are
a realization of the Steiner system, aim to control the number of collisions
and interference among users. This feature leads to significant gains in terms
of outage probability compared to an approach were the choice of channel
resources is fully random. In our evaluations we have considered two differ-
ent signal models - based on destructive collisions and Full MRC, and two
receiver processing techniques - with and without SIC. As the second main
contribution of this work, we have developed simple approximations for the
outage probability in a collision model with SIC and Full MRC model without
SIC that closely match the simulation results. Such approximations are par-
ticularly important in the context of ultra-reliable systems where the number
of required samples/simulations needed to properly assess the performance
is often infeasible.

A Appendix

A relatively good approximation for the expression (D.23) can be obtained by
first approximating (D.22) with a gamma distribution, i.e. finding
fgam(z; kK′ , αK′) ≈ f I−SINR

(
z; θ|U, K′). This can be done e.g. by solving the

following optimization problem to find the suitable coefficients:

arg min
kK′ , αK′

∫
A

[
f I−SINR

(
z; θ|U, K′)− fgam

(
z; kK′ , αK′

)]2 dz

s.t. kK′ > 0, αK′ > 0

(D.29)

where A = [0, 2R − 1], since we are interested in the outage probability and
hence concerned with a good fit only in that region. In Fig. D.9 we show as
an example the results of such fitting for the Random selection in the SINR
range [0, 22 − 1]. Goodness of fit tends to be the lowest for a medium number
of interferers which is also reflected in the final approximation in Fig. D.5(a),
as it becomes less tight the higher the traffic intensity bN.

Since the SINRs of individual interfered slots are i.i.d and for a given K′

each is now represented by a gamma distribution with parameters kK′ , αK′ ,
we have simply that

fgam(z; kK′ , αK′)∗(K−K′) = fgam(z; (K − K′)kK′ , αK′) (D.30)
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Fig. D.9: Results of least-squares approximation of (D.22) with gamma distribution.

Lastly, to combine (D.30) with the contribution from the interference-free
slots fgam(z; K′, θ) we can use the result in [31] which provides the analyt-
ical expression for the sum of two gamma distributed RVs with arbitrary
parameters:

f̃tot,SINR
(
z; θ|U

)
=

K

∑
K′=0

p(K′|U) fgam
(
z; K′, θ

)
∗ fgam

(
z; (K − K′)kK′ , αK′

)

=
K

∑
K′=0

p(K′|U)
(αK′

θ

)K′
(

1
αK′

)κ
zκ−1e

− z
αK′

Γ(κ)
F1 1

(
K′; κ;

(
z

αK′
− z

θ

))
(D.31)

where κ = K′ + (K − K′)kK′ and F1 1 (·; ·; ·) is a Kummer’s confluent hyperge-
ometric function. The CDF in this case becomes

F̃tot,SINR
(
z; θ|U

)
=

K

∑
K′=0

p(K′|U)Fgam
(
z; K′, θ

)
∗ fgam

(
z; (K − K′)kK′ , αK′

)
=

K

∑
K′=0

p(K′|U)
(αK′

θ

)K′

F[ z
αK′

]2 1

(
κ, K′; κ;

(
1 − αK′

θ

))
(D.32)

where F[·]2 1 (·, ·; ·; ·) is the incomplete Gauss hypergeometric function.
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B. Appendix: Proof of Lemma 1

B Appendix

Proof of Lemma 1

Proof. Let us define a probability space where the samples are different ways
the U − 1 other users can select the locations of their packets inside the frame.
We will call these samples configurations. An event is then a set of configu-
rations and has a probability.

Let us now fix K′ of the K slots of a given user u. Denote with Ai an event
that consists of all the configurations where the fixed set K′, and at least one
of the remaining K −K′ slots, denoted by i, are free of interference. This gives
us K − K′ different sets Ai.

Given now an n-element subset J of {1, . . . , K − K′}, then the probability

for an event
⋂

j∈J Aj to appear is P(
⋂

j∈J Aj) =
(
(M−K′−n

K )/(M
K )
)U−1

= Vn,

independent of the selected J and K′. This can be directly seen as
⋂

j∈J Aj
consists of all the configurations that leave at least fixed n + K′ slots of user
u interference free.

Let us denote with S the set consisting of all the configurations where at
least the fixed K′ slots are interference free. By the complementary form of
the inclusion-exclusion principle we then have that

P

(
S \

K−K′⋃
i=1

Ai

)
=

K−K′

∑
n=0

(−1)n
(

K − K′

n

)
Vn, (D.33)

where V0 = P(S) =
(
(M−K′

K )/(M
K )
)U−1

. Here the set
⋃K−K′

i=1 Ai is an event

that contains all the configurations that leave the fixed K′ slots and at least
one other of the slots occupied by the user u free of interference. Then the
set S \ ⋃K−K′

i=1 Ai is an event that consists of all the configurations, where the
fixed K′ slots are free, but none of the other K − K′ occupied by the user u. In
other words, it is the set of those configurations, where exactly K′ of K slots
are free. One can place K′ packets to K available slots in (K

K′) different ways.
Hence the final result is gotten by multiplying (D.33) with the term (K

K′).
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C Appendix

Proof of Lemma 2

Proof. The probability that a specific set of K′ slots selected by the user u is
not occupied by the packets of remaining U − 1 users is (C−1−K′(D−1)

U−1 )

(C−1
U−1)

 ,

because there are C patterns in total (including pattern of user u) and K′(D −
1) of them share a slot with the K′ slot set of pattern of user u. The proof
follows that of Lemma 1 verbatim, after realizing that now

P(
⋂
j∈J

Aj) =

 (C−1−(D−1)(n+K′)
U−1 )

(C−1
U−1)

 ,

for any n elements set of J.
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1. Introduction

Abstract

The requirement to accommodate ultra-reliable low latency communication (URLLC)
is one of the most attractive, yet challenging, new features of upcoming 5G systems.
A common way to achieve reliability is retransmission; however, the applicability
of this mechanism is hindered by the strict latency requirements. Furthermore, the
bandwidth is often limited and shared by multiple connections, which may put the
packet into a retransmission queue, leading to even larger latency. We address this
problem in an uplink setting by introducing the concept of non-orthogonal multiple
access hybrid automatic repeat request (NOMA-HARQ). In essence, NOMA-HARQ
allows newly incoming packets to share non-orthogonally the same resource with
retransmitted packets. The reliability guarantees are preserved by designing a power
optimization procedure that takes into account past transmission attempts as well as
the time remaining until the deadline.

1 Introduction

Next generation wireless networks (5G) aim at enabling new and previously
unattainable use cases. Among them, probably the most challenging ones
are those belonging to the class of ultra-reliable low-latency communications
(URLLC). Examples of such applications are tactile interaction and industrial
automation which require end-to-end latency of 1ms and reliability (defined
as the probability of successful delivery of the packet before the deadline) in
the order of 99.999% [1]. While the concept of URLLC started to emerge al-
ready a few years ago [2] there is still no agreed, default technology that will
support it. Clearly, simple reuse and fine-tuning of legacy techniques is insuf-
ficient as was repeatedly proven [3], [4], and the reason for that is they were
designed for systems with significantly different performance requirements.
This sparked a lot of new ideas and discussions regarding the potential en-
ablers for URLLC [5], [6].

The crucial aspect whenever stringent reliability guarantees are required
is to provide a sufficient level of diversity. One of the most natural and, at the
same time, efficient ways of achieving diversity in wireless communications is
through retransmission mechanisms such as hybrid automatic repeat request
(HARQ). Its usefulness has been realized early on and was introduced al-
ready in third generation system called high speed packet access (HSPA) [7].
While this technique inevitably introduces latency we note that the alterna-
tive, i.e. achieving high reliability with so called one-shot transmission [8],
is very inefficient in terms of power and, whenever feasible, some form of
HARQ is highly desirable. We foresee that with shortened transmission time
intervals (TTIs), higher subcarrier spacing and improved processing times, a
small number of retransmissions will still be possible in all except the most
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latency-stringent use cases.
On the one hand, HARQ greatly improves reliability as it allows to com-

bine the faulty packets instead of discarding them and get closer to the suc-
cess with each retransmission. On the other hand, whenever the message is
close to being decoded, another full retransmission is likely a waste of re-
sources. The straightforward idea to send a shorter packet containing just
enough redundancy bits, while intuitive, is not easy to accomplish in prac-
tice and would require additional signaling to enable dynamically changing,
arbitrary packet sizes. Instead, the legacy systems [9] prefer to work with
fixed-size resources.

This resource inefficiency of HARQ can be alleviated with the help of non-
orthogonal multiple access (NOMA) which superimposes, in a controlled
manner, multiple transmissions over the same physical resources. Due to
that, NOMA is also one of the most promising techniques in terms of ability
to accommodate more users and latency reduction. The topic has been gain-
ing increasing attention recently and a comprehensive overview can be found
in [10] where different variants of power and code domain NOMA have been
discussed. While its downlink version is much more popular within the re-
search community due to the higher potential gains, in recent years increas-
ing number of contributions claiming successful application of NOMA in the
uplink have been reported [11], [12].

In this contribution we address the limitation of the legacy HARQ mech-
anism by proposing a novel technique based on the NOMA principle which
we apply to the uplink scenario. The solution deliberately pairs two classes
of messages: retransmissions and new packets, and schedules them over the
same channel/physical resources, which improves spectral efficiency. At the
core of NOMA-HARQ is a power optimization technique consisting of two
subparts, termed online and offline optimization respectively. The goal of the
former is to determine the optimal transmit power which should be applied
by users during their next transmission, such that their respective fixed tar-
get error probabilities are met. The offline optimization is precomputed and
involves finding an optimal sequence of error targets which should be pur-
sued whenever packet is at its first, second, etc. attempt. In order to present
the advantages of the proposed solution we compare it with the traditional
approach in which all devices use dedicated resources in an orthogonal mul-
tiple access (OMA) manner. We show that our proposed scheme can achieve
the same reliability targets and support the same number of users as the
conventional OMA techniques while utilizing lower amount of channel re-
sources. In terms of the signaling overhead, NOMA-HARQ can reuse the
scheduling mechanism implemented at the base stations. The only necessary
extension is to introduce the capability to indicate the appropriate power to
the transmitting users.

Lastly, we remark that although HARQ and NOMA have been analyzed
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Fig. E.1: Comparison of the legacy retransmission mechanism (a) and the proposed NOMA-
HARQ (b). In the example there are N = 4 transmitters a, ..., d. The maximum number of HARQ
rounds is L = 2. The red color denotes decoding failure while green - success. In the traditional
approach UE a which happens to require 2 retransmissions would occupy in total 3 TF-blocks.
Using NOMA-HARQ its replicas are transmitted together with packet c2 first and then b2. The
resources saved this way can be used to e.g. admit more users or be opportunistically assigned
to other type of traffic like eMBB

.

together before, they were considered in the downlink scenario [13], [14] (or
a very similar, multicast D2D [15]), which has significantly different charac-
teristics from the uplink NOMA. To the best of the authors’ knowledge this
contribution is the first to consider uplink traffic with reliability guarantees
of multiple users in such a setup/framework.

The rest of the paper is organized as follows. In Section 2 we describe the
system and signal model. In Section 3 we go into the details of the proposed
scheduling strategy and describe the operation of the receiver. Finally we
develop the power optimization procedure which enables the desired perfor-
mance of the NOMA-HARQ. In Section 4 we explain the simulation setup
and introduce the other techniques used as a benchmark for comparison.
This is followed by presentation of the results and their discussion. Lastly, in
Section 5 we offer final conclusions that close the paper.

2 System model

We consider a single cell serving N URLLC-type users transmitting packets
of the same, fixed size in the uplink. We assume that each packet is encoded
with the same rate R and transmitted over a block of K contiguous time-
frequency channel uses, constituting a unit we will refer to as time-frequency
(TF) block. To accommodate the users, the base station (BS) can schedule
them on up to N distinct TF-blocks used in an orthogonal frequency divi-
sion multiplexing (OFDM) fashion. Each UE as well as the base station are
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equipped with a single antenna. The channels between them are assumed
to be constant throughout the TF-block1 but change independently between
different transmission attempts (Rayleigh block fading). In our model we
consider a coordinated type of communication, in which every data trans-
mission in the uplink is preceded by a scheduling message from the BS that
informs the UE about the allocated TF-block and the power that should be
used. In order to account for the latency constraints, we assume that each
packet can be retransmitted at most L times and the exact number is a sys-
tem parameter depending on the specific use case and the latency budget.

In order to save resources and take advantage of the generally low prob-
ability of packet failures characteristic to URLLC scenarios, the users might
be instructed to share their TF-blocks in a non-orthogonal manner. Let I i de-
note the set of indices of the UEs that are scheduled to transmit using the i-th
TF-block. Furthermore, let the cardinality of that set be equal to M. Then, the
complex baseband signal received at the k-th channel use of the i-th TF-block
reads

yi(k) = ∑
j∈I i

√
Pi,jhi,jxi,j(k) + ni(k) (E.1)

where Pi,j ∈ R is the transmit power applied by user j in TF-block i, hi,j ∈ C

is the channel gain of the j-th user over the i-th TF-block, xi,j(k) ∈ C is a
complex transmitted symbol and ni(k) ∈ C is complex additive white Gaus-
sian noise with zero mean and variance σ2. Following the aforementioned
Rayleigh block fading assumption, the channel coefficients are independent
and identically distributed (i.i.d) zero mean circularly symmetric complex
gaussian (ZMCSCG) variables with unit variance. Throughout the paper we
assume that, prior to each transmission, BS and UEs know only the distribu-
tion of the channel gains. Upon reception of a packet, we assume the channel
is perfectly estimated by the BS. Furthermore, in this paper users are not al-
lowed to transmit on several TF-blocks simultaneously. Due to that we will
omit the index i in the remainder of this paper, whenever it doesn’t create
ambiguity and a single block is discussed.

One of the main enablers of NOMA is the possibility to perform succes-
sive interference cancellation (SIC) [16] by the receiver and iteratively decode
signals of distinct UEs. Given the signal model in (E.1) and assuming UEs
1, 2, . . . , M are jointly scheduled in a TF-block and then decoded in an in-
creasing index order, the maximum instantaneous rate of user j is given by

Rj = log2

1 +
Pj
∣∣hj
∣∣2

∑M
k=j+1 Pk |hk|2 + σ2

 (E.2)

1I.e. we assume that the coherence time and bandwidth of the channel are significantly larger
than, respectively, the TF-block’s duration and bandwidth.
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and the corresponding packet can be decoded when

Rj ≥ R (E.3)

i.e. when instantaneous rate exceeds the rate R with which the packet was
transmitted. Please note, that the expression (E.2) holds true iff the packets
of users 1, 2, . . . , j − 1 were successfully decoded first.

3 NOMA-HARQ

The goal of NOMA-HARQ is to obtain a more efficient use of the uplink
channel resources while still meeting the high reliability targets of URLLC.
The main enablers of the technique are a non-orthogonal allocation scheme
of users over the channel resources, along with an optimization of each user’s
transmit power. In our scheme each user requiring retransmission is paired
with a user transmitting a new packet and together they are scheduled on
the same TF-block. Consequently, in each uplink round the number of used
blocks equals the number of new packets. In this contribution we will con-
sider only the case where the single resource can be shared by at most 2 de-
vices. An example of operation of such retransmission mechanism is demon-
strated in Fig.E.1(b).

NOMA-HARQ is based on two optimization procedures: 1) Online power
optimization: in each scheduling round, the BS computes the minimum
power required by each user to attain their respective error targets. The com-
putations are done based on their current transmission states and under the
assumption of Rayleigh fading channels. The powers, as well as TF-block as-
signment, are then signaled to the UEs through feedback messages. 2) Offline
optimization of error-probability targets: the error targets which should be
pursued in each particular transmission/retransmission attempt are found,
such that they minimize the expected transmit power of all users.

We begin this section by calculating the error probabilities of the users
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as a function of their transmit powers. These are later used as inputs to the
online and offline optimizations in subsections 3.2 and 3.3.

3.1 Error probabilities

The probability that the packet of the j-th user after l retransmission rounds
cannot be decoded (assuming Chase Combining (CC) transmission mode) is
given by:

p(l)erj = Pr

{
log2

(
1 +

l

∑
i=0

SINR(i)
j

)
< R

}
(E.4)

where SINR(i)
j is the effective (post-processing) SINR of the i-th packet replica

sent by user j defined as

SINR(i)
j =

P(i)
j

∣∣∣h(i)j

∣∣∣2
I + σ2 (E.5)

and I denotes potential interference power terms coming from other UEs.
The formula (E.4) can be further transformed as:

p(l)erj = Pr

{
SINR(l)

j < 2R − 1 −
l−1

∑
i=0

SINR(i)
j︸ ︷︷ ︸

γ
(l)
j

}
(E.6)

where we will refer to the term γ
(l)
j as a residual SINR at round l which is

the amount of “signal” missing until the packet can be decoded.
The presented solution can be easily modified to work with the Incremen-

tal Redundancy HARQ by redefining the way residual SINR is computed. In
that case equation (E.4) becomes:

p(l)erj = Pr

{
l

∑
i=0

log2

(
1 + SINR(i)

j

)
< R

}
(E.7)

and consequently:

p(l)erj = Pr

{
SINR(l)

j <
2R

∏l−1
i=0 1 + SINR(i)

j

− 1

︸ ︷︷ ︸
γ
(l)
IRj

}
. (E.8)

In general, depending on the used strategy and a number of unsuccessful
transmissions a TF-block will be either dedicated or a shared one. When the
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Fig. E.2: Markov chain of the transitions between states. The transition from last state L to 0 is
always 1 as it happens regardless of the success or failure of the packet.

TF-block is occupied by a single user only, then I = 0 in (E.5) and conse-
quently (E.6) has a particularly simple form:

p(l)erj = Pr


P(l)

j

∣∣∣h(l)j

∣∣∣2
σ2 < γ

(l)
j

 = 1 − e
−

γ
(l)
j σ2

P(l)j (E.9)

where we utilized the fact that
∣∣∣h(l)j

∣∣∣2 are exponentially distributed due to

the Rayleigh fading assumption. Moreover, the term γ
(l)
j is a constant since

it depends only on the SINRs from the previous unsuccessful rounds which
are known to the receiver at the time of scheduling a retransmission.

In case the receiver decides to schedule two users in the same TF-block,
the derivation becomes more complex as we also need to take into account
the impact of successive interference cancellation. In our work we consider
the receiver capable of performing SIC in an optimal order, which in practice
could be realized as follows. First, the receiver tries to decode both packets.
If both failed or both succeeded the procedure is finished for that round. If
only one of the packets failed, then the receiver will make another decoding
attempt but this time with the interference of the successful user perfectly
canceled. Reader should note, that our approach is different from the ones
typically encountered in related literature, where either fixed decoding order
is assumed [12] or from the strongest to weakest channel gain [11]. These
are clearly suboptimal when packets have different target rates, or different
residual SNRs due to ongoing retransmissions.

Let us assume that user j is sharing the TF-block with user k who is
currently at its m-th attempt. The error probability of user j that stems from
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the optimally ordered SIC can be equivalently written as

p(l)erj = Pr


P(l)
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∣∣∣h(l)j
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(E.10)

where the first term represents the error probability with interferer’s sig-
nal decoded and canceled, while the second term corresponds to the case
when SIC is not successful. The error probability of the other user p(m)

erk is
analogously obtained by interchanging the indices j ↔ k and l ↔ m. The
expression (E.10) can be obtained in the closed form and is given by (E.11).

3.2 Power optimization

Let us now assume that receiver expects the packet failure probability at
round l to be no larger than a certain target denoted as ϵ(l). The goal is
to find a minimum transmit power which guarantees that. In case of the
dedicated TF-block the optimal value follows directly from (E.9) with p(l)erj set

to ϵ(l) and is equal:

P(l)
j = −

γ
(l)
j σ2

ln(1 − ϵ(l))
. (E.12)

When the TF-block is shared, finding the optimal powers requires solving an
optimization problem:

arg min

{P(l)
j , P(m)

k }
P(l)

j + P(m)
k (E.13a)

s.t. p(l)erj ≤ ϵ(l), (E.13b)

p(m)
erk ≤ ϵ(m). (E.13c)

The steps described above constitute an “online” optimization. It is per-
formed by the receiver at each feedback stage in order to find the optimal
powers for the next round of uplink transmissions. In the simulations pre-
sented in Section IV, a standard interior-point convex solver is used to solve
the optimization problem. Although the constraint functions are not convex,
there are two disjoint regions in which the local minimums can be found:
P(l)

j > P(m)
k and P(l)

j < P(m)
k . The global minimum is found by determining

the minimum for each of the two disjoint regions and selecting the lower one.
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To perform online optimization BS needs to know only the noise variance
σ2 and residuals γ

(l)
j , γ

(m)
k , which depend on the SINRs of past replicas of

the packet. As per our assumption, those previous SINRs are known since
the corresponding channel gains can be perfectly estimated (e.g. from pilot
symbols) once the packet is received. The way it is formulated, online opti-
mization is solved for a fixed set of error targets ϵ =

[
ϵ(0), . . . , ϵ(L)

]
. These

are the subject of the next subsection.

3.3 Optimization of Error-Probability Targets

Clearly, the selection of a sequence ϵ will have a large impact on the overall
power efficiency of the system, hence the following offline optimization is
necessary:

arg min
{ϵ(0), . . . , ϵ(L)}

E

[
N

∑
j=1

(
P(0)

j +
L

∑
l=1

P(l)
j

l−1

∏
i=0

ϵ(i)

)]
(E.14a)

s.t.
L

∏
l=0

ϵ(l) ≤ ϵtar, (E.14b)

N

∑
i=⌊N/2⌋+1

(
N
i

)
πN−i

0 (1 − π0)
i ≤ ϵc (E.14c)

where π0 denotes the probability that a user’s transmission corresponds to
the transmission of a new packet. Because in our scheme we always com-
bine retransmissions (occurring with probability 1 − π0) with new packets,
the constraint (E.14c) is there to ensure that the situations where the former
outnumber the latter are reasonably rare. The constraint (E.14b) is straight-
forward and simply guarantees that the final error probability after L re-
transmissions is below the required target. The objective (E.14a) itself is to
minimize the average power each user spends on a packet, i.e. including
potential retransmissions.

If we denote the device transmitting a new packet as being in state 0,
device sending the first retransmission in state 1, etc., then the sequence of
states of each UE can be approximated by a Markov chain as depicted in the
state transition diagram in Fig.E.2. Following a standard solving procedure
we can find the stationary probabilities (π0, π1, . . . , πL) which represent a
fraction of time a device spends in each particular state. For our problem
only the first quantity and its complement are relevant as we can treat all the
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Table E.1: Simulation parameters

Number of UEs N 40

Number of retransmissions L 1, 2

Final BLER ϵtar 10−5

Congestion probability ϵc 10−5

Transmission rate R variable, 0.5 - 3 bits/channel use

Channel Type Rayleigh block fading

Channel estimation method Perfect

retransmission states jointly:

π0 =
1

1 + ∑L−1
l=0 ∏l

i=0 ϵ(i)
. (E.15)

Since each of the N devices follows its own Markov chain independently, ar-
riving at expression (E.14c) is straightforward and is in fact a complementary
CDF of the binomial distribution 1 − FBinomial (⌊N/2⌋ ; N, 1 − π0).

While computationally heavy, solution to problem (E.14) can be precom-
puted offline and doesn’t need to be updated regularly as it depends mainly
on the maximum allowed number of retransmissions L and the final BLER
target ϵtar which are system parameters.

4 Results

In the following section, we present the results obtained through system-level
simulations. The parameters used to obtain them are gathered in Table E.1.

In addition to the introduced NOMA-HARQ approach we investigate
the performance of two other techniques which both rely on a legacy OMA
paradigm.2 In those baseline schemes each transmission occurs on dedicated
resources. Consequently, in each round all N TF-blocks are being used, car-
rying either a new packet or a retransmission. The OMA schemes considered
here can be further divided into sub-types:

• Fixed power: the simplest case where each packet has the same, fixed
power (whether it is the first transmission or a retransmission), and its
value is chosen such that the final error rate requirement is fulfilled.

2To the best of the authors’ knowledge there are no direct competitors among other NOMA-
based techniques proposed in the literature. Such solutions typically focus on maximizng the
sum-rate and do not operate with fixed error targets, precluding any direct comparison with
NOMA-HARQ.
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Fig. E.3: Average power as a function of ϵ(0) and ϵ(1) for L = 2, R = 1, ϵtar = 10−5 and N = 40.
Example of the offline optimization where the minimum is achieved for ϵ(0) = 0.16, ϵ(1) = 0.05
(and consequently) ϵ(2) = 0.00125. The green outline on the bottom denotes feasible region
imposed by (E.14c).

• Optimal: the transmit power is optimized according to the same proce-
dure as described in the section 3, i.e. online and offline optimization is
employed but the former requires only expression (E.12) as no sharing
is involved.

Although we do not explicitly consider the latency in this contribution,
we analyze the performance of the presented schemes under very limited
number of allowed retransmissions. While URLLC is still in the standardiza-
tion phase, it is realistic to assume that even with short packets (mini-slots
spanning 7 OFDM symbols or less) and higher subcarrier-spacing the num-
ber of allowed retransmissions will have to be limited to no more than 1 or 2
so that the challenging latency requirements ranging from 0.5ms to 2ms can
be met. Furthermore, due to the small payload sizes and required robustness
of transmission we won’t be typically interested in high rate regime.

To start the discussion, in Fig. E.3 we show the dependency between
selected target error rates ϵ and the average power spent on each packet. It
is the visualization of the performed optimization (E.14) in the case of L = 2
allowed retransmissions. The feasible region ends around ϵ(0) = 0.25 as it
starts to violate constraint (E.14c) but it does not impact the global optimum.
Fig. E.3 illustrates that the optimization of the error targets tends to set more
relaxed targets for early transmissions, in order to avoid unnecessary power
expenditure, while the error targets become more demanding as we approach
the maximum number of retransmissions. Because such late retransmissions
occur very infrequently, the large power needed to attain their error targets
does not significantly increase the average power used by the UEs.

141



Paper E.

Fig. E.4: Average power spent per packet and effective rate comparison in the case of maximum
L = 1 allowed retransmissions.

Fig. E.5: Average power spent per packet and effective rate comparison in the case of maximum
L = 2 allowed retransmissions.

The core of the results is shown in Fig. E.4 and Fig. E.5. In addition to
the average power metric we present also the effective rate performance of
the discussed techniques, which we define as the ratio between the number
of successfully decoded packets divided by the total number of used TF-
blocks. Unlike NOMA-HARQ and optimal OMA, the provided results for
fixed power OMA can be derived analytically and we discuss this further in
the Appendix A.

As we can see, in case of single retransmission the effective rate gains
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with NOMA-HARQ are rather limited. This is justified as the effective rate
is mostly determined by the initial ϵ(0) which has to be quite low already in
the first attempt. Compared to the approach based on dedicated resources
and optimal power the savings in terms of bandwidth (scheduled TF-blocks)
reach 2%.

With respect to the average power NOMA-HARQ proves to work best in
the low rate regime (marked in grey on both figures). In fact, up to a certain
point it can provide the same level of reliability while requiring less energy
than the fixed power OMA and initially even approaching the optimal OMA.

In Fig. E.5 we can observe much better the attractiveness of the proposed
technique. As the number of allowed retransmissions rises to 2 the value
of initial target ϵ(0) becomes less stringent giving more headroom for im-
provement. Compared with the fixed power and optimal OMA the presented
NOMA-HARQ allows to save respectively 4% and 18% of the bandwidth re-
sources. In addition to that, the range of rates over which NOMA-HARQ
outperforms fixed power OMA in terms of average power increases to 1.5
bits/ch.u.

In Fig. E.6 we look into the power performance of the schemes from
a different perspective and, for completeness, in Fig. E.7 we provide the
corresponding error targets. Instead of focusing on average power per packet,
we analyze the average power used to transmit state 0, 1 and 2 packets. For
low rates NOMA-HARQ uses almost exactly the same power as the optimal
OMA at every stage. The divergence between NOMA-HARQ and its OMA
counterpart appears as the transmissions’ rate is increased beyond 1. Worth
noticing is the fact that even for high rates significant difference is present
only at later stages (during retransmissions) and not for the first attempt.
The reason for that is two-fold. Firstly, NOMA-HARQ has only slightly lower
error target ϵ(0) than optimal OMA (cf. E.7). Secondly, when coupled with
some other device’s retransmission, the optimal powers following from (E.13)
in most cases will be such that the new packet is the “weaker” one. As a
result, P(0)

j of NOMA-HARQ is low and close to that of optimal OMA, which
is important since initial transmission is the one having the biggest impact on
the average power per packet. We also remark that the error targets vary only
slightly with respect to the selected rate, simplifying the implementation of
NOMA-HARQ in practical systems.

It is important to realize why there is a region of rates over which NOMA-
HARQ performs particularly well and the explanation for that lies in solution
(E.11). Whenever the product of residual SINRs is below 1 the error probabil-
ity for both UEs is reduced and consequently achieving a certain target rate
requires less power. Motivated by that finding, in Fig. E.8 we analyze the
achievable outage probability of one-shot, low-rate transmissions as a func-
tion of their transmit power. Similarly as before, we want to compare the
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Fig. E.6: Average power spent at each round with L = 2 retransmissions.

Fig. E.7: Optimal error targets for each round when L = 2 retransmissions. Note that for fixed
power OMA the error targets are not set in advance and are the consequence of the interplay
between fixed power, distribution of channel gains and distribution of residual SNRs.

performance of the single device using dedicated resource and two devices
sharing the TF-block. The outage probability of one UE is given by (E.9) and
for two users we find it by solving a mini-max problem:

min
{P1, P2}

max
i=1,2

(peri ) (E.16a)

s.t. P1 + P2 = Pt. (E.16b)
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Fig. E.8: Achievable outage probability as a function of transmit power.

i.e. we minimize the worst case outage probability, under the condition that
the sum of two powers is equal to that of a device transmitting alone.

As shown in Fig. E.8, with NOMA approach two UEs can share phys-
ical resources while having the same sum-rate and using same amount of
power as the traditional OMA user and yet achieve lower outage probability
(red and blue lines). If we decide to keep the same error rate as the single
device, then the rate of both coexisting users can be increased to 0.6 giving
a total boost of 20% in terms of sum-rate. Similarly, we can compare one
user transmitting with rate 2 and two users transmitting with rates close to
1 (consequence of the eq. (E.11)). The visible crossing point around 22ldB is
due to the fact that below this amount there is not enough power for NOMA
to split it optimally between the two users.

5 Conclusions

In this publication we propose a novel approach where HARQ mechanism
is assisted by NOMA to free up the portion of the bandwith that would
otherwise be used to carry retransmissions, hence resulting in a more spec-
trally efficient system. The contribution relies on the optimization techniques
which ensure reliable communication while keeping the average power min-
imized. In the paper we confront the presented NOMA-HARQ with its com-
petitors that rely on legacy OMA. Based on the provided results we conclude
that for URLLC applications with limited number of retransmissions NOMA-
HARQ can offer considerable gains in terms of spectral efficiency. Moreover,
whenever use cases requiring robust, low rate transmissions are considered,
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NOMA-HARQ is capable of outperforming naive OMA approach also in
terms of average utilized power. Compared to classical HARQ operation,
the spectral and power efficiency benefits of NOMA-HARQ come only at the
expense of extending the standard scheduling messages sent by the BS with
signaling of the UE’s power.

A Appendix

Since channel realizations are independent between different attempts, the
sum of SNRs after L + 1 transmissions is a sum of L + 1 exponentially dis-
tributed random variables with the same scale parameter equal to the selected
power Pf ixed. This in turn is a gamma distribution with shape k = L + 1 and
scale θ = Pf ixed. Finding the appropriate power is then a simple numerical
problem which requires finding the smallest Pf ixed such that

Fgamma

(
2R − 1; L + 1, Pf ixed

)
≤ ϵtar. (E.17)

With the Pf ixed determined, the average number of TF-blocks used per packet
reads

α = 1 +
L

∑
l=1

Fgamma

(
2R − 1; l, Pf ixed

)
. (E.18)

Finally, the average power spent per packet is αPf ixed and the effective rate is
1
α .
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1. Introduction

Abstract

Among the new types of connectivity unleashed by the emerging 5G wireless systems,
Ultra-Reliable Low Latency Communication (URLLC) is perhaps the most innova-
tive, yet challenging one. Ultra-reliability requires high levels of diversity, however,
the reactive approach based on packet retransmission in HARQ protocols should be
applied carefully to conform to the stringent latency constraints. The main premise
of this paper is that the NOMA principle can be used to achieve highly efficient
retransmissions by allowing concurrent use of wireless resources in the uplink. We
introduce a comprehensive solution that accommodates multiple intermittently active
users, each with its own HARQ process. The performance is investigated under two
different assumptions about the Channel State Information (CSI) availability: sta-
tistical and instantaneous. The results show that NOMA can indeed lead to highly
efficient system operation compared to the case in which all HARQ processes are run
orthogonally.

Keywords— HARQ, NOMA, radio resource management, uplink, URLLC

1 Introduction

The fifth generation (5G) wireless networks are slowly becoming a reality.
While historically the primary motivation behind each new generation was
to increase data rates, coverage and other metrics related to the quality of
experience of the users, 5G promises to be more than just an incremental im-
provement over previous technologies [1, 2]. This shift is driven by a growing
popularity and rapid advancements in the area of Internet of Things (IoT)
which represents a different, non-human-centric communication paradigm.
Among those new, emerging applications, especially prominent are those that
fall into the category of ultra-reliable low-latency communications (URLLC).
Examples of such use cases include: smart cities, factory automation (Indus-
try 4.0) [3], and tactile Internet (involving remote motion control, telesurgery,
etc.) [4]. To enable those demanding applications, the underlying network
will need to provide MAC-layer end-to-end latencies from 0.5 to few mil-
liseconds and reliability (defined as the probability of successful delivery of
the packet within the stipulated latency) above 99, 999% [5].

Designing an efficient URLLC system capable of meeting the aforemen-
tioned requirements poses a significant challenge, especially considering the
fundamental tradeoffs between latency, reliability, spectral efficiency, and
power consumption [6]. While it has been shown that on their own legacy
systems are either not able to operate in URLLC regime [7], or become pro-
hibitively inefficient [8], many of the concepts they use are still valid and can
be adapted to this new paradigm. Diversity-providing mechanisms are par-
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ticularly crucial, since they are an unavoidable necessity when facing strin-
gent reliability requirements.

One such mechanism is hybrid automatic repeat request (HARQ), which
provides diversity in a reactive way upon reporting of an error by the receiver.
Its flexibility and the potential to offer significant gains have been thoroughly
studied both theoretically [9] and in practical scenarios [10] which led to the
implementation of HARQ in the third generation system HSPA and onwards.
While applying HARQ in URLLC is challenging due to the stringent latency
constraint, we note that the alternative for reaching high reliability through
one-shot transmission [11] is very inefficient in terms of power and, whenever
feasible, some form of HARQ is highly desirable. As shown in [12], even with
latency budget as low as 1 ms, the new 5G features including: shortened
transmission time intervals (TTIs), higher subcarrier spacing and improved
processing times will allow for at least one retransmission opportunity.

While generally beneficial, especially as a mechanism to enhance reliabil-
ity, HARQ in URLLC should be designed in a lean way and avoid inefficien-
cies. First, as the amount of time-frequency resources in the system is finite,
the need to accommodate both new packets and retransmissions increases
the probability of queuing which is especially detrimental for URLLC. Sec-
ond, as the system preserves the previous unsuccessful copies of the packet,
retransmission of the full payload can be wasteful. Meanwhile, practical sys-
tems prefer to work with fixed-size resources where adapting the size of the
retransmissions is not possible.

The shortcomings of HARQ can be mitigated with the help of non-ortho-
gonal multiple access (NOMA). This technique involves transmitting mul-
tiple packets over the same time-frequency resources thereby intentionally
introducing interference. Due to its ability to accommodate more users and
reduce latency, NOMA has been identified by researchers as one of the en-
ablers of URLLC [13]. For a comprehensive overview of this topic and a dis-
cussion on different existing variants of NOMA reader is directed to [14] [15].
Our motivation for using NOMA is the fact that it can address the HARQ in-
efficiencies described earlier and allow efficient use of the time-frequency
resources. More specifically, with NOMA-HARQ the transmissions and re-
transmissions can be sent non-orthogonally to increase the throughput of the
system and avoid queuing during the periods of congestion.

1.1 Related work

On their own, both HARQ and NOMA topics have been extensively covered
in the literature. In [16], the authors optimize the average power of HARQ
with finite number of retransmissions and a given outage probability target.
The Chase combining (CC) variant is assumed, Rayleigh fading channel and a
single bit feedback. The incremental redundancy (IR) type HARQ is studied
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in [17], where the aim is to maximize the throughput for a given reliability
constraint. This is achieved through rate adaptation, however the assumption
of a full buffer used there might not be suitable for all URLLC applications.
In [18] and [19], the authors investigated HARQ explicitly in the URLLC con-
text by considering transmission of short packets (finite blocklength regime)
over additive white Gaussian noise (AWGN) channel. Moreover, in their op-
timization problems authors consider the impact of the feedback delay and
overall energy budget.

The relevant work on NOMA include the following. In [20] the authors
consider URLLC use case in the downlink, and propose an energy-efficient
resource allocation for a two-user heterogeneous NOMA system. While the
literature on uplink NOMA is not as extensive as on its downlink counterpart,
some interesting contributions can be found in [21, 22], although they do not
explicitly address URLLC. The former provides insights into the achievable
sum-rate and outage probability with a given transmit power, while the latter
discusses rate and power allocation scheme that ensures required probability
of error.

As far as solutions combining both HARQ and NOMA are concerned, the
literature is even more scarce. Some of the reported works include [23–25],
but except for [25], they do not consider uplink scenario which entails rad-
ically different system model. The fundamental difference is that, in the
downlink, the power ratio between the non-orthogonal signals is fully con-
trolled by the base station (BS) and does not depend on the specific channels
of the users. In the uplink, on the other hand, both slow and fast fading have
an impact on the ratio in addition to the allocated power. This involves a
larger degree of uncertainty for uplink when trying to control the SINR of
the non-orthogonal transmissions, which significantly complicates the prob-
lem compared to the downlink case. To the best of the authors knowledge,
none of the contributions on NOMA and HARQ deal with the comprehen-
sive, multi-user, uplink scenario where the amount of resources is finite and
the effects of queuing are considered.

1.2 Contributions

In this work we investigate the performance of uplink OMA and NOMA sys-
tems employing HARQ mechanism. Considered framework involves very
limited number of retransmission opportunities and tight reliability cons-
traints which are meant to conform to the URLLC use case and hence provide
useful insights into the design of practical systems. As a main contribution of
this paper, we develop a comprehensive solution involving power allocation
and packet scheduling that efficiently accommodates multiple intermittently
active URLLC users, each with its own HARQ process, over a finite pool of
resources. We achieve this by decoupling the two problems. First, we formu-
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late the power allocation problem as a minimization of the average transmit
power subject to the reliability constraints. This is done by finding optimal
error targets per each HARQ round. Next, a joint scheduling problem is con-
sidered, where we develop a simple heuristic that allows to make a decision
which packets should be prioritized in case of insufficient resources based on
the optimal error targets and transmit powers determined in the earlier step.

The solution outlined above is developed in two variants, based on OMA
and NOMA principle. Furthermore, for each of them we propose two dif-
ferent approaches depending on the type of channel state information (CSI)
available: Statistical CSI, where only the distribution of channel realizations
is known and Instantaneous CSI, where additionally the channel conditions
for the immediate uplink transmission are known in advance. In the former
case, we study and compare the performance of CC and IR HARQ tech-
niques assuming asymptotic (infinite) blocklength. In the Instantaneous CSI
case, where the channel at hand becomes AWGN, we develop the method-
ology and analyze OMA- and NOMA-HARQ in incremental redundancy
mode under the finite-blocklength assumption. The two CSI scenarios are
meant to provide bounds on how the channel knowledge can impact the
performance. The proposed approaches are evaluated by means of Monte
Carlo simulations, revealing that our NOMA schemes can effectively deal
with more than twice as much URLLC load as their OMA counterparts using
the same amount of channel resources. This increase in the system capacity
can be achieved with only a slight increase in transmit power, and in some
cases (when the traffic intensity exceeds the servicing capabilities of OMA)
even more efficiently than OMA.

This contribution extends the prior study [26] by introducing significant
changes. Most notably, as the activation of users is no longer deterministic
and the total user population is larger than the amount of channel resources
queuing issues need to be taken into account. The signal model now includes
the effect of distant-dependent large scale fading, which impacts the power
assignment in NOMA, as some UEs become preferable to the others. Fur-
thermore, unlike in [26], we do not restrict the pairing in NOMA to be only
between new packets and retransmissions. Instead, we generalize the ap-
proach and allow the packets to be scheduled non-orthogonally in whichever
way that minimizes the total power spent.

The rest of the paper is organized as follows. In Section 2 we describe
the system and signal model. In Section 3 we go into the details of optimal
error targets and power allocation for OMA and NOMA with statistical CSI.
In Section 4 we extend the discussion to the known channel case and finite
blocklength communication. In Section 5 we discuss briefly the scheduling
and resource allocation technique. In Section 6 we present the simulation
results together with their thorough discussion. Lastly, in Section 7 we offer
final conclusions that close the paper.
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2 System model

In this work, we consider a single cell serving the uplink traffic of N devices
running URLLC applications. We assume that the packets of each UE are of
the same, fixed size and span K channel uses, i.e. symbols. Moreover, they
carry the same amount of B information bits leading to equal rates which
we denote as R = B/K [bits/symbol]. The K channel uses that constitute a
packet occupy a contiguous block of time-frequency resources which we will
interchangeably refer to as TF-block or slot. A single TF-block is considered
smaller than the coherence bandwidth/time and distinct slots experience in-
dependent Rayleigh fading. The number of available TF-blocks is limited to
W per uplink phase, and the base station’s (BS) goal is to best distribute them
between UEs’ transmissions. The generation of new packets at each device
j is intermittent and occurs with probability b. Whenever new packet ap-
pears, UE sends a scheduling request (SR) for that packet in the next available
uplink phase and consequently receives the grant from the BS with instruc-
tions regarding time-frequency resource allocation and appropriate transmit
power. It is further assumed that this step is error-free and happens in paral-
lel with the usual exchange of packets that are carrying payload, i.e. there are
dedicated resources for SRs and in a single uplink phase UE can send both
the previously scheduled packets as well as a new request. These assump-
tions are reasonable in the URLLC context considering the stringent latency
requirements. As such, we can view the scheduling handshake procedure as
transparent as it simply creates a constant offset between the arrival of the
new packet at UE’s buffer and the moment it is transmitted. Hence, in the
remainder of this paper we will simply say that in each uplink phase device
will transmit a new packet with probability b.

Due to the latency requirement of URLLC, we assume that once a new
packet is generated it can be transmitted only during the next L + 1 uplink
phases and is dropped otherwise. Consequently, unsuccessful packets can be
retransmitted during that window to increase the reliability (up to L times
if every opportunity is used). Two variants of the HARQ mechanism are
considered for this: Chase combining (CC) and incremental redundancy (IR).

Following the NOMA principle, in this work we admit the possibility of
users sharing the same resources. Let us denote by I i the set of indices of the
UEs transmitting over i-th TF-block. The complex baseband signal received
over its K channel uses can be written as

yi = ∑
j∈I i

√
Pi,jgi,jxi,j + ni (F.1)

where Pi,j ∈ R is the transmit power of user j in TF-block i, gi,j ∈ C is the
channel between j-th UE and the BS over the i-th TF-block, xi,j ∈ CK are the
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complex transmitted symbols assumed to be Gaussian distributed with zero
mean and unit variance and ni ∈ CK is complex additive white Gaussian
noise with zero mean and variance σ2. The channel coefficients are given

by gi,j =
hi,j√

dα
j
, where hi,j is the Rayleigh fading component, which is in-

dependent and identically distributed (i.i.d) zero mean circularly symmetric
complex Gaussian (ZMCSCG) random variable with unit variance, while dα

j
is a pathloss term accounting for the distance between UE j and the BS. The
realizations of hi,j change between different transmissions while the distance
dj remains constant for a particular user.

In this work we consider two different scenarios that provide the bounds
on the performance of presented HARQ schemes.

Statistical CSI

Similarly to the work presented in [26] we assume here that at the time of
scheduling new transmissions the base station has only a statistical knowl-
edge about the future channel realizations hi,j, i.e. that they are i.i.d. ZM-
CSCG. BS knows however the distances d of all users and hence knows the
variance of g.

Instantaneous CSI

In this scenario we assume that BS knows the CSI of the next transmission at
the time of performing the scheduling, i.e. it knows the channel coefficients
g for the immediate uplink stage, but not the ones coming afterwards1.

2.1 Base Station operation

A simplified diagram explaining the principle of operation of the receiver
is shown in Fig. F.1. As discussed earlier, UEs generate new packets inde-
pendently with probability b, so the resulting total number of scheduling
requests received by the BS is given by a binomial distribution with N tri-
als and success probability b. The new packets are referred to as being in
state/round 0, while all those that arrived earlier and failed the decoding
(or were not transmitted) belong to any of the other 1, . . . , L rounds. The
BS considers all the packets that are currently in the system and performs
their joint scheduling, which involves determining the appropriate assign-
ment of TF-blocks and transmit powers. The exact procedure governing this

1In practice, obtaining the CSI involves auxiliary procedures that can deteriorate the reliabil-
ity. By neglecting these we gain an insight into the upper bound of the performance in such
scenario.
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Fig. F.1: Base station operation

step is described in detail in section 5. The information regarding schedul-
ing and power allocation is then signaled to all concerned UEs so that they
can perform coordinated transmission in the upcoming uplink phase. Note
that, when the number of resources W is finite, it might not be possible to
schedule all the packets, in which case they are moved directly to their next
round as if they failed or were transmitted with power 0. In the decoding
step, if NOMA is employed, it is assumed that the receiver is capable of suc-
cessive interference cancellation (SIC) and depending on the use case we will
consider either optimal or fixed decoding order.

3 HARQ with Statistical CSI

3.1 OMA-HARQ

Let us start by analyzing a simpler approach where the base station is allowed
to schedule uplink transmissions only in an orthogonal manner, dedicating
one TF-block for each packet. The SNR of the packet received from user
j, conditioned on its power Pj and distance from the BS dj, is distributed
exponentially according to the pdf

fe

(
x;

Pj

dα
j σ2

)
=

dα
j σ2

Pj
e
−

xdα
j σ2

Pj . (F.2)
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Taking into account prior unsuccessful transmissions ans assuming CC is
used, the decoding failure probability after l-th attempt (counting from 0 as
the initial one) is given by [9]

p(l)er,ccj = Pr

{
log2

(
1 +

l

∑
i=0

SNR(i)
j

)
< R

}
(F.3)

where SNR(i)
j is the SNR of j-th UE’s packet in its i-th attempt. When IR-

HARQ is used, then

p(l)er,irj
= Pr

{
l

∑
i=0

log2

(
1 + SNR(i)

j

)
< R

}
. (F.4)

The two expressions can be rearranged to depend only on the last packet
realization since all the previous SNRs are already known

p(l)er,ccj = Pr

{
SNR(l)

j < 2R − 1 −
l−1

∑
i=0

SNR(i)
j = γ

(l)
ccj

}
(F.5)

p(l)er,irj
= Pr

{
SNR(l)

j <
2R

∏l−1
i=0

(
1 + SNR(i)

j

) − 1 = γ
(l)
irj

}
. (F.6)

To simplify the notation we introduce the terms γ
(l)
ccj and γ

(l)
irj

denoting a
“residual SNR” which is the amount of signal power needed until the packet
can be decoded (at l = 0 simply equal to 2R − 1). Throughout this paper
we will typically omit the cc/ir subscript since each method is discussed in a
dedicated section making it clear which definition is used.

By combining eq. (F.2) with either of the two (F.5), (F.6) the error proba-
bility is obtained:

p(l)erj = 1 − e
−

γ
(l)
j dα

j σ2

P(l)j . (F.7)

It further follows from (F.7) that the minimum power required to achieve
certain target error p(l)erj = ϵ

(l)
j is

P(l)
j = −

γ
(l)
j dα

j σ2

ln(1 − ϵ
(l)
j )

. (F.8)

Because the BS’s goal is to spend (on average) as little power on a packet
as possible while providing certain reliability guarantees, we define the op-
timization problem (P1) given at the top of the page, where Θ(l)

j = ϵtar

∏l−1
i=0 ϵ

(i)
j
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Recursive, decomposed per user power optimization

Ψ(l,L)
j (γ

(l)
j , Θ(l)

j ) = min
ϵ
(l)
j

P(l)
j +

∫ γ
(l)
j

0
fe

xl ;
P(l)

j

dα
j σ2

Ψ(l+1,L)
j

γ
(l+1)
j ,

Θ(l)
j

ϵ
(l)
j

 dxl

s.t.
L

∏
i=l

ϵ
(i)
j ≤ Θ(l)

j

(P1)

is the remaining error budget resulting from the previous transmission at-
tempts and the overall target is ϵtar (such as 10−5 in URLLC). The problem
(P1) can be summarized as follows. For a given packet, currently at round l,
BS needs to decide on its next error target ϵ

(l)
j that will minimize the expected

power moving forwards. The objective (cost) is composed of two terms. First,
the power P(l)

j spent in the immediate round, which is directly related to the
chosen error target via (F.8). Second, the expected additional power that will
be spent if the packet fails. Note that ϵ

(l)
j impacts the second part in two ways:

it determines the remaining error budget Θ(l+1)
j and, through P(l)

j , the distri-
bution of the SNR of the current transmission xl that affects the new residual
SNR γ

(l+1)
j . Depending on the HARQ mode, the relationship between xl

and γ
(l+1)
j is captured by either (F.5) or (F.6). In general, the problem (P1)

is difficult as it involves the recursive term Ψ(l+1,L)
j which contains Ψ(l+2,L)

j ,
etc., that all require finding an optimal target. We will now consider the two
special cases that arise when CC or IR is used.

Chase Combining

In case of CC mode of HARQ, the optimization problem is greatly simplified,
which is captured by the following lemma:

Lemma 1. When using Chase Combining, the individual, per-stage error targets
that minimize the expected power depend only on the remaining error budget Θ(l)

j .
Due to the lack of dependency on other parameters, in particular rate R and residual
SNRs, the recursive problem (P1) becomes equivalent to (F.9), where we use the
convention that ∏n

i=m xi = 1 when m > n.

The proof of Lemma 1 can be found in Appendix A. By minimizing
Ψ(0,L)

j (2R − 1, ϵtar) using the definition (F.9) stated in the Lemma 1, the BS

can determine all targets ϵ =
[
ϵ(0), . . . , ϵ(L)

]
in advance. While the analytical
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Ψ(l,L)
j (γ

(l)
j , Θ(l)

j ) = min
ϵ
(l)
j , . . . , ϵ

(L)
j

(
−γ

(l)
j dα

j σ2
) L

∑
i=l

1

ln(1 − ϵ
(i)
j )

i−1

∏
k=l

ln(1 − ϵ
(k)
j ) + ϵ

(k)
j

ln(1 − ϵ
(k)
j )

(F.9a)

s.t.
L

∏
i=l

ϵ
(i)
j = Θ(l)

j (F.9b)

Ψ(L−1,L)
j (γ

(L−1)
j , Θ(L−1)

j )

= min
ϵ
(L−1)
j

P(L−1)
j +

∫ γ
(L−1)
j

0
fe

xL;
P(L−1)

j

dα
j σ2


−

γ
(L−1)
j −xL

1+xL
dα

j σ2

ln(1 − ϵ
(L)
j )

 dxL

(F.10)

approach is not tractable, numerical solutions can be obtained rather easily.
Moreover, since the final target error rate ϵtar and the maximum number of
retransmissions L are typically system-wide parameters with limited num-
ber of configurations, the sequence ϵ do not require frequent updates and is
identical for all UEs.

Incremental Redundancy

When the IR-type HARQ is used, determining optimal error targets is much
more complex. In general their values do depend on the current residual SNR
and should be recomputed after each failed transmission. Consequently, it is
not possible to simplify the problem in the same way as in CC and compute
all targets at once for arbitrary (l, L). When l = L − 1, the problem can
be turned into a univariate, unconstrained optimization (by merit of ϵ

(L)
j =

ϵtar

∏L−1
i=0 ϵ

(i)
j

) and reads as in (F.10) above, where the update to the residual SNR

in incremental redundancy γ
(l+1)
irj

=
γ
(l)
irj
−SNR(l)

j

1+SNR(l)
j

follows from the definition in

(F.6). The integral doesn’t have a closed form, however a relatively simple
approximation can be obtained by substituting exponential function with its

first-order Taylor expansion around 0 i.e. e

ln(1−ϵ
(L−1)
j )x

γ
(L−1)
j ≈

(
1 +

ln(1−ϵ
(L−1)
j )

γ
(L−1)
j

x

)
.
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The approximated objective function becomes then

−
γ
(L−1)
j dα

j σ2

ln(1 − ϵ
(L−1)
j )

+
ln(1 − ϵ

(L−1)
j )dα

j σ2

γ
(L−1)
j ln(1 − ϵ

(L)
j )

(
ln(1 − ϵ

(L−1)
j )

+
(γ

(L−1)
j + 1)(γ(L−1)

j − ln(1 − ϵ
(L−1)
j )) ln(γ(L−1)

j + 1)

γ
(L−1)
j

+
γ
(L−1)
j (ln(1 − ϵ

(L−1)
j )− 2)

2

)
(F.11)

Since in this work we will consider only scenarios with at most L = 2
retransmissions (in line with the low latency requirement) we adopt the fol-
lowing approach:

1. For the few limited configurations characterized by transmission rate
R and ϵtar the optimal ϵ

(0)
j , which is a solution to Ψ(0,2)

j (2R − 1, ϵtar)

as defined in (P1), is found through an exhaustive search (performed
offline). To do this, we sweep through its possible values, fixing ϵ

(0)
j ,

and then calculating the remaining expected power by solving and in-
tegrating (F.11) over a [0, γ

(0)
j ] range and with Θ(1)

j = ϵtar

ϵ
(0)
j

. Note that

since the initial γ
(0)
j = 2R − 1 is identical for all UEs, so is the optimal

ϵ
(0)
j .

2. After the first transmission, users who failed will end up with differ-
ent residual SNRs. For each of them, the optimal error target for the
upcoming retransmission is obtained separately by minimizing (F.11).
Since Ψ(1,2)

j (γ
(1)
j , ϵtar

ϵ
(0)
j

) is a univariate unconstrained problem with a

closed form, it is relatively simple to obtain the solution numerically.

3. In case second retransmission is necessary ϵ
(2)
j = ϵtar

ϵ
(0)
j ϵ

(1)
j

as follows from

the constraint.

3.2 NOMA-HARQ

As an enhancement of the OMA scheme we explore an approach in which
the base station is allowed to schedule multiple UEs over the same channel
resources, i.e. making the access non-orthogonal. This can be useful es-
pecially in two instances 1) when due to the inherent randomness of new
packet arrivals combined with decoding errors the system enters a period
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p(l)erj =



1 −

 S(l)
j

S(m)
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(F.13)

of congestion and is forced to queue packets 2) when the residual SNR of
an unsuccessful packet is very low and assigning dedicated resources to a
retransmission would be wasteful.

The usage of NOMA is facilitated by the introduction of SIC mechanism,
which allows to remove the signal of the decodable user thus removing the
interference it causes to the other UE. As such, the error probability consists
of two terms originating from two mutually exclusive events: error probabil-
ity with interferer’s signal decoded and canceled, and the case when SIC is
not successful. In our model we assume that the receiver performs optimal
order decoding, i.e. if any of the two packets can be decoded in the presence
of interference, the other one becomes interference-free.

Let the UE j, who is transmitting for the l-th time, share the TF-block

with the UE k, who is currently at its m-th attempt, and let Q(l)
j =

P(l)
j

∣∣∣h(l)j

∣∣∣2
dα

j
,

Q(m)
k =

P(m)
k

∣∣∣h(m)
k

∣∣∣2
dα

k
denote their received powers. Then
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k
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k


(F.12)

and the error probability of the second user of the TF-block p(m)
erk is obtained

by simply interchanging the indices j ↔ k and l ↔ m. The coefficients ζ j
and ζk denote the interference reduction coefficients which will be explained
later on. The expression (F.12) can be obtained in the closed form as given

in (F.13), where S(l)
j =

P(l)
j

γ
(l)
j dα

j

and ϕ
(l)
j = γ

(l)
j ζ j. The derivation of (F.13) is

discussed in Appendix B.
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Recall that in the OMA case, the first step was to find the optimal error
target ϵ

(l)
j which then could be plugged into (F.8) to determine the transmit

power for the next transmission. In the NOMA setting ϵ
(l)
j and ϵ

(m)
k that min-

imize the expected power per packet of each respective user would have to be
found jointly which is significantly more difficult. Due to its high computa-
tional complexity, in this work we will omit this process and instead use the
same targets as for OMA. This can be further justified by analyzing the re-
sults and findings presented in [26] which show that the optimal error targets
for OMA and NOMA are in fact very similar.

With ϵ
(l)
j , ϵ

(m)
k given and the error probabilities defined as in (F.13), the

transmit powers are assigned to users by solving the following optimization
problem:

arg min

P(l)
j , P(m)

k

P(l)
j + P(m)

k (F.14a)

s.t. p(l)erj ≤ ϵ
(l)
j , p(m)

erk ≤ ϵ
(m)
k (F.14b)

The solution is found using an interior-point convex solver. While the con-
straint functions are not convex, the domain can be divided into two disjoint

regions:
P(l)

j
dα

j
>

P(m)
k
dα

k
and

P(l)
j

dα
j

<
P(m)

k
dα

k
. The global minimum is determined by

finding the local minimum of each and selecting the lower one.

Chase Combining

When using NOMA with Chase Combining additional assumption is re-
quired for the expression (F.12) to be valid. Note that the total SINR of a
packet can be written as a simple sum of the SINRs of its individual copies
only when the interference in each of them is uncorrelated. For that reason
we ensure in our simulations that throughout its L+ 1 transmissions a packet
is never paired more than once with the same packet of other user. This is
rarely an issue and does not impact reliability, only the scheduling process
explained later on.

In certain cases the procedure described in [26] can be refined by utilizing
the previous copies of the interfering packet to partially cancel its contribu-
tion in the current transmission even before applying the SIC. This is reflected
in (F.12) by the reduction coefficients ζ j and ζk. The details on how to obtain
them can be found in Appendix C.
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Incremental Redundancy

In addition to CC-HARQ, we investigate the NOMA approach with IR. Since
in IR each packet is composed of different symbols, it can be assumed that all
of them experience independent interference. As a result, there is no need for
the additional constraint on the scheduling that was required for CC. At the
same time, since the additional interference reduction in CC was achieved
by combining previous signals containing the same packet it is no longer
possible to use this feature with IR 2 and ζ j, ζk = 1.

4 Instantaneous CSI and finite blocklength

The preceding analysis pertained to the case of Rayleigh fading channel
whose realizations are unknown until after the reception of the packet
(through perfect estimation) and a priori only their distribution is known.
However, due to the low end-to-end latency of the URLLC communication
it is of interest to investigate also the case where the channel coherence time
is large enough that the BS can treat the channel during subsequent uplink
transmission as known. Unlike in statistical CSI case where the dominant
source of errors is fading [27], here the finite blocklength effects become
crucial. Since the channel effectively becomes AWGN, the decoding errors
are caused solely by noise which is especially prominent in short packets.
Hence, to study the case of instantaneous CSI we resort to finite blocklength
analysis [28] and, for tractability reasons, limit the scope to just the case of
IR-HARQ.

4.1 Finite blocklength OMA-HARQ

As previously, let us start with a simpler case of dedicated resources. The
average information density contained in l-th transmission of the packet from
user j can be written as [28]

i(l)j =
1
K

K

∑
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j
+ σ2

−
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j
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j
h(l)j x(l)j,n

∣∣∣∣∣∣
2

σ2


(F.15)

2An equivalent technique could be attempted with incremental redundancy, however the
exact procedure and resulting gains are difficult to assess. To suppress the current interfering
packet the previous (unsuccessful) packets would have to be soft-decoded and then re-encoded
with mother code rate to “guess” the next corresponding symbols in the buffer.
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(F.17a)

s.t. FN
(

R ln 2; µ
(L)
j , ν

(L)
j

)
≤ ϵtar (F.17b)

where the sum involves all received and transmitted symbols y(l)j,n and x(l)j,n
respectively. In (F.15) the difference of the last two terms is a Laplacian ran-

dom variable with zero mean and variance equal to
2P(l)

j

∣∣∣h(l)j

∣∣∣2
P(l)

j

∣∣∣h(l)j

∣∣∣2+dα
j σ2

. As shown

in [28] a sum of K such Laplacian random variables can be well approximated
by a Gaussian random variable with zero mean and K times higher variance.
Hence, the average information density contained in a codeword of size K
follows:

î(l)j ∼ N
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Since the codewords in IR can be treated as independent, the total in-
formation density provided by l subsequent transmissions is also a Gaus-

sian random variable with mean µ
(l)
j = ∑l

i=0 ln

(
1 +

P(i)
j

∣∣∣h(i)j

∣∣∣2
dα

j σ2

)
and variance

ν
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j = 1
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∣∣∣2+dα
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.

Again, the ultimate goal is to minimize the expected total power per
packet, however the optimization problem is considerably different. Since
the immediate channel realization is known, it is clear that the optimal trans-
mit power (and the corresponding optimal error probability) is a function
of both the instantaneous channel gain and the statistics of the future chan-
nel realizations. Moreover, after the failed attempt, the receiver is not able to
determine the exact residual information density3 as it depends on the partic-
ular realizations of the noise which are unknown. To determine the transmit
power for the packet at round l belonging to user j, the BS needs to solve
the recursive optimization problem which can be framed as in (F.17), where

3In fact, the residual information density R ln 2 − ∑l
i=0 î(i)j is a random variable following

truncated Gaussian distribution restricted to [0, R ln 2].
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FN (·; ·, ·) is the CDF of Gaussian distribution, ϵ
(l)
j =

FN
(

R ln 2;µ(l)
j ,ν(l)j

)
FN
(

R ln 2;µ(l−1)
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) is the

failure probability at round l and the integration is over the possible chan-
nel gains in the next uplink phase. Note that both ϵ
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j and the recursive
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(l)
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(l)
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As was the case earlier, the general closed form expression for the objec-
tive function (F.17a) is difficult to obtain. In the last attempt, i.e. l = L, the
optimal power follows directly from the constraint (F.17b). More specifically,

P(L)
j = ρ
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j∣∣∣h(L)
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∣∣∣2 , where ρ is the solution to the equation
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j


 = ϵtar (F.18)

with erf(·) being the error function. For l = L − 1, the optimal power P(L−1)
j

can be determined by minimizing the objective (F.17a) which in that case
becomes

P(L−1)
j +

FN
(

R ln 2; µ
(L−1)
j , ν

(L−1)
j

)
FN
(

R ln 2; µ
(L−2)
j , ν
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) ρ
∫ ∞

0

1
zL

e−zL dzL. (F.19)

The integral, which represents the expected value of 1/
∣∣∣h(L)

j

∣∣∣2 (inverse expo-
nential distribution), does not converge. To remedy that, we assume that any
packet which is in a deep enough fade during its last L-th transmission will
be dropped. Since the overall target error rate is ϵtar we select ϵdrop < ϵtar and

find the point through inverse CDF
∣∣∣h f ade

∣∣∣2 = F−1
e

(
ϵdrop; 1

)
which will be

the lower limit for the integration. Although minimization of (F.19) requires
solving recursively (F.18) as well (choice of P(L−1)

j determines ρ), it can still
be done quite efficiently numerically.

For l ≤ L − 2 the optimization becomes even more complex as it adds
another level of recursion and since in this work we consider at most L = 2
retransmissions, Ψ(0,2)

j can become a bottleneck. A better idea is to precom-

pute P(0)
j as a function of

∣∣∣h(0)j

∣∣∣2 offline which we show in Fig.F.2. In practice,
during our simulations the following approach is used:

1. For the newly arrived packet experiencing
∣∣∣h(0)j

∣∣∣2, the optimal power
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P(0)
j is determined by interpolation on Fig. F.2(a).

2. If the packet fails during initial transmission, the optimal power P(1)
j

is determined by minimizing (F.19). If the packet ended up in round 1
due to being postponed (e.g. because of the deep fade) then P(1)

j can be

interpolated from Fig. F.2(b). Note that this is a consequence of Ψ(0,1)
j

being equivalent to Ψ(1,2)
j with P(0)

j = 0.

3. If the packet fails for the second time, then P(2)
j is obtained by solving

(F.18).

Lastly, we note that the optimal power obtained by solving (F.17) can be 0
(cf. Fig. F.2). This means the BS consciously chooses to postpone the packet

based on unfavourable
∣∣∣h(l)j

∣∣∣2.

4.2 Finite blocklength NOMA-HARQ

Lastly, we move on to discuss the application of NOMA-HARQ in the finite
blocklength scenario. Let P(l)

j and P(m)
k be the transmit powers of the two

packets which are to be scheduled in the same TF-block, Q(l)
j and Q(m)

k denote
the respective received powers defined similarly as in section 3.2, and let
the packet from user j be attempted to decode first4. The resulting error
probabilities are

p(l)erj = FN

R ln 2 ; ln

1 +
Q(l)

j

Q(m)
k + σ2

+ µ
(l−1)
j ,

2Q(l)
j

K
(

Q(l)
j + Q(m)

k + σ2
) + ν

(l−1)
j

 Z(l−1)
j

(F.20)

4Accounting for optimal SIC ordering becomes relevant when there is an uncertainty about
the relationship between two received powers. Clearly this is not the case when channel realiza-
tions are known in advance.
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Fig. F.2: The optimal transmit power and resulting error probability as a function of current
channel gain realization for R = 1. The values are normalized to σ2 = 1 and dα = 1. The three
figures correspond to the power used during initial transmission assuming (a) L = 2, (b) L = 1,
(c) L = 0 allowed retransmissions.
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where Z(l)
j = 1

FN
(

R ln 2;µ(l)
j ,ν(l)j

) . We make note here of the slight abuse of

our usage of the terms µ and ν. These are meant to represent the means
and variances of the information density obtained in earlier rounds and are
clearly a function of the SINR of the signal of interest. Since in the NOMA
approach earlier replicas of the packet could have also been scheduled non-
orthogonally one should remember to include the appropriate interference
terms when calculating µ and ν.

To find the appropriate powers for the two UEs we follow similar heuristic

as before. Let P(l)
j

⋆
and P(m)

k

⋆
be the optimal OMA powers of users j and

k for the upcoming round as given by (F.17). Consequently, in the OMA

setting, these powers would result in the error probabilities ϵ
(l)
j

⋆
and ϵ

(m)
k

⋆

respectively. Then, the goal is to find appropriate P(l)
j and P(m)

k for the NOMA
transmissions such that the individual OMA error targets are met:

arg min

P(l)
j , P(m)

k

P(l)
j + P(m)

k (F.22a)

s.t. p(l)erj ≤ ϵ
(l)
j

⋆
, p(m)

erk ≤ ϵ
(m)
k

⋆
(F.22b)

The rationale behind using the same error targets for NOMA as for OMA
is again the tractability of the problem. Finding even a single pair of opti-
mal NOMA targets has high computational complexity, and in the instan-
taneous CSI case they would have to be computed for each pair of values( ∣∣∣h(l)j

∣∣∣2 ,
∣∣∣h(m)

k

∣∣∣2 ). The solution to (F.22) is found numerically.

169



Paper F.

5 Scheduling

The last element missing before we move on to the results is the matter of
scheduling. As already mentioned, in this work we consider a system hav-
ing a finite amount of resources, namely W TF-blocks. These might not be
enough to accommodate all the packets of the active users which inevitably
leads to queuing and requires defining a scheduling policy. Because of the
complexity of the problem whose optimal solution would require taking into
account both current packets and future arrivals and since scheduling is not
the primary topic of this work, we decide to settle for a heuristic approach
which will be now described.

5.1 OMA scheduling

When the total number of packets in the system T is lower than the amount
of resources W the scheduling decision is straightforward. Furthermore, in
the instantaneous CSI case, the BS can already at this point decide that some
of the packets should be postponed based on their poor channel conditions.
We also remark that there is no limit regarding how many of them a single
UE can send in one UL phase as long as there are available resources and is
instructed to do so by the BS5.

In case the number of packets T exceeds W, the BS performs an interme-
diate step and decides which of them should be postponed. To do this we
adopt the following procedure:

1. The priority is given to the packets currently in their last L-th round.
If the number TC of such critical packets exceeds W the ones which
require the least power are transmitted and the remaining are dropped.
All the non-critical T − TC packets are postponed, i.e. they are moved
to the next round. Note that dropping the packets is the last resort since
it compromises the overall reliability.

2. If TC < W, the remaining TF-blocks are used to transmit some of the
non-critical packets. For each of them BS calculates two values: cur-
rent expected OMA power Ψ(l,L)

j , and the expected power assuming

this round was skipped Ψ(l+1,L)
j |P(l)

j = 0. Note that since P(l)
j = 0 =⇒

ϵ
(l)
j = 1 the second value entails more aggressive future error targets

that will account for the lower number of retransmission opportuni-
ties. The packets that will be scheduled are those with the highest

5Because at each step user generates a new packet with probability b and, since the allowed
number of retransmissions is L, each user can be storing in its buffer up to L + 1 packets at any
given time (each at a different round).
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difference (Ψ(l+1,L)
j |P(l)

j = 0)− Ψ(l,L)
j . The rationale is to prioritize the

packets which are the most “expensive” to postpone. Depending on the
CSI scenario, the expected powers are obtained based on either (P1) or
(F.17).

Once the set of packets that will be sent is established, their optimal trans-
mit powers are determined as outlined in the appropriate section (statisti-
cal/instantaneous CSI, CC/IR).

5.2 NOMA scheduling

The overall procedure for deciding which packets to postpone is similar to
the OMA case with the following caveats:

1. Since pairing allows to accommodate twice as many packets, queuing
starts only when T > 2W. Again, the priority is given to the packets at
round L and if TC > 2W the ones requiring highest power are dropped.

2. When deciding which of the non-critical packets to transmit immedi-
ately and which to postpone the procedure is identical as for OMA,
i.e. the calculation of the expected powers is also based on the equa-
tions derived for OMA. While this is a suboptimal approach, it is not
clear how to compare the current and future NOMA powers since that
would require the a priori knowledge of which users will be active next
and what will be the exact pairing now and in the future. Instead, we
resort to a simple heuristic that if the packet is “expensive” to postpone
in OMA terms, then it is also the case for NOMA, especially since the
latter always require some extra power.

The next step is to determine the pairing. Let us denote the number of
pairs to be created as q. When T ≥ 2W then q = W, however when T < 2W
we can consider two cases for our simulations. a) Power conservative (PC)
approach which will form pairs only if necessary, i.e. when T > W, leading
to q = max(T − W, 0). Consequently the usage of resources is maximized.
b) Resource conservative (RC) approach where as many pairs as possible are

made resulting in q =
⌊

T
2

⌋
. The usage of resources is minimized at the cost

of higher power.
Once it is decided which packets will be transmitted and how many pairs

are needed, the appropriate matching of the users is determined:

1. First, for each pair of packets we calculate the optimal NOMA powers
according to either (F.14) or (F.22). Then, we compare them with the
optimal OMA powers of each of the user to determine the difference(

P(l)
j,NOMA + P(m)

k,NOMA

)
− P(l)

j,OMA − P(m)
k,OMA, which is the extra cost of
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scheduling the two packets together rather than on dedicated resources.
Note that some of the pairs cannot be formed. The possible reasons
include: earlier joint transmission (only applicable to CC-HARQ), opti-
mization (F.14) or (F.22) did not converge or the two packets belong to
the same UE.

2. Once the costs for all pairs are known, q pairs that produce the lowest
combined cost are selected. This step is a variation of the maximum
weight matching problem which can be solved by Blossom algorithm
[29].

5.3 Complexity

In general, the most costly operation in terms of complexity is the numerical
optimization that determines the transmit powers for a pair of UEs (eq. (15)
for Statistical CSI case and eq. (23) for the Instantaneous one). The main
issue is that in order to find the optimal scheduling, we have to perform that
operation for every possible pair of packets, so that we can later on select the
subset of pairs which produces the lowest combined power. This requires
t(t + 1)/2 independent optimizations, where t = min(T, 2W) is the number
of considered packets (note that it cannot exceed 2W, since the surplus is
postponed). Interestingly, the next step (selecting the best pairs using max-
imum weight matching algorithm) is not a bottleneck, even though it has a
higher order of complexity O(t3) [29]. This is because in our case t is rela-
tively small so it becomes a matter of O(t3) basic operations as opposed to
O(t2) optimizations.

The other auxiliary procedures, such as finding the optimal error targets
are not contributing significantly to the overall complexity. Moreover, the
initial error targets, whose computation is the most time consuming, can
always be determined offline. However, if the latency and hence complexity
is the main bottleneck, then the Chase Combining variant might be preferable
as it allows to compute all targets offline.

Lastly, we remark, that our goal is not so much to present an algorithm
fully ready for practical implementation, but instead to analyze the potential
of the NOMA-HARQ concept when the optimal powers are obtained. With
this potential being proven in the optimal case, we expect that one can rel-
atively easily devise suboptimal solutions that achieve close-to-optimal per-
formance while having feasible computational requirements.

6 Results

The parameters used for simulations are gathered in Table F.1. The power
of noise is given per symbol and is calculated as σ2 = N0 + 10 log10 Bw,
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Table F.1: Simulation parameters

Number of UEs N 40

Number of TF-blocks W 10

Number of retransmissions L 2

Min. distance Dmin 20 m

Max. distance Dmax 120 m

Pathloss exponent α 2

Noise power σ2 −129.1 dBm

Number of symbols K 50

Final BLER ϵtar 10−5

Deep fade threshold ϵdrop 10−6

Activation probability b b ∈ [0.05, 0.5]

Transmission rate R R ∈ [0.5, 2.5] bits/symbol

Channel Type Rayleigh block fading

Channel estimation method Perfect

Table F.2: Optimal error targets in statistical CSI HARQ and ϵtar = 10−5

CC ϵ(0) = 0.189, ϵ(1) = 0.0374, ϵ(2) = 0.0014

IR, R = 0.5 ϵ(0) = 0.2

IR, R = 1.0 ϵ(0) = 0.215

IR, R = 1.5 ϵ(0) = 0.2255

IR, R = 2.0 ϵ(0) = 0.2485

IR, R = 2.5 ϵ(0) = 0.262

where N0 = −173.9dBm/Hz is a typical power spectral density at 298K
and Bw = 30kHz was chosen as the symbol bandwidth. The distances be-
tween the BS and individual UEs are drawn from the uniform distribution6,
i.e. dj ∼ U(Dmin, Dmax). Throughout this section and in the legends of the
figures we will refer to the Chase combining and incremental redundancy
HARQ utilizing statistical CSI knowledge as CC and IR respectively, while
the IR-HARQ with instantaneous CSI and finite blocklength as Finite IR. Fur-
thermore, we will distinguish three access methods: OMA, power conserva-

6It could be claimed, that the user positions being uniformly distributed over a two-
dimensional disk would be more realistic than having a uniformly distributed distance to the
BS. Simulation results not reported here for space constraints show, however, that in both cases
the same relative trends can be observed. The average transmit power is higher in the 2-D case
(due to the higher number of UEs that are far), but the offset is essentially flat.
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Fig. F.3: The availability outage probability for (a) OMA and (b) NOMA.
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tive NOMA (PC-NOMA) and resource conservative NOMA (RC-NOMA).
In Table F.2 we provide the optimal error targets calculated for IR and

CC. In general, the initial error target ϵ(0) in IR is more relaxed and, unlike in
CC, it increases with the transmission rate. Consequently, when using IR, the
higher the rate, the more the system will rely on retransmissions to achieve
the required reliability.

Let us start by looking into the most fundamental difference between
OMA and NOMA which is reflected in their availability outage performance.
We define availability outage as the state in which BS is forced to drop pack-
ets (i.e. timeslots where TC > 2W). This way we make a clear distinction
between availability and reliability similarly to [30]. Note that all packets
which are not dropped have their reliability requirements fulfilled, as this is
ensured by the power optimization and selection step. Fig. F.3 depicts the
availability of OMA and NOMA system as a function of the mean number
of new packets per uplink phase bN. For arrival rates which are below the
shown values (bN < 8 for OMA and bN < 18 for NOMA) the availability
outage probability becomes much lower than the transmission outage prob-
ability of 10−5. Conversely, arrival rates higher than W and 2W result in
an unstable system. In terms of availability PC-NOMA and its RC variant
perform almost identically, hence, for brevity, only the former is presented.
This is due to the fact that availability becomes an issue only as the mean
number of arrivals approaches the system bandwidth, at which point PC and
RC methods become equivalent since T ≥ 2W most of the time7. In this ex-
ample the introduction of NOMA allows to support URLLC traffic of more
than two times higher intensity compared to the baseline OMA. For a given
arrival rate, the differences in availability outage between the three methods
are a consequence of their distinct error targets for the initial transmission
ϵ
(0)
j , which are most demanding for CC, and least for Finite IR. Furthermore,

they also increase with rate R (except for CC). Since retransmissions add up
to an already high number of new packets, when using CC the probability of
driving the system into availability outage is lowest.

In Fig. F.4 the average power spent per packet (i.e. including retransmis-
sions) as a function of arrival rate is investigated in different configurations.
Note that in these and other figures the results for OMA are only shown
until bN = 10, since at higher intensities the system is in a state of almost
permanent availability outage. In Fig. F.4(a) the mode used is CC while the
two sets of curves (red and blue) correspond to different transmission rates
R. For very low arrival rates (bN ∈ [2, 4]) OMA and PC-NOMA are equiva-
lent. As the arrival rate increases, the PC-NOMA approach quickly becomes
much more efficient than the baseline scheme. This leads to one of the main

7Note that the total number of packets T is a sum of new arrivals, postponed packets and
those that failed previous transmission.
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Fig. F.4: Average power spent per packet. Figures (a) and (b) correspond to Statistical CSI case,
while (c) to Instantaneous CSI.
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takeaways of this work: in a latency-constrained system with high reliability
requirements, the largest power penalty comes from the necessity to queue
the packets. While scheduling them in a non-orthogonal way introduces
penalty of its own, it is in fact less detrimental than having to make up for
the lost transmission opportunities with more aggressive error targets. By
comparing the difference between PC-NOMA (dashed) and RC-NOMA (dot-
dashed) we can see that this is especially the case for low transmission rates
R (1dB of difference between red set of curves and 9dB for R = 2).

In Fig. F.4(b) CC (blue) and IR (red) at R = 2 are compared. Application
of the latter method allows to further improve the performance by lowering
the average power by 1.5dB in case of OMA/PC-NOMA and 2.5dB with
RC-NOMA. We note that towards higher arrival rates CC gains an upper
hand over IR since its slightly lower initial error targets make it less likely to
queue the packets. Although the difference is minor, it reveals that obtaining
a truly optimal solution would require adapting the error targets based on
the current state of the buffer T and knowledge of the arrival rate as well8.

Lastly, Fig. F.4(c) depicts the results corresponding to the finite block-
length scenario with known channel. The availability of instantaneous CSI
allows to greatly decrease the mean power compared to the statistical CSI
case. In the low to moderate traffic range (bN ≤ 14) savings reach 4.5dB at
R = 1 and 11dB at R = 2. Furthermore, as the arrival rate grows the increase
in required power is much slower in the Finite IR case than for the statistical
CSI counterparts.

In Fig. F.5 we investigate in more detail the average power per packet
metric by looking at the performance of users grouped in different zones
around the BS. As an example we take the Chase Combining case at R = 2
and low, medium and high arrival rate (bN = [2, 8, 18]). Most notably, as the
intensity of traffic increases, the burden is shifted to the users close to the
BS. The reason is twofold. The first cause is again related to queuing which
typically introduces lower penalty for UEs closer to the BS9. Another cause is
specific to NOMA, which in order to work requires that one packet has higher
received power than the other. Since raising the power of UEs that are close
is cheaper, typically they will be the ones asked to boost it (this behavior can
be observed for RC-NOMA from the beginning). Moreover, in a PC-NOMA
at low to moderate arrival rates, only few pairs are needed so they are often
created among UEs positioned closer to the BS, while the furthest users are
assigned the remaining TF-blocks in an orthogonal manner. Similar effects as

8However, as noted the room for improvement is not large and would add significant com-
plexity to an already difficult problem. Last but not least, the information about the arrival rate
in many scenarios might not be readily available.

9As described in Section 5.1 the process of deciding which UEs to postpone is slightly more
complex and ultimately depends also on the residual SNR/information density and remaining
error target. Nevertheless, packets from UEs which are positioned further away are less likely to
be queued.
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Fig. F.5: The average power per packet divided by zones. The three consecutive columns with
different shades of the same color correspond to the average power per packet in a close (dark),
middle and far (bright) zone around the BS. For the scenario considered here these are 20-53,33
meters, 53,33 - 86,66 meters, 86,66 - 120 meters.

those described have been observed also for lower transmission rates R and
in finite blocklength scenarios. Furthermore, the conclusions drawn in this
work remain valid for other cell sizes.

Another set of results is provided in Fig. F.6. We define the slot uti-
lization as the total number of successfully decoded packets from all UEs
divided by the total number of used TF-blocks. The dependency of slot uti-
lization on retransmission mode IR/CC and rate follow the same discussion
as earlier for Fig. F.3. The higher the initial error targets, the more retrans-
missions are needed thus degrading the performance. Between PC-NOMA
and RC-NOMA, the more aggressive pairing strategy can clearly offer signifi-
cant gains. The reader is encouraged to analyze this especially in conjunction
with Fig.F.4. Observe that for low rate R = 1 and low-to-medium traffic RC-
NOMA almost doubles the resource efficiency of PC-NOMA with very little
penalty to the average power (around 1dB). For higher transmission rates the
increase in average power is more significant so the choice between PC and
RC variant becomes a matter of trade-off.

Lastly, in Fig. F.7 we fix the average arrival rate of new packets to bN = 8
and instead vary the transmission rate R. The spectral efficiency presented
in F.7(b) is obtained as the product of slot utilization and R. The noticeable
jump in power of RC-NOMA with statistical CSI above R > 1 is in line
with the observations first made in [26]. This behavior can be explained
by inspecting the result (F.13), which contains a special term that decreases
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Fig. F.6: Slot utilization of the studied access methods as a function of the arrival rate. Figures
(a) and (b) correspond to Statistical CSI case, while (c) to Instantaneous CSI.
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the error probability whenever γ
(l)
j γ

(m)
k ζ jζk < 1. Since γ

(0)
j = 2R − 1 and

a < b ⇐⇒ γ
(a)
j ≥ γ

(b)
j , then the condition γ

(l)
j γ

(m)
k ζ jζk < 1 is always true for

R ≤ 1. The similar jump in PC-NOMA is not observed at this arrival rate due
to the fact that with bN only equal to 8, pairs are still relatively infrequent.
Moreover, most of the time pairing between two new packets can be avoided.
Instead, it is possible to transmit them on dedicated slots, while only the ones
with γ

(l)
j , γ

(m)
k < 2R − 1 are combined so that γ

(l)
j γ

(m)
k ζ jζk < 1.

7 Conclusions

In this work we have proposed and investigated the performance of the sys-
tem which combines NOMA and HARQ mechanisms to efficiently serve up-
link URLLC traffic. Two distinct scenarios were discussed: one where only
statistical CSI is available, and another where additionally also the instanta-
neous channel realizations are known. In each case we have defined an opti-
mization problem that aims to minimize the average power spent per packet
under a given latency (reflected by the maximum number of retransmissions)
and reliability constraint. The schemes were evaluated in a multi-user sce-
nario with fixed amount of channel resources and varying traffic intensity
to investigate the impact of queuing on the overall reliability, power and
resource efficiency. Our findings show that the introduction of NOMA is
especially promising in two cases. First (RC-NOMA), the technique can be
used to increase the total capacity of the system up to two times at a low-to-
moderate cost in terms of power. Second (PC-NOMA), it can be implemented
as an emergency mechanism in situations where due to higher traffic demand
using traditional OMA would lead to prohibitively high power or even com-
plete availability outage. The latter case is especially interesting as it shows
that, in a latency-constrained system with given reliability requirements, the
typical power penalty associated with NOMA is significantly smaller than the
one arising from queuing the packets. Lastly, by investigating each scheme
in two CSI cases, we provide some insights into the bounds on achievable
performance in practical scenarios. Especially prominent is how the avail-
ability of instantaneous CSI can greatly reduce the transmit power needed
for achieving the reliability targets.

A Appendix

Proof of Lemma 1

Proof. The proof is split into two parts. The first claim is proven by induction
as follows.
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The induction step

Assume that there exists a certain round l where the optimal error ϵ
(l)
j min-

imizing the average power Ψ(l)
j (γ

(l)
j , Θ(l)

j ) depends only on the remaining

final error target Θ(l)
j , such that Ψ(l)

j (γ
(l)
j , Θ(l)

j ) = γ
(l)
j dα

j σ2Ψ̃(l)
j (Θ(l)

j ). If this is
the case, then the optimization problem at an earlier round l − 1 becomes

arg min

ϵ
(l−1)
j

−
γ
(l−1)
j dα

j σ2

ln(1 − ϵ
(l−1)
j )

+

γ
(l−1)
j∫
0

fe

x;
P(l−1)

j

dα
j σ2

 (γ
(l−1)
j − x)dα

j σ2Ψ̃(l)
j

Θ(l−1)
j

ϵ
(l−1)
j

 dx

(F.23)

where the update γ
(l)
j = γ

(l−1)
j − SNR(l−1)

j is specific to CC and follows from
(F.5). The objective function, which requires only simple integration can be
obtained in the closed form

− γ
(l−1)
j dα

j σ2

 1

ln(1 − ϵ
(l−1)
j )

−
ln(1 − ϵ

(l−1)
j ) + ϵ

(l−1)
j

ln(1 − ϵ
(l−1)
j )

Ψ̃(l)
j

Θ(l−1)
j

ϵ
(l−1)
j


(F.24)

It is clear from the expression (F.24) which has a form a f (x), that the ϵ
(l−1)
j

which minimizes it depends only on Θ(l−1)
j .

The basis step

Since ϵ
(L)
j = Θ(L)

j = ϵtar

∏L−1
i=0 ϵ

(i)
j

used in the last possible transmission is fully

determined by earlier attempts, the first non-trivial term corresponds to
Ψ(L−1)

j (γ
(L−1)
j , Θ(L−1)

j ). The objective function there, which we denote for

short Pavg
j , reads

Pavg
j = P(L−1)

j +
∫ γ

(L−1)
j

0
fe

xL−1;
P(L−1)

j

dα
j σ2

−
(γ

(L−1)
j − xL−1)dα

j σ2

ln(1 − ϵ
(L)
j )

 dxL−1

=
(
−γ

(L−1)
j dα

j σ2
) 1

ln(1 − ϵ
(L−1)
j )

+
ln(1 − ϵ

(L−1)
j ) + ϵ

(L−1)
j

ln(1 − ϵ
(L)
j ) ln(1 − ϵ

(L−1)
j )


(F.25)

182



B. Appendix

While solving
dPavg

j

dϵ
(L−1)
j

= 0 requires numerical method it is again clear that the

result is independent of γ
(L−1)
j , dα

j or σ2.

Applying the induction to the basis step proves sequentially that in all
rounds L − 1, . . . , 1, 0 the optimal error target depends only on the current
error budget. As for the second claim of the lemma, notice that when the
optimal error targets do not depend on the residual SNRs, it means that for
each round l they must have a single, well-defined value, which can be com-
puted in advance. This is because fixing ϵ

(l)
j leads to a chain of uniquely

determined values ϵ
(l)
j →

Θ(l)
j

ϵ
(l)
j

opt−→ ϵ
(l+1)
j →

Θ(l)
j

ϵ
(l)
j ϵ

(l+1)
j

opt−→ . . .
opt−→ ϵ

(L)
j . By

writing the problem (P1) in its explicit form and using the fact that error
targets do not depend on the residual SNRs and hence on the variables of
integration it is possible to eventually arrive at (F.9). The derivation is rel-
atively simple albeit quite tedious. Although calculations involve multiple
nested integrals, all integrands are of the form either aex or axex and display
a regular structure.

B Appendix

Here, we will show the derivation of (F.13) from (F.12). First, let us shorten

the notation by introducing following quantities: X ∼ fe (x; s) where s =
P(l)

j
dα

j

is the exponentially distributed received power from user j and similarly

Y ∼ fe (y; p) where p =
P(m)

k
dα

k
corresponds to user k. Also, since only a single

packet from each user is considered we can drop the superscripts (l) and (m)
moving forward. The first probability component in (F.12) now reads:

Pr

{
X
σ2 < γj,

Y
Xζ j + σ2 > γk

}
=
∫ γjσ

2

0

(∫ ∞

γk(xζ j+σ2)

1
p

e−
y
p dy

)
1
s

e−
x
s dx

(F.26)
while the second term

Pr

{
X

Yζk + σ2 < γj,
Y

Xζ j + σ2 < γk

}
=
∫ ∞

0

∫ γk(xζ j+σ2)

x
γjζk

− σ2
ζk

1
p

e−
y
p dy

 1
s

e−
x
s dx

(F.27)
Notice that when x < γjσ

2, the lower limit of the inner integral in (F.27) is
negative and outside of the support of the exponential distribution. Hence
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we can write (F.27) instead as:

∫ γjσ
2

0

(∫ γk(xζ j+σ2)

0

1
p

e−
y
p dy

)
1
s

e−
x
s dx +

∫ ∞

γjσ
2

∫ γk(xζ j+σ2)

x
γjζk

− σ2
ζk

1
p

e−
y
p dy

1
s

e−
x
s dx

(F.28)
The expression (F.26) and the first term in (F.28) complement each other so
their sum becomes

γjσ
2∫

0

 ∞∫
0

1
p

e−
y
p dy

 1
s

e−
x
s dx =

γjσ
2∫

0

1
s

e−
x
s dx = Fe

(
γjσ

2; s
)

(F.29)

The second component of (F.28) is slightly more involved. First, let us focus
on the relationship between the limits of its second integral. After rearrang-
ing the terms we obtain:

x

(
γkζ j −

1
γjζk

)
≥ −γkσ2 − σ2

ζk
. (F.30)

Since the right side is negative and x > 0, then (F.30) is always true whenever
γkζ j − 1

γjζk
> 0 leading to no additional constraint on x. However, when

γkζ j − 1
γjζk

is negative, or equivalently γjγkζ jζk < 1, then the upper limit on
x appears:

x ≤
γjγkζkσ2 + γjσ

2

1 − γjγkζ jζk
(F.31)

which is a valid limit since
γjγkζkσ2+γjσ

2

1−γjγkζ jζk
>

γjσ
2

1−γjγkζ jζk
> γjσ

2. The missing
integral yields
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γjσ
2
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x
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− σ2
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p
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e−
x
s dx

=
1
s

∫ C

γjσ
2

e
σ2
ζk p e

−x
s+γjζk p
γjζk ps − e−

γkσ2

p e−x
γkζ j s+p

ps dx

=
γjζk p

s + γjζk p

(
e−

γjσ2

s − e
−C

s+γjζk p
γjζk ps + σ2

ζk p

)

− p
p + γkζ js

(
e−

γjσ2

s e−γkσ2 1+γjζ j
p − e−C

γkζ j s+p
ps − γkσ2

p

)
.

(F.32)

When γjγkζ jζk > 1 the second and fourth term in (F.32) disappear since

lim
C→∞

e
−C

s+γjζk p
γjζk ps + σ2

ζk p = 0 and lim
C→∞

e−C
γkζ j s+p

ps − γkσ2

p = 0. Otherwise,
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C=
γjγkζkσ2+γjσ

2

1−γjγkζ jζk
and after some simplification we obtain that e

−C
s+γjζk p
γjζk ps + σ2

ζk p =

e−C
γkζ j s+p

ps − γkσ2

p = e
− σ2

1−γjγkζ jζk

(
γj

γkζk+1
s +γk

γjζ j+1
p

)
. The total error probability is

then the sum of (F.29) and (F.32).

C Appendix

Let us consider a received signal over a single TF-block given by

y′ = h(a)
1 x1 + h(b)2 x2 + n1 (F.33)

and let us assume that in one of the previous uplink phases the interferer
(UE 2) already had an unsuccessful transmission attempt of the packet so the
BS has stored

y′′ = h(b−1)
2 x2 + h(c)3 x3 + n2 (F.34)

where h(a)
1 , h(b)2 , h(b−1)

2 and h(c)3 denote the complex channel coefficients and
the transmit power and path loss coefficients of each user were omitted
for simplicity. Instead of attempting to decode x1 directly from y′ which

would yield SINR equal to

∣∣∣h(a)
1

∣∣∣2∣∣∣h(b)2

∣∣∣2+σ2
the receiver can consider signal y′ −

qy′′ which yields SINR

∣∣∣h(a)
1

∣∣∣2∣∣∣h(b)2 −qh(b−1)
2

∣∣∣2+|q|2
(∣∣∣h(c)3

∣∣∣2+σ2
)
+σ2

. The expression is

maximized for q =
h(b)2 h(b−1)∗

2∣∣∣h(b−1)
2

∣∣∣2+∣∣∣h(c)3

∣∣∣2+σ2
in which case the the SINR becomes

∣∣∣h(a)
1

∣∣∣2
∣∣∣h(b)2

∣∣∣2
∣∣∣∣h(c)3

∣∣∣∣2+σ2∣∣∣∣h(b−1)
2

∣∣∣∣2+∣∣∣∣h(c)3

∣∣∣∣2+σ2
+σ2

. It’s easy to notice that, compared to (F.33), the power

of the interfering component
∣∣∣h(b)2

∣∣∣2 is now scaled down by a factor

ζ2 =

∣∣∣h(c)3

∣∣∣2 + σ2∣∣∣h(b−1)
2

∣∣∣2 + ∣∣∣h(c)3

∣∣∣2 + σ2
=

1 +

∣∣∣h(b−1)
2

∣∣∣2∣∣∣h(c)3

∣∣∣2 + σ2


−1

. (F.35)

The amount is directly related to the SINR that UE 2 experienced in its past
replica (F.34).

Note that the operation described above has this particularly simple form
only when the signal y′′ used to reduce the interference is uncorrelated with
the symbols x1, but this is ensured already since in CC we do not allow x1
and x2 to be paired together twice.
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1. Introduction

Abstract

Identification and authentication are two essential features for traditional random
access protocols. In ALOHA-based random access, the packets usually include a
field with a unique user address. However, when the number of users is massive
and relatively small packets are transmitted, the overhead of including such field be-
comes restrictive. In unsourced random access (U-RA), the packets do not include
any address field for the user, which maximizes the number of useful bits that are
transmitted. However, by definition an U-RA protocol does not provide user identifi-
cation. This paper presents a scheme that builds upon an underlying U-RA protocol
and solves the problem of user identification and authentication. In our scheme, the
users generate a message authentication code (MAC) that provides these functional-
ities without violating the main principle of unsourced random access: the selection
of codewords from a common codebook is i.i.d. among all users.

Keywords— massive access, unsourced random access

1 Introduction

One of the hallmarks of the fifth generation (5G) wireless systems and beyond
is massive Internet of Things (IoT) connectivity [1]. A scenario for massive
IoT access features a large number of devices (typically in the order of thou-
sands) connected to a Base Station (BS), each being sporadically active and
sending short data packets (e.g., a few kilobytes or bytes). This sporadic ac-
tivation entails that the set of devices trying to access at a given instant is
unknown, thereby requiring random access protocols.

In the classical ALOHA model for random access [2], a packet is the small-
est, atomic unit of information. The analyses in massive access scenarios are
usually performed with an infinite population, where the number of users is
N → ∞. However, in order to examine the fundamental performance bounds
of massive access protocols, one needs to look into the structure of the packet.
This is where the assumption N → ∞ leads to a paradox: to make user iden-
tification possible, a field with a unique user address of ≈ log2 N bits must
be included in a packet of finite and relatively short length. To deal with this
paradox, two information-theoretic approaches have been introduced.In the
many access channel [3] the number of users is given as a function of the
codeword length, which allows to preserve identification capabilities even as
both tend to infinity.

Differently from this, [4] addresses the problem of N → ∞ with finite
blocklength (FBL) packets by assuming that a packet does not contain the
address of the sender. This makes the access scheme unsourced, and leads
to the case in which all users share the same codebook. While U-RA was
initially proposed as a theoretically elegant scheme, it can also be justified by
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the desire to simplify the receiver and reduce the communication overhead.
This is particularly important for short IoT packets where the address field
can constitute a large portion of the packet [5].

The unsourced, uncoordinated nature of the problem and the FBL effects
have implications in the design of practical low-complexity coding schemes,
which has been the focus of several works. Bounds of the performance of
finite-length codes were derived in the initial paper by Polyanskiy [4], and
later generalized to the quasi-static fading channel [6]. The basic unsourced
random access was extended to the case with a large number of antennas
in [7], and the impact of correlated activations was studied in [8].

Despite its benefits in terms of efficiency, U-RA keeps the question of user
identification (and, consequently, user authentication) open. In this paper, we
aim to answer the following: assuming that a given protocol for unsourced random
access is available as a black box, how can it be extended to support user identification
and authentication? Rather than deferring this question to the higher layers or
additional transmissions, in this contribution we present a scheme that en-
ables those functionalities at the lower layers, in a way that is consistent with
the paradigm of U-RA, i.e., when users share the same codebook. In that
sense, the main contribution of our scheme is that it enables the identifica-
tion and authentication of users over U-RA; the potential performance gains
compared to sourced random access is of secondary importance.

The key idea is to generate and append a message authentication code
(MAC)1 to the packets (rather than an explicit address), which enables the
identification and authentication of the users while complying with the main
assumptions of U-RA. For this, we employ a two-step procedure as illustrated
in Fig. G.1. First, the BS broadcasts a beacon with a nonce to the users prior
to data transmission. A nonce is an arbitrary number generated periodically
by the BS that is allowed to be used only once by each node to prevent replay
of messages. Then, each active user generates a MAC based on the nonce, a
secret key known only by the user and the BS (e.g., pre-shared using Univer-
sal Subscriber Identity Module (USIM) as in LTE [9]), and the data to be sent;
this field is appended to the packet and transmitted as shown in Fig. G.1(b).

2 System model

We study the massive random access scenario as described by Polyanskiy [4],
where N → ∞ users communicate through a time-slotted channel with a sin-
gle BS. Although the proposed scheme works without modifications with a
(potentially massive) MIMO BS, we assume a single antenna BS to simplify
the presentation. At each time slot, K out of the N users are active and send

1To avoid confusion between this term and the widely-used acronym for medium access
control, the latter is avoided throughout the paper.
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Beacon 
with nonce 𝒃

(a) Downlink phase.

𝒅!,# 𝒎!,#

information bits MAC

𝐷 𝐿

𝒙!,#
codeword

𝑛

(b) Uplink phase.

Fig. G.1: The two-step procedure.

messages W = W1, W2, . . . , WK in the uplink, where Wi is drawn indepen-
dently and uniformly at random from the message set M = {1, 2, . . . , M}.
For typical massive IoT scenarios, K will be in the range of 50 to a few hun-
dreds [10]. All users share the same encoder f : [M] → X n, and use it to
construct the codewords x1, x2, . . . , xK as xi = f (Wi), which are subject to the
constraint ∥xi∥2

2 ≤ nP, where P is the average energy per symbol. The code-
words are transmitted over a permutation-invariant and memoryless multi-
ple access channel PY|XK

1
: X n×K → Yn, i.e., it satisfies PY|XK

1
(y|x1, . . . , xK) =

PY|XK
1
(y|xπ(1), . . . , xπ(K)) for any y ∈ Yn and x1, . . . , xK ∈ X n×K, and any

permutation π.
We assume that the BS periodically broadcasts a beacon in the downlink

as depicted in Fig. G.1. The beacon includes the necessary information for
the users to synchronize, to obtain the main configuration parameters, and
to estimate and invert the channel. To keep the presentation simple and
aligned with [4], we assume that channel inversion is perfect, so that fading
can be neglected2 and the uplink transmissions are only affected by additive
white Gaussian noise, denoted by z ∼ N (0, σIn). Consequently, the resulting
Gaussian multiple access channel model at a given time slot is

y =
K

∑
i=1

xi + z (G.1)

At the BS, the decoder g : Yn → [M]K outputs an unordered list of K
2We note that the users who cannot perform inversion due to poor channel conditions can

simply remain inactive, which leads to the problem that is structurally the same.

193



Paper G.

messages from M. In line with the U-RA literature [4], we assume that K
is fixed and known to the decoder. We note that this assumption allows the
codebook to be designed based on K, which does not reflect a true random
access scenario. In practice, the codebook would have to be designed based
on the expected maximum (or average) number of active users instead. Simi-
larly, in practical implementations the decoder, rather than outputting a fixed
number of messages, might rely on separate activity detection [10].

An error occurs whenever the g(y) does not contain a transmitted mes-
sage, or if multiple users transmit the same message. More specifically, an
error for user i is defined as Ei = {Wi /∈ g(y)} ∪ {Wi = Wj for some j ̸= i}.
Note that since we assume the decoder always outputs K messages, it im-
plies that for each error Ei, the list g(y) must contain a message which was
not transmitted by any of the devices. We shall refer to this set g(y) \W as
decoder false positives. Denoting by kTP the number of genuine (true posi-
tive) messages and by kFP the number of false positives in the set g(y), we
have that kTP + kFP = K.

3 Identification and authentication in unsourced
random access protocols

The key idea behind the proposed scheme is to generate MAC that enables
identification and authentication of the users and that can be applied to U-
RA protocols. The MAC mi = {0, 1}L is generated by user i based on its data
di ∈ {0, 1}D of size D, its secret key ki, and a nonce b. The secret key is fixed
and only known by the corresponding user and the BS, e.g., pre-shared using
USIM as in LTE [9]. The MAC length L is fixed and independent from the
other parameters.

Our scheme is divided into phases as shown in Fig. G.1. At the beginning
of each round, the BS generates a nonce and broadcasts it to all the devices.
The nonce is a sequence or pseudo-random number that changes in each
round but is otherwise public. Once the nonce is received, a given user i
generates the MAC mi based on the data bits it wants to transmit di, its
secret key ki, and the nonce b, i.e. mi = h(di, ki, b), where h(·) is designed
to be computationally hard to invert and have low collision probability (i.e.,
the output is approximately uniform for any input distribution). The user
appends the MAC to the data to create a packet and transmits it, as shown in
Fig. G.1(b). At the BS, the packets are first decoded to extract [d̂i, m̂i] tuples.
For each, the message authenticity can be verified and the identity of the
sender determined by computing the MACs of the data part h(d̂i, kj, b) with
different secret keys kj and comparing them with the MAC in the received
packet m̂i. If a match is found, the authenticator declares the user with the
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3. Identification and authentication in unsourced random access protocols
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Compute 
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Fig. G.2: Block diagram of the proposed scheme including message generation and subsequent
decoding, authentication and identification.

matching key to be the potential transmitter. The full scheme is depicted in
Fig. G.2.

While a nonce is commonly used to prevent replay attacks, in our scheme
it has the additional function of randomizing the MAC. That is, without a
nonce, a particular piece of data and secret key from a given device would
always produce the same MAC, which violates the assumption that all code-
words are equally likely. Typical methods to generate the MAC include,
e.g., symmetric key cryptography as in AES-CMAC (RFC 4493), used in Lo-
RaWAN, or a HMAC (RFC 2104). Any of these methods can be applied to
our scheme, so the MAC is computationally challenging to guess without the
secret key.

Note that in our scheme cryptographic errors, which we define as any in-
stance where the matching MAC is generated by a key that does not belong
to the actual sender, can occur. They are possible since: 1) the generated
MAC might not be a unique identifier for the user (unlike the actual address)
and 2) the BS must generate many MACs with different secret keys to find
the one that matches the one in the received packet.

Therefore, several tradeoffs arise. The first one is between the length of
the metadata and the amount of cryptographic errors, where in the extreme
case with no metadata (i.e. neither MAC nor address) identification and au-
thentication cannot be provided. Meanwhile, longer packets entail higher
energy. Another tradeoff involves the computational complexity and proba-
bility of cryptographic errors that both increase with the number of devices
supported by the system3.

3It could be argued that the scheme is not practical as N → ∞. However, in practice good
performance was observed for N as large as 106 and K > 100.
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4 Cryptographic errors: collisions, false positives
and misidentifications

The probability of decoder false positives describes only the physical layer
performance of U-RA. The full characterization of the proposed scheme has
to take into account also potential cryptographic errors, erroneous accep-
tance of false positives, and misidentification events. For the purpose of this
evaluation, we assume ideal MACs that are uniformly distributed, i.e., the
probability that a given (data, key, nonce) tuple produces a specific MAC of
length L is p = 2−L.

4.1 Exhaustive search

We first consider authentication using exhaustive search, where all keys are
tried on each message. We start by studying the per-user cryptographic error
probabilities. A genuine message W ′ with data d′ transmitted by user u′ will
fail to be authenticated whenever any of the keys from users u ̸= u′ produces
the same MAC when applied to d′. We refer to those events as type 1 errors.
Since there are N − 1 other keys, the type 1 event happens with probability

pt1 = 1 − (1 − p)N−1 (G.2)

Because we assume that each user transmits at most one message per round,
an error occurs also when the key of user u′ produces a valid MAC for any of
the other decoded messages in g(y) \ {W ′}. Given that there are K − 1 other
decoded messages, this type 2 error happens with probability

pt2 = 1 − (1 − p)K−1. (G.3)

Taking into account both types of errors, the probability that a genuine mes-
sage is successfully authenticated is

ps_auth = (1 − p)N+K−2. (G.4)

Another type of event is when a false positive message produced by the
decoder is erroneously authenticated. While (G.4) is conditional on the fact
that there is at least one key that authenticates the message, here we cannot
assume that. Since the keys from the genuine messages cannot be used again
without causing type 2 error, there are N − kTP keys that can potentially
decode the false positive message without resulting in a collision. Since each
of these keys accepts the message with probability ps_auth, the probability of
accepting a false positive message from the decoder is

pfp_auth = (N − kTP) p · ps_auth = (N − kTP)p(1 − p)N+K−2. (G.5)
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Note that the authenticator is generally unable to determine whether a mes-
sage that fails to be authenticated belongs to the set of decoder true positive
or decoder false positive messages. The only exception to this is the special
case in which no key is able to decode a given message, which can only hap-
pen for false positive messages. The probability that this happens for a given
false positive message is pd_fp = (1 − p)N .

4.2 Heuristic search

We now turn our attention to the heuristic search, in which the authentica-
tor tries keys only until it finds a matching key. While more efficient, this
approach cannot detect type 1 and type 2 errors defined above, and thus the
probability of erroneously authenticating a message increases.

Providing exact analytical expressions for the heuristic case proves to be
difficult, due to the dependency on the order in which packets are authen-
ticated, the number of decoder false positives and true positives, and how
they are interleaved. To that end, we will provide only approximations, not-
ing that they are very close to the true values. We shall assume without
loss of generality that the decoded messages are authenticated in the order
Ŵ1, Ŵ2, . . . , ŴK. Furthermore, we will neglect the events where the sender of
message Ŵj becomes incorrectly identified as the sender of one of the previ-
ous messages Ŵ1, . . . , Ŵj−1, which happens with very low probability4.

We first consider the probability of correctly authenticating a genuine
message. In the heuristic search case the successful authentication of mes-
sage Wj can happen even if there are cryptographic collisions, as long as the
correct user happens to be tested first. For a set of i successfully authenti-
cating keys, this happens with probability 1/i. By marginalizing over the
number of keys additional to the genuine key we obtain

ps_auth,j =

Nj−1

∑
i=0

(
Nj − 1

i

)
pi(1 − p)Nj−1−i

(
1

1 + i

)
, (G.6)

where Nj is the number of remaining keys which is the total number of keys,
N, minus those that have authenticated any of the previous messages. Nj
is nonincreasing, and Nj ≥ N − j + 1 since the authenticator may have been
unable to authenticate some of the previous j − 1 messages. As already men-
tioned, in the heuristic approach the detection of collisions (type 1 and type
2 errors) is not possible, which can result in misidentification, i.e., attributing
a genuine message to the wrong user. The probability of misidentifying the

4Note that we do not neglect misidentification events in general, but only the case where
specific user authenticates a specific message, which is tied to the probability p and hence very
low.

197



Paper G.

j-th message is the probability that one or more of the Nj − 1 non-genuine
keys authenticate the message before the correct one:

pmis_id,j =

Nj−1

∑
i=1

(
Nj − 1

i

)
pi(1 − p)Nj−1−i

(
1 − 1

1 + i

)
= 1 − ps_auth,j. (G.7)

On the other hand, if the message is a false positive, the probability of
accepting it is equal to the probability of having at least one key which pro-
duces a matching MAC:

pfp_auth,j = 1 − (1 − p)Nj . (G.8)

We note that from the point of view of the receiver there is no difference
between misidentification and false positive authentication, hence, the total
error probability should include both. For a given packet, which is genuine
with probability pTP and a false positive with probability pFP we obtain

pmis_auth,j = pTP pmis_id,j + pFP pfp_auth,j. (G.9)

Lastly, let us remark that when N ≫ K, we have that Nj ≈ N. By making
this substitution in (G.6) - (G.9), we obtain a rigorous upper bound on the
probability of each type of error. Furthermore, they become independent
of packet number and allow us to drop the subscript j which simplifies the
comparison between the exhaustive and heuristic approach.

In Fig. G.3 we show the probability of successful authentication and prob-
ability of mis-authentication as a function of the total number of devices N
for the exhaustive and heuristic search. In addition to the small gain in terms
of success probability, the latter method allows to reduce the complexity as,
on average, it requires only half of the MAC checks (assuming the proba-
bility of transmission is uniform across the devices). This is at the cost of
an increased probability of mis-authentication. Since the eq. (G.6) and (G.9)
used to produce the solid red curves are approximations that neglect some
of the effects mentioned earlier, we provide also the results obtained through
numerical simulations. Clearly, the differences are very minor making the
approximations a viable tool.

4.3 Spoofing attacks

It is of interest to consider what happens when an attacker sends a forged
message with the intent of getting it accepted by the authenticator. With-
out private keys the attacker is not able to compute the correct MAC for the
spoofed data and current nonce so it has to generate MAC bits at random. As
such, from the cryptographic point of view, the message acts as a false posi-
tive, and the transmitter cannot target a specific device (i.e. it cannot choose
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Fig. G.3: Probability of successful authentication and probability of mis-authentication as a
function of the total number of devices N. The number of messages is K = 100, pTP = 0.99,
pFP = 0.01, MAC length L = 32bits.

whom it is impersonating). However, from the physical layer point of view
this is an actual transmitted codeword, and as such subject to probability of
decoding pTP, so the total probability of successful spoof is

ps_spoof = pTP

(
1 − (1 − p)N

)
. (G.10)

This is to be compared to the traditional frame structure where the source
address is included in the packet. In that case, the authenticator only tries
the single MAC associated to that user, and the spoof attack is successful
with probability pTP p.

5 Results

We start by looking into the physical layer performance. The results were
obtained based on the random coding bound given in [4, eq. (3)-(10)]. The
codeword length (number of symbols) was chosen to be n = 215 = 32768. In
Fig. G.4 we depict the achievable error probability as a function of the energy
per codeword nP. The values are shown for a range of packet sizes B and for
K = 50 and K = 150. In line with the assumption that two users selecting the
same message is considered an error (c.f. Section 2), each curve has a floor at
(K

2)/M = (K
2)/2B (visible only for 32 bits). In general, the higher B and K are,

the steeper the curves become and the transition from almost certain error
pFP ≈ 1 to very high reliability (such as pFP < 105) becomes increasingly
abrupt. This is even better explained with Fig. G.5 which shows the energy
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Fig. G.4: Achievable physical layer error probability as a function of the energy per codeword
and packet size B. Two different values of K are considered.
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Fig. G.5: Minimum energy required to achieve fixed physical layer error probability as a function
of the number of information bits B.

per codeword as a function of B for fixed error rates. Firstly, as the packet size
increases, less energy is needed to decrease pFP. For example, with K = 50,
when B = 25 b improving error rate from 10−1 to 10−3 requires 1 dB, while
with B > 100 b the same shift requires less than 0.5 dB. Secondly, there is a
point where the system turns from being noise-limited to interference-limited
(curves merging). Such a transition occurs for lower packet sizes the more
simultaneous messages K there are.

In Fig. G.6 we combine all the earlier insights and look into the total
probability of mis-authentication that takes into account both the physical
and cryptographic layer performance. These results are obtained assuming a
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Fig. G.6: Total probability of mis-authentication as a function of energy, taking into account both
physical and cryptographic layer. The number of messages is K = 100 and N = 105.

population of N = 105 users and K = 100 messages. In the plots, the blue
line represents a packet consisting solely of the information bits, i.e. B = D.
Since there is no additional means of authentication, every decoded packet
is accepted and hence pmiss_auth = pFP. The red line denotes our proposed
scheme in which the packet consists of information bits and a MAC, that
is, in total B = D + L, where L = 32 b is fixed. The values reported here
correspond to the exhaustive search variant, hence, the total probability of
mis-authentication is pmiss_auth = pFP pfp_auth with pfp_auth given by (G.5).
Lastly, the yellow curve represents the classic packet structure, where the
address is also included (here A = 32 b as well) which yields B = D + L + A.
In such case, the receiver checks only one key corresponding to the given
address, hence we have that pmiss_auth = pFP p. It is important to keep in
mind that the most basic mode of operation (blue) does not provide any
way of identifying the users, and as such it is not directly comparable with
the other two. Furthermore, it might not provide sufficient level of reliability
when the packets are very short, which is due to the floor on pFP. What might
be surprising, is that the classic packet structure actually performs slightly
worse than our proposed scheme (at least until 10−20 level which should be
more than enough). This is because even though the probability of MAC
collision is significantly lower, the packet needs to be larger to accommodate
the address, which requires higher energy.
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6 Conclusions

In this paper we proposed a method to introduce identification and authen-
tication capabilities to algorithms that follow the framework of unsourced
random access. Our scheme adds very limited amount of metadata to the
communication, which is especially important for short IoT packets. Fur-
thermore, as a consequence of not including explicit user identification, the
packets are fully anonymous to everyone except the BS, which opens the
door to new use cases and applications. This is in contrast to traditional
protocols, where only the message content is assumed to be secret while the
identities are public. The extra functionalities come at the cost of increased
processing at the receiver. However, our results show that by avoiding the ad-
dress we can simultaneously improve the spectral efficiency, and, for a given
given energy per codeword, decrease the overall mis-authentication proba-
bility compared to the case where the address is included in the packet.
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1. Introduction

Abstract

In massive access scenarios, an unknown subset of a very large number of wireless
devices transmit small packets to the base station (BS) in an uncoordinated manner.
These scenarios have been a hot research topic in the context of 5G/Beyond-5G as they
pose many challenges and require the design of highly efficient and lightweight com-
munication protocols. This has inspired the paradigm of unsourced random access
(U-RA) as a way to simplify multi-user decoding and reduce overhead in the uplink.
However U-RA, being mainly a physical layer approach, lacks the ability to identify
and authenticate users, which needs to be taken into account. Another important
functionality is the transmission of acknowledgements (ACK) in the downlink. The
naïve method of sending a dedicated message to each user may not be feasible in the
massive random access scenario, thus a solution is to provide jointly encoded ACKs,
which can achieve much higher efficiency at the cost of introducing false positives. In
this paper we consider a system that combines U-RA with joint ACKs transmitted
in the downlink. We focus on the systematic description and analysis of the false pos-
itives, as well as the design options, and the associated trade-offs among reliability,
rate of retransmissions and power efficiency.

1 Introduction

Random access protocols constitute a central component in the support of
massive Internet of Things (IoT), where a large number of devices sporadi-
cally transmit small packets to a single base station (BS). The combination of
the small packet sizes and the fact that the set of active users are difficult to
predict makes grant-based transmission inefficient, and motivates the use of
protocols in which the users transmit their data in an uncoordinated fashion.

Due to the small packet sizes, the metadata, such as the source address
and message authentication code (MAC), take up a significant fraction of
the total packet length and, in particular, the number of bits required for
the address increases with the total number of users. However, a central
assumption in the widely used ALOHA model of random access [1] is that
the total number of users tends to infinity. This leads to the apparent paradox
that the packet length needs to be infinitely large in order for the users to be
identifiable.

Two information-theoretic models of random access have recently been
introduced to address this paradox. The many access channel [2] circum-
vents the problem by specifying the number of users as a function of the
codeword length, so that identification is possible as both tend to infinity. On
the other hand, in Polyanskiy’s model [3] the users share the same codebook,
which precludes user identification. As a result, the model has been termed
Unsourced Random Access (URA). Although the shared codebooks in URA
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BS UEs

Channel 
estimation

Decoding and 
authentication

ACK 
decoding

Fig. H.1: The diagram of the considered scheme. If used, the beacon broadcasted by the BS
allows UEs to estimate and invert their channels.

were initially proposed to ensure that the model was theoretically elegant,
it has also received much practical interest as the lack of source identity al-
lows to simplify both the receiver and the transmitters, and to reduce the
communication overhead [4].

Despite the large interest in Polyanskiy’s model, user identities (and user
authentication) are of high interest in many practical systems. Motivated by
this, in previous work we proposed a method for the base station to identify
and authenticate users that transmit using a URA-based protocol [5]. In this
paper, we extend our previous work by considering fading channels and by
introducing a joint feedback message broadcasted by the BS in the downlink,
which allows the transmitting users to validate their transmissions. In ad-
dition, we propose to encode the feedback message using a Bloom filter [6],
which reduces the number of bits required for the message at the cost of
a small fraction of false positives. We show that this reduction ultimately
leads to an increased probability that the users, following a transmission in
the uplink, correctly decode and deduce the outcome of their transmissions
compared to the case in which the feedback message is encoded by simply
concatenating the acknowledgements of individual users.

The paper is organized as follows. In Sec. 2 we define the system model
for uplink, authentication, and the downlink. Sec. 3 analyzes the uplink and
authentication phases and the downlink is analyzed in Sec. 4. Numerical
results are presented in Sec. 5, and conclusions are offered in Sec. 6.
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2. System model

2 System model

We consider a massive access scenario with a large number of users N and
a single base station. The channel, which is shared among all N users, is
divided into recurring random access opportunities. Each random access op-
portunity comprises a total of n channel uses, which are split into nul uplink
channel uses followed by ndl = n − nul downlink channel uses for message
acknowledgments. For simplicity, we will assume that the random access op-
portunities are independent, i.e., the activity of the users does not depend on
the feedback that they receive. The authentication occurs between the uplink
and downlink phases.

2.1 Uplink phase

We assume that the uplink phase follows the scheme proposed by Polyan-
skiy [3]. Accordingly, in each random access opportunity a random subset U
of the N users, comprising a fixed number of users K, transmit their messages
W = {Wk}K

k=1. The messages are drawn independently and uniformly from
the set of messages M = {1, 2, . . . , M}. All users share the same encoder

f : M → X nul , (H.1)

where X is the set of (complex) signals that can be transmitted during a
single channel use. Each codeword xk produced by the encoder is subject to
the energy constraint ∥xk∥2 ≤ nulP where P is the average energy per symbol.
The users use the encoder as xk = f (Wk) to produce the codewords {xk}K

k=1,
which are transmitted over a memoryless channel

PY|XK
1

: X nul×K → Ynul , (H.2)

which is also permutation-invariant, i.e., PY|XK
1
(y|x1, . . . , xK) =

PY|XK
1
(y|xπ(1), . . . , xπ(K)) for any y ∈ Y , {xk}K

k=1 and permutation π.
We consider the block-fading SIMO uplink channel where the BS is equip-

ped with MA antennas. The signal received at the m-th antenna is

ym =
K

∑
k=1

sk
√

gkhk,mxk + zm. (H.3)

Here, sk is the amplitude and phase controlled by user k, gk is the path loss,
and hk,m ∼ CN (0, 1) is the fading coefficient between the k-th user and the
m-th antenna. The noise samples z are i.i.d and drawn from CN (0, N0,ul).

Based on the received signals y = [y1, . . . , yMA ], the decoder g : YMA×nul →
MK outputs an unordered set Ŵ = {Ŵk}K

k=1 of exactly K decoded messages.
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Due to the influence of the channel, the set of decoded messages is not nec-
essarily equal to the set of transmitted messages. Thus, we declare an error
if a user transmitting message Wk is not among the set of decoded messages.
Similarly, we also declare an error if two or more users transmit the same
message, This leads to the definition of an error event for user k ∈ U as
Ek = {Wk /∈ g(y)} ∪ {Wk = Wi for some i ̸= k}. This error can be seen as
a decoder false negative in the sense that a transmitted message was not out-
putted by the decoder. Because the decoder always outputs K messages, a
decoder false negative error implies a decoder false positive error, i.e., a message
that was not transmitted by any user.

2.2 Authentication phase

Each of the decoded messages in Ŵ produced by the decoder undergoes an
authentication step to determine the identity the senders Ũ ∈ {[N]K

′ |K′ ≤
K}. Formally, the authentication is a function

f̃ : MK → {[N]K
′ |K′ ≤ K}. (H.4)

Note that there may be some messages that cannot be authenticated, and
as a result the authentication phase can output less (but not more) than K
identities. We define two types of errors for this function. First, a false
negative error occurs if a transmitting user k ∈ U is not in the list of identities
Ũ , i.e., ẼFN

k = {k /∈ Ũ}. The other error is a false positive and occurs when a
user k̂ /∈ U that was not transmitting is in the list of identities, ẼFP

k̂
= {k̂ ∈ Ũ}.

2.3 Downlink phase

Following the uplink and authentication phases, from which the BS has ob-
tained a set of K′ identities Ũ , it broadcasts a common feedback message in
the downlink, which informs the transmitting users about Ũ . The feedback
message is encoded using the encoder

f̄ : {[N]K
′ |K′ ≤ K} → X̄ ndl , (H.5)

which is subject to power constraint ∥x̄∥2
2 = ndlP̄. The feedback is transmitted

over a memoryless broadcast channel

PȲK
1 |X̄ : X̄ ndl → Ȳndl , (H.6)

to the set of K users that transmitted during the uplink phase (we assume that
the other users are inactive during the entire random access opportunity).
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Note that set U is not exactly known to the BS even after the uplink phase.
Each of the K active users decodes the feedback using its individual decoder

ḡk : Ȳndl → {0, 1}, (H.7)

where ḡk(ȳk) = 1 if k ∈ Ũ and otherwise ḡk(ȳk) = 0.
For the channel in the downlink we assume that the received signal at the

k-th active user is given as

ȳk =

(
MA

∑
m=1

√
gk h̄k,mx̄m

)
+ z̄k, (H.8)

where h̄k,m ∼ CN (0, 1) and z̄k ∼ CN (0, N0,dlIndl) are the fading coefficient
and the additive noise, which are both independent of x̄. We assume that
the path loss gk follows a log-distance path loss model such that gk = d−α

k ,
where dk is the distance between the BS and user k and α is the path loss
exponent. Furthermore, we assume that the users are uniformly distributed
in a [d, D] annulus around the BS such that their distances are distributed as
f (dk) = (2dk)/(D2 − d2).

We define three events of errors in the downlink for a user k. The first is
when a user fails to decode the feedback, which happens if the rate supported
by the channel is less than the transmission rate Rdl . Neglecting finite block-
length effects, which are negligible for Rayleigh fading with the blocklengths
that we will consider [7], this event is defined as Ēout

k = {log2(1 + P̄|h̄k|2) <
Rdl}. The other two error events are false positive acknowledgment and
false negative acknowledgment, defined as ĒFP

k = {k /∈ Ũ ∩ ḡk(ȳk) = 1}
and ĒFN

k = {k ∈ Ũ ∩ ḡk(ȳk) = 0}, respectively. Combining all error types,
we obtain the event that the user correctly decodes the feedback message as
Ēk = Ēout

k ∪ ĒFP
k ∪ ĒFN

k .
The overall scheme and its steps is depicted in Fig.H.1.

3 Characterization of uplink and authentication
error events

In this section we will analyze step-by-step the possible outcomes of the up-
link transmissions of the packets followed by the decoding and authentication
at the BS.

3.1 Uplink transmissions and decoding

We will investigate two distinct scenarios. In the first one, the BS is assumed
to have a single antenna, MA = 1, and each uplink phase is preceded by the
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Fig. H.2: The possible outcomes of the combined uplink, authentication and downlink phases.

downlink beacon that allows users to estimate and invert their channels, i.e.
sk = (hk,1

√
gk)

−1. As a result, the BS observes a simple AWGN channel. The
error probability and, consequently, decoder false positive probability in such
case can be obtained from random coding bound proposed in [3, eq. (3)-(10)].

In the second scenario, we assume that the BS is equipped with MA > 1
antennas, but that there is no downlink beacon that the users can use to es-
timate and invert their channels. Thus, the users can only adapt their power
to the path loss gk, i.e., sk = 1/

√
gk. As a consequence, the individual signals

are subject to the small-scale (Rayleigh) fading at the receiver. Furthermore,
users have to rely on transmitting the pilot symbols along with the data so
that the channel estimation can be performed by the BS. For this scenario,
we will assume that the scheme presented in [8] is used to carry out the up-
link transmissions and decoding. It can be shortly summarized as follows.
First, each transmitting user chooses one of the 2J non-orthogonal pilot se-
quences based on the first J data bits (out of B) it wants to transmit. These
are transmitted over the first np channel uses and allow the BS to estimate
the channels, as well as recover the implicitly encoded J data bits. In the
second step the remaining B − J bits are transmitted over the nul − np chan-
nel uses. The achievable error probability of such scheme (and consequently,
false positive) can be obtained through normal approximation, i.e.,

p f p = Q

(√
nul − np

2V

(
log2(1 + SINR)− B − J

nul − np

))
(H.9)

where Q(·) is the Q-function, V = SINR
2

SINR+1
(SINR+1)2 log2

2 e is the channel disper-
sion, and SINR is the effective SINR obtained after maximum ratio combining
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(MRC) of signals and can be approximated as

SINR =
MA(1 − σ2

CE)P
N0,ul + σ2

CEP + (K − 1)P
(H.10)

where σ2
CE ≥ N0,ul/(N0,ul + npP) is the lower bound on the MSE of the chan-

nel estimation assuming orthogonal pilots.

3.2 Identification and authentication

In order to enable identification and authentication capabilities, some ad-
ditional bits need to be appended to the message and sent along with its
information bits. The traditional way of achieving this is to add an address
field, enabling identification, and message authentication code (MAC), ensur-
ing integrity of the message by protecting it from accidental errors, as well as
tampering and impersonation attempts. However, as demonstrated in [5], by
constructing MAC in a specific way, namely by making it a function of the
sender’s identity, it is possible to omit the address field and still provide the
identification feature with high reliability. This is especially desirable in the
massive access scenarios, such as the one considered here, where the mes-
sages are typically very short and any type of overhead (such as address)
accounts for large portion of the packet.

Throughout this paper we will rely on the following scheme. Each user
i possesses a unique, secret key ki known only by that user and the BS1.
Whenever, a user has data to send di, it will generate the MAC of length L
mi ∈ {0, 1}L based on that data and its secret key as mi = h(di, ki). The
function h(·) is common and known to all the communicating parties. Fur-
thermore, it should be computationally hard to invert and produce sequences
that have low collision probability (such functions are known as hashing
functions). In this work, to simplify the analysis, we will assume an ideal
hashing function whose outputs are uniformly distributed, i.e. the probabil-
ity that a tuple (di, ki) produces an arbitrary MAC is p = 1/2L. Once the
MAC mi is computed, the user concatenates it with the data and together
they constitute the message Wi = [di, mi] as described in Section 2.

At the BS, upon decoding the messages Ŵ , the receiver proceeds with the
identification and authentication procedure. For each message Ŵi = [d̂i, m̂i]
on the list, the receiver does the following. First, it extracts the part corre-
sponding to the data bits d̂i. Then, it recomputes the MACs using keys of

1We do not go into details of how to distribute such secret keys, however this is a very well-
studied problem that can be addressed with, e.g. public-key cryptography. The distribution of
keys can also be incorporated into the initial registration phase that is performed whenever the
user attaches to the BS. This procedure, however, is relatively infrequent and the keys themselves
do not need to be updated, hence its impact on the overall scheme is minimal.

213



Paper H.

different users stored in its database as m′
i,j = h(d̂i, kj) for j = 1, 2, . . . , N.

Each MAC produced this way is compared with the one in the decoded mes-
sage and as long as there is only a single match (no collisions), i.e. m̂i = m′

i,j
for some j, the receiver declares that the message is valid and comes from
user j. This procedure is performed for each message produced by the de-
coder and can easily be parallelized to decrease the total computation time.

It is important to note that, unlike the address, MAC might not be a
unique identifier which can lead to mis-identification and MAC collisions.
More formally, for a given [d̂i, m̂i] tuple, there might exist one or more match-
ing key kl ̸= kj s.t. h(d̂i, kl) = h(d̂i, kj) = m̂i. Let us analyze the possible
outcomes, which are also summarized in Fig.H.2.

First, let us assume that the decoded message Ŵi is genuine, i.e. a true
positive Ŵi ∈ W . In that case, there is at least one matching key - the one that
corresponds to the actual sender. If there are no others, receiver authenticates
the message and correctly concludes the identity of the sender. If there are
more matching keys, the receiver is not able to tell who the sender is and will
not authenticate the message nor acknowledge it later on. As such, we have:

ps_id = (1 − p)N−1 (H.11)

pcoll_tp = 1 − ps_id (H.12)

On the other hand, if the decoded message is a false positive Ŵi /∈ W ,
then there are the following three possibilities. In case the receiver checks all
the keys and none of them produces a matching MAC (most likely outcome),
then it is able to detect that the message is, in fact, a decoder false positive
and discard it. The probability of this happening is

pd_ f p = (1 − p)N (H.13)

Similarly, the message will not be authenticated if there is more than one
matching key, which occurs with probability

pcoll_ f p =
N

∑
i=2

(
N
i

)
pi(1 − p)N−i = 1 − (1 − p)N − Np(1 − p)N−1 (H.14)

In the worst case scenario, there is a single matching key which will cause
the receiver to incorrectly accept the message and lead to mis-authentication.
This event has probability

pmis_id_ f p = Np(1 − p)N−1 (H.15)

4 Characterization of downlink error events

Following the uplink and authentication phases, the BS multicasts a packet
that acknowledges the user identities Ũ , whose messages were decoded and
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authenticated. Because of its multicast nature, the BS cannot simply invert the
channel. Furthermore, since the identities of senders are only estimates at this
point, it has to transmit with enough power to ensure that all the devices in its
range can decode the downlink packet. For simplicity, we will assume a very
simple scheme where the BS transmits with the power Pdl = βDα divided
equally between its MA antennas and that some form of full-diversity space-
time block coding is applied, such that the expected received power at a user
at the edge of the network is equal to β. In general, the power received by user

k is βDαd−α
k and the SNR follows a gamma distribution fgam(x; MA, Dαd−α

k
MA N0,dl

).
Note that in the special case of MA = 1, the received SNR is exponentially
distributed with mean βDαd−α

k . By marginalizing over the distribution of dk
we obtain the outage probability as a function of the downlink transmission
rate Rdl :

Pr(Ēout
k | Rdl) =

∫ D

d
Fgam

(
Rdl ; MA,

βDαd−α
k

MAN0,dl

)
2dk

D2 − d2 ddk, (H.16)

where Fgam(·) is the cumulative distribution function of the gamma distribu-
tion.

Because multiple users need to be acknowledged and the transmitting
users are unknown to the BS, the acknowledgment message needs to address
the users that should be acknowledged. We will consider two methods of
encoding the message acknowledgments that are transmitted by the BS in
the downlink. The first is to simply concatenate the identities of the decoded
users, while the other is a more efficient encoding based on Bloom filers,
which has the cost of introducing false positive acknowledgments. We will
assume that the feedback message encodes the number of decoded users K′,
which requires a field of at most ⌈log2(N)⌉ bits.

We start by analyzing the concatenation based scheme. Since the identities
of each of the K′ active users can be encoded using ⌈log2(N)⌉ bits, the total
number of bits required for the acknowledgment message is simply

Bconcat = ⌈log2(N)⌉+ K′⌈log2(N)⌉, (H.17)

where the first term comes from encoding the number of decoded users
K′. Clearly, provided that the message is correctly decoded, this encoding
scheme introduces no false negatives or no false positives, so the only error
event is outage, i.e. Ēk = Ēout

k . Provided that the number of symbols in the
downlink is ndl, the required rate is

Rdl,concat =
⌈log2(N)⌉+ K′⌈log2(N)⌉

ndl
, (H.18)

which plugged into Eq. (H.16) allows to determine the outage probability.
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We now turn our attention to the Bloom filter encoding [6]. To encode
the set of decoded user identities Ũ , the Bloom filter uses ℓ independent hash
functions l1(k), . . . , lℓ(k) that map from the set of user identities {0, 1, . . . , N −
1} to {0, 1, . . . , B − 1} representing the bits in the message. We will assume
that the hash functions are ideal, i.e., they uniformly map each element to a
random element in {0, 1, . . . , B − 1}. The feedback message is constructed by
setting the bits at indices ∪k∈Ũ ∪l=1,...,ℓ ll(k) equal to ’1’ and the remaining
bits to ’0’. By checking whether a user with identity n is in the message,
it simply checks whether all bit indices resulting from the ℓ hash functions
applied to its own ID are equal to ’1’ in the received message (we refer to
these bits as test bits).

Because the outputs of the hash functions may overlap between different
users (i.e. are subject to collisions), there is a risk of false positives, but
no false negatives. A false positive happens if all test bits of a user that
was transmitting but was not decoded/authenticated are equal to ’1’ in the
acknowledgment message. The false positive probability depends on ℓ, K′,
and B. It has been shown that the false positive probability is minimized
when approximately ℓ = ln(2)(B/K′) [6], in which case the false positive
probability is

Pr(ĒFP
k ) = (1/2)ln(2)(B/K′) . (H.19)

Note that in practice ℓ needs to be an integer, which introduces a small
penalty in the performance. Neglecting this and rearranging, we obtain that
the number of bits required to achieve a false positive probability of at most
ϵFP is

Bbloom = ⌈log2(N)⌉+ K′ log2(1/ϵFP)

ln(2)
. (H.20)

Repeating the calculation of the rate as done for concatenation, we obtain the
rate

Rdl,bloom =
⌈log2(N)⌉+ K′ log2(1/ϵFP)

ln(2)

ndl
. (H.21)

Since the false positive event is only relevant when the packet is decoded
and there are no false negatives, we obtain the total error probability for the
Bloom filter encoded acknowledgments as

Pr(Ēk) = Pr(Ēout
k ) + (1 − Pr(Ēout

k ))Pr(ĒFP
k ). (H.22)

5 Results

As could be seen from the previous sections, due to the multiple phases, each
with its own set of possible outcomes, it is not immediately obvious what
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Fig. H.3: The probability of decoder false positive (physical layer error) for the AWGN case. The
number of channel uses is nul = 215.
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Fig. H.4: The probability of decoder false positive for the uplink SIMO scenario with fading.
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exactly constitutes an "error" or a "success". As such, we will be investigating
the performance in terms of different types of events. Throughout this section
we will be comparing the following three methods in the uplink: a) the "pure"
URA where the packet consists solely of B data bits, b) proposed method
where the packet contain additionally L MAC bits, c) traditional technique
where in addition to data and MAC the packet contains also the explicit
address for a total of B + L + A bits. Unless otherwise stated we set L = 32 b,
A = 32 b and the total population of users is N = 105. The number of
antennas in the fading case is MA = 32. We also set d = 20 m, D = 150 m,
α = 3.

We start by looking into the probability of mis-authentication, i.e. the
probability that the BS accepts the incorrectly decoded packet, which is the
most severe type of error. This phenomenon is dependent only the the de-
coder and authentication performance, hence it can be analyzed indepen-
dently from the ACK procedure. Clearly, in the pure URA scheme, every
packet produced by the decoder has to be accepted since there are no other
means of verifying it. As such, the probability of mis-authentication is equal
to the probability of decoder false positive pmis_auth = p f p. In the proposed
scheme, mis-authentication can only occur if the packet is a decoder false
positive, and there is exactly one key that accidentally produces a match-
ing MAC, hence pmis_auth = p f p pmis_id_ f p. Similar is true for the traditional
scheme with full address, however the authenticator module checks only a
single key - the one that corresponds to the address explicitly given in the
packet, so pmis_auth = p f p p. In Fig. H.3 and H.4 we depict the decoder false
positive probability as a function of the total transmitted energy nul P for dif-
ferent packet sizes and fixed number of channel uses nul . Different curves
represent the degradation in performance due to addition of auxiliary bits,
e.g. if B = 96 b, then the third curve from the left corresponds to the pure
URA scheme, fourth (128 b) corresponds to data bits and MAC while the
rightmost to the traditional scheme with data, MAC and address. Based on
those results and the preceding discussion, in Fig. H.5 we show the total prob-
ability of mis-authentication that depends on both physical layer errors (false
positive probability) and mis-identification events. Although the pure URA
scheme tends to outperform the others it is important to remember that it
does not allow to identify the transmitters, which might disqualify it in many
applications. On the other hand, the proposed scheme tends to perform bet-
ter than the traditional one. This might seem surprising, considering that
the lack of the address entails much higher probability of mis-identification.
However, the reduction of the overhead leads to lower effective rate which in
turn increases the probability of successful decoding.

In Fig.H.6 we compare the performance of the acknowledgment proce-
dures based on the concatenation and Bloom filter. We do that, by examining
the total probability of success which involves simultaneous: successful up-
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Fig. H.6: The comparison between acknowledgments based on concatenation and Bloom filter.
The probability of false positive ACK is set to ϵFP = 10−3 and N = 106.

link transmission, authentication, and reception of the downlink acknowledg-
ment. The results are based on the proposed scheme (B = 32 b and L = 32 b)
and are generated as follows. First, we fix the total power in the uplink nP
such that the decoder false positive probability is ≈ 1% for nul = n. Then,
keeping this power fixed we vary the number of channel uses in the uplink
(x-axis) and dedicate the rest for the downlink acknowledgment. Based on
the eq. (H.18) and (H.21) we are able to determine the rate of downlink trans-
mission, which in turn determines the probability of its successful decoding
(through eq.(H.16)). The results are obtained for three different values of β,
i.e. the mean power at the cell edge. We can see that implementing the ac-
knowledgments based on the Bloom filter can offer sizable gains compared to
the simple concatenation. For each curve, there exists and optimal operating
point, i.e. the division between uplink and downlink channel uses, which
offers highest total probability of success.

6 Conclusions

In this work we have demonstrated a scheme that is suitable for supporting
a massive, randomly activated population of devices. The proposed solution
combines the URA-based uplink, identification and authentication with re-
duced overhead, and efficient joint acknowledgments that are broadcasted in
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the downlink. Compared to the "pure" URA, this scheme re-introduces the
capability to identify the users, which in many applications is a necessity.
We also show how to further extend the baseline procedure and improve its
reliability by integrating it with jointly encoded acknowledgments. The work
put forward here presents several interesting directions for future investiga-
tions including joint optimization of uplink and downlink, and introduction
of retransmission techniques. The latter seems particularly interesting since
in addition to further increasing the reliability, retransmissions would allow
to implement mechanisms capable of detecting and rectifying false positives.
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1. Introduction

Abstract

Massive random access plays a central role in supporting the Internet of Things (IoT),
where a subset of a large population of users simultaneously transmit small packets to
a central base station. While there has been much research on the design of protocols
for massive access in the uplink, the problem of providing message acknowledgments
back to the users has been somewhat neglected. Reliable communication needs to rely
on two-way communication for acknowledgement and retransmission. Nevertheless,
because of the many possible subsets of active users, providing acknowledgments
requires a significant amount of bits. Motivated by this, we define the problem of
massive ARQ (Automatic Retransmission reQuest) protocol and introduce efficient
methods for joint encoding of multiple acknowledgements in the downlink. The key
idea towards reducing the number of bits used for massive acknowledgement is to
allow for a small fraction of false positive acknowledgments. We analyze the impli-
cations of this approach and the impact of acknowledgment errors in scenarios with
massive random access. Finally, we show that these savings can lead to a signifi-
cant increase in the reliability when retransmissions are allowed since it allows the
acknowledgment message to be transmitted more reliably using a much lower rate.

Keywords— Automatic repeat request, feedback, internet of things, mas-
sive random access

1 Introduction

A fundamental challenge in supporting the Internet of Things (IoT) is to
enable grant-free, or uncoordinated, transmissions from a very large number
of users [1]. Furthermore, as the user activation is often triggered by physical
phenomena, such as an event that generates sensory data, the traffic patterns
are sporadic. Thus, at any instant, the resulting subset of active user that
have something to transmit is random. This has initiated a large amount of
research devoted to the design of random access schemes that can decode
messages from a small random subset of users, often based on techniques
derived from ALOHA [2, 3] or compressed sensing [4, 5].

However, despite the great interest in transmission schemes for massive
access, the problem of efficiently providing packet reception acknowledg-
ments to a large number of users has been somewhat neglected. Yet, a
message acknowledgment is often an useful signal for the application layer,
and is necessary in order to implement retransmission schemes, which can
greatly increase the transmission reliability. Furthermore, several transmis-
sion schemes directly rely on such feedback in order to achieve high per-
formance, e.g., by using rateless codes [2, 6]. Although these schemes re-
quire only a single bit of common feedback, it can be beneficial in practice
to provide early feedback as soon any individual user is decoded in order

225



Paper I.

to minimize the interference from imperfect SIC. In essence, our work treats
the problem of massive ARQ (Automatic Retransmission reQuest) and thus
expands the problem space of the area of massive wireless access.

Compared to grant-based access scenarios, where the BS can send an ac-
knowledgment to a user using a single bit (ACK/NACK), acknowledging
a set of users decoded from a grant-free access scenario requires the BS to
encode the user identities or some other information that can be used to
identify the users that it wants to acknowledge. Encoding the user identifiers
requires a significant number of bits when the number of users is large. A
naïve attempt to encode acknowledgments to K users out of a total of N users
could be to simply concatenate the identifiers of the K users and transmit an
acknowledgment packet of K log2(N) bits. However, this approach has two
significant drawbacks. First, it requires a variable-length packet, which may
not be desired in many protocols that rely on time-division multiplexing.
Second, as we will show, it is possible to significantly reduce the number
of bits required to encode the acknowledgments by applying source coding
techniques to jointly encode the acknowledgments for all K users. A similar
idea was exploited in [7] to design feedback for collision-free scheduling of K
out of N users succeeding a massive random access scenario. However, they
assumed that the uplink was error-free, which makes the use of acknowledg-
ments obsolete in the first place.

In order to achieve substantial reductions in the acknowledgment message
length, our key proposal is to allow for a small but non-negligible fraction
of false positive acknowledgments, i.e., that a transmitting user erroneously
determines that its message is among the acknowledged messages. Such
errors are atypical in existing systems, which are often designed to suppress
false positives using error detection mechanisms such as cyclic redundancy
checks (CRCs), or by encoding the feedback message such that false positives
are very rare at the cost of a larger false negative probability [8]. The reason
for this is that false positive acknowledgments remain undetected after a
transmission round and thus can be hard to resolve and lead to unreliable
communication. This is in contrast to false negative errors, which may for
instance occur if there are errors in the CRC but the message is intact, and for
which the cost is merely an unnecessary retransmission. In this sense, a false
positive acknowledgment can be “fatal” as it leads to the situation where the
user believes that its message was successfully received by the BS when it in
fact was lost.

The practical consequences of false positive acknowledgments depend on
the application. Applications that require high reliability are likely to be
severely impacted by even a small fraction of false positive acknowledg-
ments. On the other hand, in exemplary IoT applications, such as sensing
or monitoring, false positive acknowledgments may result only in missed
sensor readings because failed measurement transmissions will not be re-
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transmitted, which is unlikely to have big consequences. However, if such
events cannot be tolerated, false positive acknowledgments can be detected
and subsequently resolved using mechanisms at higher layers such as packet
numbering at the cost of a detection latency.

The impact of false positives and false negatives in feedback has been
studied thoroughly for automatic repeat requests (ARQ) and hybrid auto-
matic repeat requests (HARQ) in the single-user setting, where only a single-
bit acknowledgment message is needed. The general conclusion from these
studies is that the probability of false positive acknowledgments needs to
be significantly smaller than the uplink error probability, since they, con-
trary to the uplink and a false negatives, cannot be repaired by a retransmis-
sion [9, 10]. The same result holds in the finite blocklength regime, where the
downlink message should be designed to achieve low false positive probabil-
ity, but the false negative probability should be held constant and relatively
large independently of the total reliability requirement [8]. Although the
reliability of the feedback is generally less important when the maximum
number of transmissions is small since the uplink reliability plays a more
significant role in determining the total reliability, these results hold even
with as few as two transmission rounds [10]. Nevertheless, because of the
large feedback message required in massive access regime and the fact that
the feedback acknowledges multiple users, these results cannot be directly
transferred to the scenario that we consider.

The paper has three main contributions. First, it is the core idea of allow-
ing false positives. We show that by allowing a small fraction of false positive
acknowledgments, the number of bits required for the feedback message can
be significantly reduced, while the introduction of false negative acknowledg-
ment does not yield comparable savings. Furthermore, we present various
practical methods for efficient encoding of acknowledgments with false pos-
itives. Second, we study how the distribution of the number of active users
impacts the feedback message, and derive closed-form bounds on the false
positive probability based on the first and second moments of the distribu-
tion. Third, we quantify the impact of false positive acknowledgments on the
overall reliability by studying transmission schemes with multiple transmis-
sion rounds. In this context, we show that the message length reduction that
results from introducing false positives allows the feedback to be transmitted
with a much lower rate, which in turn results in a significant increase in the
overall reliability.

We note that, in both grant-free and grant-based settings and irrespec-
tively of the feedback encoding, feedback can be designed either in an adap-
tive or non-adaptive manner. Adaptive feedback schemes are intrinsically
non-trivial due to the half-duplex structure of most wireless systems, which
requires the feedback instants to be either fully pre-planned or controlled by
the transmitting user. In this paper, the focus is on the feedback message and
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assume that the feedback moments are known.
The remainder of the paper is organized as follows. Appendix 2 intro-

duces the overall system model. Information-theoretic bounds for a fixed
number of decoded users are presented in Appendix 3, and Appendix 4 in-
troduces and analyzes a number of practical encoding schemes for this set-
ting. Appendix 5 analyzes the case in which the number of decoded users
is random, and the case with multiple transmission rounds is analyzed in
Appendix 6. Finally, numerical results are presented in Appendix 7 and the
paper is concluded in Appendix 8.

2 System Model

We consider a typical massive access scenario comprising a single base station
(BS) that serves a massive set of potentially active users [N] = {1, 2, . . . , N}
(typically N is in the order of thousands). As is often the case in practical sys-
tems, we assume that each of the N users has a unique identifier known to
both the users and the BS. If the BS requires an initial handshake procedure
for users to join the network, then N corresponds to the number of users as-
sociated with the BS, and N will be in the order of thousands (for instance in
NB-IoT, the Cell Radio Network Temporary Identifier (C-RNTI) can identify
up to N = 65523 users [11]). On the other hand, if no such procedure exists,
then each user can have a globally unique identifier, such as a MAC address,
and N will be in the order of 232 to 264.

We assume a general frame structure in which the air interface is divided
into a number of recurring random access opportunities in which a random
subset A ⊆ [N] of users are active and transmit their messages in the up-
link. The uplink transmission is followed by a downlink feedback message,
multicasted by the BS, that provides acknowledgments to the users that the
BS decoded in the uplink. Users that receive an acknowledgment have com-
pleted their transmission, while users that do not receive an acknowledgment
are allowed to retransmit up to L− 1 times. We assume that each uplink mes-
sage contains the transmitter’s identifier such that the BS is able to determine
the identity of the sender upon decoding of the packet1. In general, the num-
ber of active users is random and typically will be much smaller than N. The
set of active users (including its cardinality) is unknown to the BS, which tries
to recover it from the received signals. We denote the set of recovered users
by S = {s1, s2, . . . , sK}, where sk ∈ [N] and assume that, conditioned on K,
S is drawn uniformly from the set of all K-element subsets of [N], denoted
[N]K = {K ⊆ [N] | |K| = K}. Due to decoding errors, S may be different

1We make this assumption for clarity of presentation, but the analysis holds even if there is
no identity (e.g., as in unsourced random access [12]) by treating the messages as temporary
identities. In that case N corresponds to the number of distinct messages.
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from the actual set of active users A. We denote by ϵul,n the probability that
a transmitting user n is not decoded. This probability typically depends on
the random access mechanisms as well as the value of K, the signal-to-noise
ratios (SNRs) of the transmitting users, etc.

To make the transmitters aware of potential errors and to ensure reliable
transmission, the BS transmits a common B-bit feedback message after the
random access opportunity that allows the users to determine whether their
own identifier is a member of S . The message is transmitted through a packet
erasure channel so that the packet is received by user n with probability
1− ϵdl,n. The erasure probability depends on the SNR of the individual users,
the channel, and the transmission rate of the feedback2. Formally, such a
feedback scheme is defined by an encoder, the downlink channel, and a set
of decoders, one for each user. We define the encoder as

f : [N]K → {0, 1}B, (I.1)

and the erasure channel as

Pr(Yn = X | X ∈ {0, 1}B) = 1 − ϵdl,n, (I.2)

Pr(Yn = e | X ∈ {0, 1}B) = ϵdl,n, (I.3)

where X is the packet transmitted by the BS, Yn is the packet received by user
n, and e denotes an erasure. Finally the individual decoders are defined as

gn : {0, 1}B ∪ e → {0, 1}, n = 1, . . . , N (I.4)

which output 1 if user n is believed to be a member of S and 0 otherwise
(throughout the paper we will assume that the decoder outputs 0 if it ob-
serves an erasure). Both the encoder and the decoders may depend on K
(which is random), but this dependency can be circumvented by encoding
K separately in the feedback message at an average cost of approximately
H(K) bits where H(·) is the entropy function3. As we will see, this overhead
is minimal when compared to the number of bits required to encode the ac-
knowledgments in most settings of practical interest. We will refer to B as
the message length of a scheme.

To characterize the performance of a feedback scheme, we define the false
positive (FP) probability, denoted ϵfp, as the probability that a user whose

2In practice, an erasure channel represents the case where the decoder can detect if a packet is
decoded incorrectly, e.g., through an error-detecting code. The size of such a code with negligible
false positive probability is small compared to the size of the feedback message, and thus we
will ignore the overhead it introduces.

3A pragmatic alternative when the activation distribution is unknown would be to assume
that at most K′ users can be decoded simultaneously and then dedicate a fixed number of
log2(K

′) bits to describe K.
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uplink message was not decoded n ∈ A \ S erroneously concludes that it
belongs to S

ϵfp = E [Pr (gn ( f (S)) = 1 | n ∈ A \ S) | K] , (I.5)

where the expectation is taken over n and the distribution p(S|K) (but not the
channel, which we will treat independently). Similarly, we define the false
negative (FN) probability ϵfn as the probability that a decoded user n ∈ S
incorrectly concludes that it does not belong to the set

ϵfn = E [Pr (gn ( f (S)) = 0 | n ∈ S) | K] . (I.6)

Note that these definitions ignore the channel, and thus allow us to treat ϵfp
and ϵfn independently of the event of an erasure. Note also that both ϵtp and
ϵfp are conditioned on K. We discuss the case when K is random further in
Appendix 5.

Using these definitions, we denote by B∗ the minimum message length B
required for a scheme with K active users out of N that achieves false positive
and false negative probabilities at most ϵfp and ϵfn, respectively.

3 Information Theoretic Bounds

We first consider the source coding part of the problem, namely the functions
f and gn defined previously, while for clarity ignoring the erasure channel
between the BS and the users. Specifically, in this section we derive infor-
mation theoretic bounds on the minimum message length B required for the
feedback message. To start with, we treat K as constant, and thus neglect the
bits required to encode K in the message, which would be the same for all
schemes.

3.1 Error-Free Coding

We first consider error-free schemes, i.e., schemes that have ϵfp = ϵfn =
0. A naïve construction of the feedback message is to concatenate the K
identifiers in S to produce a message of B = K log2(N) bits. However, such
a construction is sub-optimal because there are only (N

K) subsets of K users,
and log2 (

N
K) bits are sufficient to distinguish each subset. This leads to the

feedback message length

B∗
error-free =

⌈
log2

(
N
K

)⌉
(I.7)

≥ ⌈K log2(N/K)⌉ , (I.8)
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where the inequality follows from (N
K) ≥ (N/K)K.

A message length of B∗
error-free can be achieved using e.g., enumerative

source coding [13]. However, the decoding is impractical for large sets be-
cause each user needs to check each of the (N−1

K−1) subsets that it can belong
to.

3.2 Encoding with Bounded Errors

The required feedback message length for the error-free encoding scales with
the logarithm of N, which can be significant when N is in the order of 232

or 264. One way to reduce the impact of N is to allow for non-zero false
positive and false negative probabilities. To do so, a feedback message must
acknowledge at most K + ϵfpN users, out of which at least (1− ϵfn)K must be
in S . For ϵfp < 0.5 (which is typically the region of interest), it can be shown
using combinatorial arguments that [14] (see Appendix A for details)

B∗
fp,fn ≥ log2

(
N
K

)
− log2

(
K
( ⌊ϵfpN⌋+ K
⌈(1 − ϵfn)K⌉

)(
N

⌊ϵfnK⌋

))
(I.9)

≥ K log2

(
1

ϵfp + K
N

)
− K log2

(
e

1 − ϵfn

)

− ϵfnK log2

 1 − ϵfn

ϵfn

(
ϵfp + K

N

)
− log2(K),

(I.10)

where (I.10) follows from the observation that rounding cannot decrease the

message length and the inequality
(

N
K

)K
≤ (N

K) ≤ (eN/K)K. Note that if K
is held constant, the bound is independent of N as N → ∞.

The introduction of false positives has the potential to offer significantly
greater gains than false negatives. In particular, when ϵfn is small as is typi-
cally desired, the required message length is only negligibly smaller than the
one required if no false negatives were allowed. The reason for this is that the
set of potential false negatives, S , is much smaller than the set of potential
false positives [N] \ S . When ϵfn = 0, the bound can be tightened further
as [15, 16]

B∗
fp ≥ K log2

(
1/ϵfp

)
−

log2(e)(1 − ϵfp)K2

ϵfpN + (1 − ϵfp)K
, (I.11)

where the last term vanishes as N → ∞.
A (non-constructive) achievability bound for the case with ϵfn = 0 and

K ≤ Nϵfn was provided in [15]. The overall idea is to sequentially gener-
ate all ⌊Nϵfp⌋-element subsets of [N], and then transmit the index of the
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Fig. I.1: Message length, B, required to provide acknowledgment feedback for N = 232 and
ϵfn = 0 with ϵfp = 0.01 and ϵfp = 0.0001.

first subset that includes all K elements in S . Using a set-cover theorem
by Erdős and Spencer [17, Theorem 13.4], they show that the number of
⌊Nϵfp⌋-element subsets required to cover all K-element subsets of [N], de-
noted M(N, ⌊Nϵfp⌋, K), is upper bounded by

M(N, ⌊Nϵfp⌋, K) ≤
(

1 + ln
(
⌊Nϵfp⌋

K

))
(N

K)

(
⌊Nϵfp⌋

K )
. (I.12)

Taking the logarithm and bounding the binomial coefficients gives the fol-
lowing upper bound on the required feedback message length

B∗
fp ≤ log2

(
N
K

)
− log2

(
⌊Nϵfp⌋

K

)
+ log2

(
1 + ln

(
⌊Nϵfp⌋

K

))
(I.13)

≤ K log2

(
e/ϵfp

)
+ log2

(
1 + K ln

(Nϵfp

K

))
. (I.14)

Note that this also serves as an upper bound for the case with ϵfn > 0. By
comparing (I.14) to the lower bound in (I.11), it can be seen that the bounds
are tight within an additive term O(log N) as N → ∞, i.e., for sufficiently
large N,

B∗
fp = K log2(1/ϵfp)± O(log N), (I.15)

which is lower than the error-free scheme in Eq. (I.8) when ϵfp ≥ K/N. To
illustrate the potential gain of introducing a small fraction of false positives,
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suppose N = 232 and K = 100. Encoding the acknowledgment in an error-
free manner requires approximately B = log2 (

232

100) ≈ 2675 bits, while only
B = 100 log2(100) ≈ 664 bits are required if we can tolerate ϵfp = 0.01, and
B = 100 log2(10000) ≈ 1329 bits for ϵfp = 0.0001. The required feedback mes-
sage lengths for these cases are shown in Fig. I.1 and compared to a number
of practically realizable schemes presented next. As expected, the upper (UB)
and lower (LB) bounds are very tight (within 14 bits in the considered range).

4 Practical Schemes

In this section, we present a number of practical designs of f and gn, and
compare them to the bounds derived in the previous section. Motivated by
the fact that false negatives provide little reduction in the feedback message
length, we will restrict ourselves to schemes with ϵfn = 0. Furthermore, we
will again assume that the number of decoded users K is fixed and defer the
discussion of random activations to Appendix 5.

4.1 Identifier Truncation

We start by considering a simple truncation scheme in which the feedback
message is constructed by first truncating the identifiers of each of the K
decoded users to b < log2(N) bits (say, the b least significant bits), and then
concatenating them to construct a feedback message of Kb bits. To check
whether a user with identifier n is among the K decoded users, one simply
checks whether the b least significant bits of n is contained in the message.
Clearly, while this cannot cause false negatives, it can lead to false positives if
a user that is not decoded in the uplink shares the same b least significant bits
with a decoded user. Assuming that the identifiers are uniformly distributed,
the false positive probability is

ϵfp = 1 −
(

1 − 1
2b

)K
. (I.16)

By rearranging and ceiling to ensure b is integer we obtain b =⌈
− log2

(
1 − (1 − ϵfp)

1/K
)⌉

. The feedback message length is then bounded
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by

Btrunc = K
⌈
− log2

(
1 − (1 − ϵfp)

1
K

)⌉
(I.17)

≥ K

⌈
− log2

(
1 − e

−
ϵfp

K(1−ϵfp)

)⌉
(I.18)

≥ K

⌈
− log2

(
ϵfp

K(1 − ϵfp)

)⌉
(I.19)

= K
⌈

log2

(
1/ϵfp

)
+ log2

(
K(1 − ϵfp)

)⌉
, (I.20)

where the first inequality follows from 1 − x ≥ e−
x

1−x for 0 ≤ x < 1 and that
− log2(1− x) is monotonically increasing for x < 1, and the second inequality
is due to 1 − e−x ≤ x for x ≥ 0 and that − log2(x) is monotonically decreas-
ing. The last term in Eq. (I.20) is strictly positive when K > 1

1−ϵfp
, which

is the case for the values of K and ϵfp that we are interested in. Thus, the
scheme requires approximately K log2(K(1 − ϵfp)) bits more than the lower
bound in Eq. (I.15).

4.2 Universal Hashing

The downside of the identifier truncation scheme presented earlier is that it
requires the identifiers to have high entropy, which may be difficult to guar-
antee in practice. To circumvent this, we can hash the identifier instead of
using the identifier directly. To illustrate, we consider a scheme based on
universal hashing, which can be implemented efficiently in practice. For-
mally, an (n, v)-family of universal hash functions is a family of functions
h : [n] → [v] such that for a hash function h chosen uniformly at random and
for any two distinct values x, y ∈ [n], Pr(h(x) = h(y)) ≤ 1/v. The event that
h(x) = h(y) is typically referred to as a collision. Using this assumption, we
can concatenate the hash of each of the K users to construct a message of K2v

bits. The probability that the hash of an arbitrary user that is not among the
K decoded users collides with any of the decoded users is

ϵfp = 1 −
(

1 − 1
v

)K
, (I.21)

which is exactly the same as in the previous section, but does not require
that the user identities are uniformly distributed, and thus is a practically
appealing alternative to identifier truncation. However, the required number
of bits is still quite far from the lower bound.
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4.3 Bloom Filter

A Bloom filter [18] uses T independent universal hash functions hi : [N] →
[B] for i = 1, . . . , T, and is constructed by setting the message bits at positions
{hi(sk) | sk ∈ S , i = 1, . . . , T} equal to ’1’ and the remaining bits equal to ’0’.
In order to decode the message and check whether an identifier n belongs to
the set, the decoder simply checks if the bits at positions {hi(n) | i = 1, . . . , T}
are equal to ’1’. Clearly, the decoder can only observe false positives and not
false negatives.

It can be shown that the minimum false positive probability is obtained
when the probability that a given bit is ’1’ is exactly 1/2, and that T should
be chosen as T = (B/K) ln(2) to achieve this [19] (in practice, one needs
to round to the nearest integer). The resulting false positive probability is
non-trivial, but can be approximated as [19]

ϵfp ≈ 2−⌈(B/K) ln(2)+0.5⌉. (I.22)

By assuming equality in the approximation we obtain

Bbf = K log2(e) log2(1/ϵfp), (I.23)

revealing that Bloom filter is approximately within a factor log2(e) ≈ 1.44 of
the asymptotic lower bound in Eq. (I.15). Nevertheless, it is better than the

previous two schemes approximately when K >
ϵ

1−log2(e)
fp
1−ϵfp

.

4.4 Linear Equations

An alternative family of constructions is based on solving a set of linear
equations in a Galois field, first proposed in [16, 20]. To simplify the analysis,
we will assume that we have access to a fully random hash function. An
(n, b)-family of fully random hash functions is a family of functions h : [n] →
[b] such that for each value x ∈ [n], it outputs a value chosen uniformly
at random from [b]. While such hash functions have desirable properties,
they are not practical as they require an exponential number of bits to store.
Nevertheless, in many practical problems the fully random hash function can
be replaced by a simpler hash function with a negligible penalty, especially
when the input is randomized [21].

Returning to the encoding scheme, suppose we have a fully random
hash function h1 : [N] → GF(2⌈log2(1/ϵfp)⌉)K, i.e., mapping from [N] to K-

element vectors in GF
(

2⌈log2(1/ϵfp)⌉
)

, and a universal hash function h2 :

[N] → 2⌈log2(1/ϵfp)⌉. Then, we can construct the equation h1(sk) · z = h2(sk) in
GF(2⌈log2(1/ϵfp)⌉), where · is the inner product. By constructing an equation
for each sk ∈ S , we obtain the set of K equations with K variables H1z = h2,
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where H1 ∈ GF(2⌈log2(1/ϵfp)⌉)K×K is the matrix of rows h1(s1), . . . , h1(sK) and
h2 ∈ GF(2⌈log2(1/ϵfp)⌉)K is the vector with elements h2(s1), . . . , h2(sK). In or-
der for this system to have a solution, we require H1 to be full rank. It can
be shown that this happens with probability at least 1 − 1

2
⌈log2(1/ϵfp)⌉−1

[20],

which is large for the values of ϵfp that we consider (e.g., greater than 0.99
for ϵfp = 0.01 and greater than 0.9999 for ϵfp = 0.0001). By repeating the
procedure with new hash functions h′1, h′′1 , . . ., the probability of generating a
matrix with full rank can be made arbitrarily large at the cost of a message
length penalty required to store the number of trials. In practice, this penalty
is negligible compared to the total size of the message. For instance, with
ϵfp = 0.01 and up to 16 trials, requiring only four additional bits, the failure
probability is in the order of 10−34.

Provided that the resulting matrix H1 has full rank, we can obtain the
solution z to the set of equations. A decoder can then check whether an
identifier n is contained in the set by simply checking if h1(sk) · z = h2(sk).
Thus, neglecting the potential overhead caused by repeating the hashing pro-
cedure, only the vector z needs to be communicated, which contains K entries
of ⌈log2(1/ϵfp)⌉ bits each. Combining these observations, we obtain the feed-
back message length

Ble = K⌈log2(1/ϵfp)⌉, (I.24)

which, disregarding the rounding, matches the asymptotic information theo-
retic bound in Eq. (I.15). As we will see in Appendix 7, the practical perfor-
mance matches closely with the bound.

It is worth noting that finding z uses Gaussian elimination, which requires
O(K3) operations. This makes the method infeasible for large K. However,
the operation can be performed fast as long as K is at most in the order of
hundreds, which is the main interest in this paper. When K is larger, the
construction can be improved by introducing sparsity in H1 at the cost of a
small overhead, see e.g., [16, 20, 22].

5 Random User Activity

So far, we have assumed that K is fixed and optimized the feedback for a
specific value of K. In practice, the number of active devices is random and
unknown to both the BS and the devices, and thus the number of messages
produced by the random access decoder at the BS, K, is in general also ran-
dom. Furthermore, K may even be correlated over time and depend on the
feedback itself. However, to simplify the analysis, we will here assume that
K is independent across frames and drawn from the distribution p(K).

The optimal designs of the feedback schemes depend on K and in many
of the schemes the recipient must know K to be able to decode the message.
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Hence, it is reasonable to include the value of K in the feedback message,
which incurs only a very small overhead. To illustrate, suppose the random
access mechanism is designed to support at most K′ = 1024 simultaneously
active users, then a 10-bit overhead is required to encode K. On the other
hand, if the desired false positive probability is ϵfp = 0.001, then approxi-
mately log2(0.001) ≈ 10 bits are required per user in the feedback message,
so the overhead introduced by encoding K merely corresponds to encoding
one additional user. When more than K′ users are active, we accept that the
error probability can be arbitrarily high. In that case, we may decide to pick
a random subset comprising K′ of the K > K′ decoded users at the cost of
K − K′ false negatives.

If we allow the feedback message to have a variable length, then we can
achieve the desired ϵfp (and ϵfn) as long as K ≤ K′ without significant over-
provisioning when K < K′ by adjusting the message length to K. However,
the random user activity has a more significant impact on the performance
when the length of the feedback message needs to remain fixed for any value
of K, e.g., due to protocol constraints, as the error probabilities depends on
the instantaneous value of K. It seems reasonable in this case to optimize
message length either based on the average false positive/negative probabil-
ities or by the probability that the these probabilities exceed some thresholds
ϵ̃fp and ϵ̃fn. Assuming for clarity that ϵfn = 0, we can formalize the first case
by defining the message length selection rule

B = inf
{

B′ ≥ 0 : EK∼p(K)[ϵfp(K, B′)] ≤ ϵ̃fp

}
, (I.25)

where ϵfp(K, B′) is the false positive probability achieved with K users and
a message length of B′ bits, and ϵ̃fp is the specified false positive probability
target. Similarly, for the second case we have

B = inf
{

B′ ≥ 0 : Pr(ϵfp(K, B′) > ϵ̃fp) ≤ δ
}

, (I.26)

where δ specifies the maximum allowed probability that the false positive
probability exceeds ϵ̃fp.

Computing these feedback message lengths requires complete knowledge
of the distribution of K, which is often not available. Instead, we proceed by
deriving bounds based on the first moments of p(K) using the asymptotic ex-
pression for the feedback message length given in Eq. (I.15) for ϵfn = 0, which
is accurate for large N. We first present an upper bound on the expected false
positive ϵ̄fp = EK∼p(K)[2

−B/K].

Proposition 1. Let the number of decoded users K be random with mean K̄ = E[K]
and variance Var[K]. Then for a given message length B the expected false positive
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probability ϵ̄fp is upper bounded as

ϵ̄fp < 2−B/K̄ +
2.66Var[K]

B2 . (I.27)

Proof. By rearranging the expression in Eq. (I.15) we obtain ϵfp(K, B)≈ 2−B/K.
To bound ϵ̄fp, we consider the first-order Taylor expansion of 2−B/K around
K̄ = E[K] given as

2−B/K =

2−B/K̄ +
2−B/K̄

K̄2 (K − K̄) +
2−B/ZB ln(2) (B ln(2)− 2Z)

Z4
(K − K̄)2

2
, (I.28)

for some Z between K̄ and K. By analyzing its derivatives it can be shown

that the term 2−B/Z B ln(2)(B ln(2)−2Z)
Z4 is bounded and attains its maximum at

Z = ln(2)(3−
√

3)
6 B. From this we obtain the bound

2−B/Z (B ln(2)− 2Z)
Z4 ≤

e−
6

3−
√

3
(

6
3−

√
3
− 2
)

(
3−

√
3

6

)3
ln2(2)B2

(I.29)

=
ζ

B2 , (I.30)

where ζ = e−
6

3−
√

3
(

6
3−

√
3
− 2
) (

6
3−

√
3

)3
ln−2(2). By inserting into Eq. (I.28),

taking expectation and rearranging we obtain

ϵ̄fp ≤ 2−B/K̄ +
ζVar[K]

2B2 . (I.31)

The proof is completed by noting that ζ/2 < 2.66.

The result in Proposition 1 can be used to select the feedback message
length according to the rule in Eq. (I.25). We now derive a similar general
bound on the probability that ϵfp exceeds ϵ̃fp that can be used for the alter-
native feedback message length selection rule in Eq. (I.26).

Proposition 2. Let the number of decoded users K be random with mean K̄ = E[K]
and variance Var[K]. For a given message length B and ϵ̃fp ≥ 2−B/K̄, the probability
that the false positive probability ϵfp exceeds ϵ̃fp can be bounded as

Pr
(

ϵfp > ϵ̃fp

)
≤ Var[K](

B
log2(1/ϵ̃fp)

− K̄
)2 (I.32)
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Proof. Note first that

Pr
(

ϵfp > ϵ̃fp

)
= Pr

(
K >

B
log2(1/ϵ̃fp)

)
(I.33)

≤ Pr

(
K ≥ B

log2(1/ϵ̃fp)

)
. (I.34)

Applying Chebyshev’s inequality yields

Pr

(
K ≥ B

log2(1/ϵ̃fp)

)
≤ Pr

(
|K − K̄| ≥ B

log2(1/ϵ̃fp)
− K̄

)
(I.35)

≤ Var[K](
B

log2(1/ϵ̃fp)
− K̄

)2 . (I.36)

Because the bound in Proposition 2 does not assume much about the
distribution of K, it is in general not very tight. If we further assume that the
users activate independently (but not necessarily identically distributed), we
can tighten the bound as follows.

Proposition 3. Let the number of decoded users K = ∑N
i=1 ki where ki ∈ {0, 1}

are independently Bernoulli random variables with Pr(ki = 1) = pi, and let K̄ =
E[K] = ∑N

i=1 pi. For a given feedback message length B and ϵ̃fp ≥ 2−B/K̄, the
probability that the false positive probability ϵfp exceeds ϵ̃fp can be bounded as

Pr
(

ϵfp > ϵ̃fp

)
< Pr

 e
(

ηϵ̃fp−1
)

(
ηϵ̃fp

)ηϵ̃fp


K̄

, (I.37)

where ηϵ̃fp = B/
(

K̄ log2(1/ϵ̃fp)
)

.

Proof. As in Proposition 2 we have

Pr
(

ϵfp > ϵ̃fp

)
≤ Pr

(
K ≥ B

log2(1/ϵ̃fp)

)
. (I.38)

Defining ηϵ̃fp = B/
(

K̄ log2(1/ϵ̃fp)
)

and applying the Chernoff bound for
Poisson trials (see e.g., Theorem 4.4 in [23]), we obtain

Pr

(
K ≥ B

log2(1/ϵ̃fp)

)
= Pr

(
K ≥ ηϵ̃fp K̄

)
(I.39)

< Pr

 e
(

ηϵ̃fp−1
)

(
ηϵ̃fp

)ηϵ̃fp


K̄

, (I.40)
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Fig. I.2: Events in the case with L transmission rounds. The circles represent the start of a round,
triangles represent the case when a packet is successfully decoded by the BS, and the squares are
when the packets are not decoded by the BS. A success occurs when a packet is both decoded
by the BS and the user decodes the acknowledgment.

which completes the proof.

We remark that although these bounds are based on the asymptotic bound
from Eq. (I.15), similar bounds can be obtained for the practical schemes by
first bounding the rounding error. For instance, for the scheme based on
linear equations, we have Ble = K⌈log2(1/ϵfp)⌉ ≤ K(log2(1/ϵfp) + 1), which
is straightforward to bound using the same methodology as in Propositions 1
to 3.

6 Random Access with Feedback and Retransmis-
sions

In this section, we analyze the impact of feedback in a scenario with L trans-
mission rounds, each comprising an uplink and a downlink phase. We first
analyze the problem with packet erasure channels in both uplink and down-
link, and then extend the analysis to a richer channel model that allows us to
characterize the trade-off between false positives/negatives in the feedback
message and the transmission rate. We assume that the transmission rounds
are independent, and that the channel erasure probabilities are the same in
all rounds.
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6.1 Packet Erasure Channels

We consider the transmission scenario from the perspective of a single user
and assume an uplink erasure probability ϵul, downlink erasure probability
ϵdl, false positive probability ϵfp, and false negative probability ϵfn, which are
the same in all transmission rounds. Under these conditions, the transmis-
sion process is illustrated in Fig. I.2, where ϵfb,s = 1 − (1 − ϵdl)(1 − ϵfn) and
ϵfb,f = (1 − ϵdl)ϵfp are the probabilities that the user makes a wrong deci-
sion based on the feedback, conditioned on success or failure in the uplink,
respectively. We assume that the user succeeds only if it received an acknowl-
edgment for the packet transmitted in the same round, i.e., a false positive
acknowledgment is a failure even if the uplink was successful in a previous
round but the downlink in that round was unsuccessful. Furthermore, the
user retransmits if it is unable to decode the feedback. The failure probability
is then given as

Pr(fail) = 1 −
L

∑
l=1

ℓl−1(1 − ϵul)(1 − ϵfb,s), (I.41)

where ℓ = ϵul(1 − ϵfb,f) + (1 − ϵul)ϵfb,s is the probability that the user pro-
ceeds from one transmission round to the next. To gain some insight into the
behavior, suppose first that L = 1, in which case the expression reduces to

Pr(fail) = 1 − (1 − ϵul)(1 − ϵdl)(1 − ϵfn), (I.42)

suggesting that ϵul, ϵdl and ϵfn have equal importance in minimizing the fail-
ure probability. Furthermore, because false positives can only occur when
the uplink fails, in which case the entire transmission fails since L = 1, the
failure probability is independent of the false positive probability ϵfp. Simi-
larly, suppose now that we allow an infinite number of retransmissions. By
taking the limit L → ∞ in Eq. (I.41) we obtain

Pr(fail) = 1 − (1 − ϵul)(1 − ϵfn)

1 − ϵfn − ϵul(1 − ϵfn − ϵfp)
. (I.43)

Note that this expression depends on the uplink erasure probability and the
false positive/negative probabilities, but not on the downlink erasure proba-
bility ϵdl, which is because an erasure in the downlink always will result in
a retransmission. When ϵfp = 0 the expression reduces to Pr(fail) = 0 in-
dicating that even with false negatives (but no false positives), an arbitrarily
high reliability can be achieved by increasing the transmission rounds. On
the other hand, when ϵfn = 0 the expression in Eq. (I.43) reduces to

Pr(fail) = 1 − 1 − ϵul
1 − ϵul(1 − ϵfp)

, (I.44)
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suggesting that when ϵfp > 0 retransmissions cannot fully compensate for
an unreliable uplink channel. The intuition behind this is that an unreliable
uplink increases the probability of receiving a false positive, which in turn
increases the failure probability.

Note that the analysis above holds even when the number of users K
is random if the length of the feedback message and the transmission rate
(channel coding rate) of the feedback message are adapted based on the in-
stantaneous K to match ϵdl, ϵfp, and ϵfn. However, if the length of the feed-
back message remains fixed, ϵfp and ϵfn depends on the instantaneous K. In
this case, a reasonable strategy is to use Eq. (I.41) to determine an appropriate
ϵfp, and then apply either Proposition 1 or Proposition 2 to select the feed-
back message length such that the target false positive probability is satisfied
with the desired probability.

6.2 Source/Channel Coding Trade-off

In practice, the erasure probability of the downlink transmission, ϵdl, is a
function of the transmission rate and depends on the SNR at the receiver.
Furthermore, for a given number of symbols transmitted over the channel,
the rate depends on the length of the feedback message B, which directly
impacts the false positive/negative probabilities. Consequently, there is an
inherent trade-off between ϵdl, ϵfp and ϵfn, which determine the overall re-
liability of the system. To illustrate the trade-off, suppose we can construct
a feedback message with ϵfn = 0 and false positive probability ϵfp using
K log2(1/ϵfp) bits, and that we aim to transmit it over a quasi-static fading
channel with additive noise and instantaneous SNR given by γ. For a given
number of symbols c, the transmission rate is given as K log2(1/ϵfp)/c and
the probability of decoding error is thus

ϵdl = Pr

(
log2(1 + γ) <

K log2(1/ϵfp)

c

)
(I.45)

= Pr
(

γ < ϵ−K/c
fp − 1

)
, (I.46)

illustrating, as expected, that decreasing ϵfp causes ϵdl to increase since a
higher transmission rate is required.

If the number of symbols for the feedback message and the number of re-
transmissions L are fixed, the transmission rate and the false positive/nega-
tive probabilities need to be jointly optimized to minimize the failure proba-
bility in Eq. (I.41). This is in general a non-convex optimization problem that
requires numerical evaluation of Eq. (I.41) over a range of ϵfp. The asymp-
totic expression in Eq. (I.43) suggests that when L is large, we should aim at
minimizing ϵfp and ϵfn since ϵdl has no impact on the failure probability. In
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Fig. I.3: The probability that a transmission fails with L rounds obtained using Eq. (I.41). The
dashed lines show the asymptotic results for L → ∞.

particular, in this case the introduction of false positives will lead to a worse
performance compared to identifier concatenation, as there is no gain in re-
ducing the length of the acknowledgment packet. However, when L is small,
the downlink erasure probability has an increasing impact since a successful
downlink transmission is required to succeed. In particular, to minimize the
failure probability for L = 1 the downlink probability and the false nega-
tive probability should be equal, while ϵfp has no impact, as can be seen in
Eq. (I.42).

7 Numerical Results

In this section, we evaluate the feedback schemes in a typical massive ran-
dom access setting. We first present results that illustrate the impact of false
positives in the setting with multiple transmission rounds and fixed K over
a simple erasure channel. We then investigate the case with random K, and
finally we exemplify the trade-off between allocating channel symbols for the
uplink and the feedback under a random access channel in the uplink and
a Rayleigh fading channel in the downlink. Except for the cases where it is
explicitly mentioned, we will assume that ϵfn = 0.

7.1 Fixed K and L Transmission Rounds

When K is fixed, the false positive probability ϵfp is constant and can be
picked arbitrarily by choosing an appropriate feedback message length B.
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The probability that a transmission fails in a setting with L retransmissions is
shown in Fig. I.3 along with the asymptotic results for L → ∞, obtained using
Eqs. (I.41) and (I.44), respectively. Although the downlink erasure probability
ϵdl has no impact as L → ∞, it has a significant impact when L is small. In
particular, for finite L the failure probability is at least (ϵdl)

L, as a successful
downlink transmission is required in order for the user to succeed. Similarly,
we can observe an error floor as ϵdl approaches zero caused by both the false
positive probability and the uplink erasure probability. When ϵfp is small the
floor is approximately at (ϵul)

L. On the other hand, when ϵul is small, the
error floor is dominated by ϵfp.

For low ϵdl, the failure probabilities are rather close to the asymptotic fail-
ure probabilities despite L being as low as 3 or 5 (where the solid and dashed
lines coincide). In this regime, the failure probability is limited only by ϵfp
and ϵul, and increasing the downlink reliability or the number of transmis-
sion rounds will not lead to a reduced failure probability.

7.2 Random K and L Transmission Rounds

We now study the case when K is random, and start by assessing the ac-
curacy of the bounds derived in Propositions 1 to 3 and investigating how
the false positive probability depends on the distribution of K. The impact
of the distribution of K is illustrated in Fig. I.4, where K follows a Poisson
distribution with mean λ. Fig. I.4(a) shows the expected false positive prob-
ability ϵ̄fp, computed numerically, and the bound from Proposition 1 when
the feedback message length B is optimized to provide a false positive prob-
ability ϵ̃fp = 0.0001 when K = K′. As can be seen, the expected false positive
probability is larger than the target false positive probability of ϵ̃fp = 0.0001
when λ = K′, suggesting that optimizing based on only the expected num-
ber of active users is insufficient. However, the bound, which also takes into
account the variance of K, is accurate when λ is close to and greater than K′,
and can be used to pick a feedback message length that satisfies the target
false positive probability when λ = K′ at the cost of only a minor message
length penalty.

The probability that ϵfp exceeds ϵ̃fp = 0.0001 is shown in Fig. I.4(b) along
with the bounds from Propositions 2 and 3. While the bound from Proposi-
tion 2 is reasonable when λ is close to K′, it is generally quite weak due to
the strong concentration of the Poisson distribution around its mean. How-
ever, by assuming that the users activate independently as in Proposition 3
the bound can be significantly tightened especially for low λ.

We now turn our attention to the case with L transmission rounds, and
assume that the length of the feedback message B is selected using Proposi-
tion 1 to satisfy a given false positive requirement ϵ̃fp on average. The failure
probability when K is Poisson distributed is shown in Fig. I.5 for L = 5 and
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Fig. I.4: Illustrations of the bounds for (a) the expected false positive probability ϵ̄fp, and (b)
the probability that ϵfp exceeds ϵ̃fp = 0.0001 when K is Poisson distributed with mean λ. The
feedback message length B is optimized to guarantee a false positive probability of ϵ̃fp = 0.0001
when K = K′. In (a) the dashed line shows Proposition 1; in (b) the dashed and dotted lines
show Proposition 2 and Proposition 3, respectively.

ϵdl = 0.01. Because the message length is selected using the bound from
Proposition 1, the failure probability for random K is lower than the one with
deterministic K, indicated by the dashed lines. The gap between the failure
probability for deterministic K and random K decreases as λ increases, which
is due to the bound becoming more tight in this regime. This confirms that
the bound can be used as a useful tool to select the message length.

7.3 Source/Channel Coding Trade-off

We finish the section by studying the trade-off between the number of bits
used to encode the acknowledgments and the transmission rate. We as-
sume that K is Poisson distributed with arrival rate λ and the uplink reli-
ability is ϵul = 0.1. For the downlink, we pick ϵdl using Eq. (I.46) for the
case in which the BS has 64 antennas, there are L = 5 transmission rounds,
and c = 2048 channel symbols are available for the feedback, such that the
transmission rate is B/2048 bits/symbol. Assuming a quasi-static flat-fading
Rayleigh channel with average SNR SNR, the instantaneous SNR at the user,
γ, is Gamma distributed with shape and scale parameters equal to 64 and
SNR/64, respectively. We consider four encoding methods, namely identifier
concatenation, the error-free (EF) method from Eq. (I.7), the scheme based on
linear equations (LE) presented in Appendix 4.4, and the asymptotically op-
timal scheme from Eq. (I.15). For each value of λ and each encoding scheme,
we optimize B so that Pr(fail) is minimized when averaged over the instanta-

245



Paper I.

10−6 10−5 10−4 10−3 10−2 10−1

10−9

10−6

10−3

100

ϵul = 0.1

ϵul = 0.01

ϵ̃fp

Pr
(f

ai
l)

λ = 50
λ = 100
λ = 150
ϵfp = ϵ̃fp

Fig. I.5: Failure probability vs. target average false positive probability ϵ̃fp for Poisson arrivals
with mean λ, for L = 5 and ϵdl = 0.01. The message lengths are selected using the bound in
Proposition 1, and the dashed lines show the failure probability when K is deterministic.
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Fig. I.6: Failure probability for the concatenation based encoding compared to the error-free
(EF) bound (Eq. (I.7)), the linear equations (LE) scheme (Eq. (I.24)), and the lower bound (LB,
Eq. (I.15)) when the acknowledgment is transmitted over a Rayleigh fading channel with c =
2048 symbols and 64 transmitter antennas. K is Poisson distributed with mean λ, ϵul = 0.1 and
L = 5. Diamond and triangle markers are obtained by simulation of the concatenation and LE
schemes, respectively.
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neous arrivals given λ. Thus, the transmission rate remains fixed for a given
λ. In the concatenation and error-free schemes, we assume that each iden-
tifier requires 32 bits, and when the length of the feedback message is less
than 32K (if the instantaneous K is large compared to the message length),
we encode a random subset comprising ⌈B/32⌉ identifiers, which results in
a false negative probability of ϵfn = 1 − ⌈B/32⌉/K (but no false positives).
Therefore, while these representations are error-free when the number of bits
B is adapted to K, they are not error free here where K is random and the
number of bits is optimized to minimize the failure probability.

The results are shown in Fig. I.6 for SNR ∈ {−5, 0, 5} dB. The figure
shows that, despite introducing false positives, the failure probability can be
substantially decreased when the scheme based on linear equations is used
compared to both the straightforward concatenation scheme and the bound
given by the EF scheme. This is because admitting false positives allows the
message length to be significantly reduced (and thus, the transmission rate),
which in turn leads to much higher reliability of the downlink feedback.
Furthermore, as expected the scheme based on linear equations performs
close to the asymptotically optimal bound, with a gap caused only by the
rounding in Eq. (I.24). Finally, we see that simulations, indicated by the
markers, agree with the theoretical analysis, manifesting that the gains can
be attained in practice. We note that these results have been obtained under
the assumption that the BS does not have channel state information (CSI) of
the decoded users, although many massive random access schemes obtain
this as part of the decoding procedure [4, 5]. When CSI is available, the BS
can increase the SNR at the devices that were successful in the uplink, while
the unsucessful users will experience a lower SNR. This effectively suppresses
the false positive probability, leading to an even smaller failure probability.

Fig. I.7 shows the failure probability vs. feedback message length B for
λ = 100, SNR = −5 dB, and various number of transmission rounds L. As
also suggested by the analysis in Appendix 6.2, for the asymptotic lower
bound and the scheme based on linear equations, the feedback message
length B that minimizes the failure probability increases as the number of
transmission rounds increases, causing ϵdl to decrease. On the other hand,
for the concatenation scheme, the feedback message length that minimizes
the failure probability is the same independently of L. This is because ϵfn,
which increases with B, and ϵdl, which decreases with B, both lead to the
same event, namely a retransmission. This point has a high false negative
probability of ϵfn ≈ 0.78, while the outage probability is low (ϵdl ≈ 0.05).
On the other hand, the schemes that allows for false positives has ϵfp in the
range 0.005 to 0.021, while ϵdl is ranges from approximately 0.01 to 0.30. This
illustrates, in line with existing literature, the fact that the false positive prob-
ability should generally be kept smaller then the false negative probability.
Despite this, the resulting failure probability is significantly smaller when
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Fig. I.7: Failure probability for various acknowledgment message lengths B using the concate-
nation scheme, the error-free (EF) bound, the linear equations (LE) scheme, and the asymptotic
lower bound (LB) with false positives over a Rayleigh fading channel with c = 2048 symbols, 64
transmitter antennas. K is Poisson distributed with mean λ = 100, ϵul = 0.1 and SNR = −5 dB.

false positives are allowed, compared to the case where they are not.

8 Conclusion

In this work, we have studied the use of message acknowledgments in a mas-
sive random access setting. We have shown that because of the large number
of users that are active at any given time, encoding the feedback message
requires a significant number of bits. To reduce this amount. we propose
to allow for a small fraction of false positive acknowledgments, which re-
sults in a significant reduction in the length of the acknowledgment message.
We have presented and analyzed a number of practical schemes of various
complexity that can be used to realize these reductions, and shown that their
performance is close to the information-theoretic optimum. With the basis
of these schemes, we have studied their performance when the number of
decoded users is random, and derived bounds on the false positive proba-
bility in this setting. Finally, we have studied how the schemes perform in a
scenario with retransmissions, and shown, through numerical results, the ex-
tent to which reducing the feedback message length can improve the overall
reliability of the random access scenarios.
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A. Appendix: Derivation of Eq. (I.9)

A Appendix

Derivation of Eq. (I.9)

For completeness, we derive here the lower bound in Eq. (I.9) presented as
Proposition 4 in [14].

Suppose we construct a feedback message that acknowledges a set of
users W ⊂ [N]. We are interested in finding the number of sets S of size
K that such a message can acknowledge while the requirements in terms of
false positives and false negatives are satisfied. Clearly, in order to meet the
false positive requirement, we must have |W| ≤ K + ⌊ϵfpN⌋.

Consider first the sets S for which the message W has exactly i false
negatives and thus K − i true positives. In order for W to be a valid message
for such a set, at least K − i users of S must belong to W , while the remaining
i users can be any of the N − |W| users that are not acknowledged by W . For
a given message W , the number of such sets is (|W|

K−i)(
N−|W|

i ) ≤ (
K+⌊ϵfp N⌋

K−i )(N
i ).

Thus, the number of sets with up to ⌊ϵfnK⌋ false negatives is at most

⌊ϵfnK⌋

∑
i=0

(
K + ⌊ϵfpN⌋

K − i

)(
N
i

)
≤ K

(
K + ⌊ϵfpN⌋
K − ⌊ϵfnK⌋

)(
N

⌊ϵfnK⌋

)
. (I.47)

The total number of bits to represent all (N
K) possible sets S is therefore at

most

B∗
fp,fn ≥ log2

 (N
K)

K(K+⌊ϵfp N⌋
K−⌊ϵfnK⌋)(

N
⌊ϵfnK⌋)

 (I.48)

= log2

(
N
K

)
− log2

(
K
(

K + ⌊ϵfpN⌋
⌈(1 − ϵfn)K⌉

)(
N

⌊ϵfnK⌋

))
. (I.49)

Note that this bound is valid only when ϵfp < 1/2, as it otherwise might be
beneficial to encode the users that should not be acknowledged instead of the
users that should.
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