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ABSTRACT Atmospheric pollutants, mainly produced by thermal power plants compel to utilize green
energy sources such as renewable energy sources and hydroelectric plants in a power system. But due to
blinking behavior of sources of renewable energy and due to very high rate of outages, it has a detrimental
consequence on overall grid. Demand side management (DSM) programs decrease cost and improve power
system security. This study proposes non-dominated sorting genetic algorithm-II (NSGA-II) to solve multi-
objective scheduling of generation for fixed head hydro-thermal system integrating pumped hydro energy
storage and sources of renewable energy taking into consideration the outage and uncertainty in presence
of DSM. Numerical results of the test system attained using the proposed technique were compared with
strength pareto evolutionary algorithm 2 (SPEA 2).

INDEX TERMS Demand side management, uncertainty, outage, fixed head hydro plant, pumped-hydro
storage unit, sources of renewable energy, pumped storage plant(PSP).

NOMENCLATURE
Fc Function of cost.
asi, bsi, csi, dsi, esi Co-efficient of cost of ith thermal gen-

erator.
αsi, βsi, γsi, ηsi, δsi Co-efficient of emission of ith thermal

generator.
Psit Output power of ith thermal unit at

time t .
Pminsi ,P

max
si Minimum and maximum limits of

generation of ith thermal unit.
URi,DRi Rate of ramp-up and ramp-down lim-

its of the ith thermal unit.
Phjt Output power of jth hydro unit at

time t .

The associate editor coordinating the review of this manuscript and

approving it for publication was Nagarajan Raghavan .

Pminhj ,P
max
hj Minimum and maximum limits of genera-

tion for jth hydro unit.
a0hj, a1hj, a2hj Co-efficient for water discharge rate func-

tion of jth hydro unit.
Whj Pre-specified volume of water available

for generation by jth hydro unit during the
scheduling period.

Pwkt At time t , available wind power of k th

wind turbine.
Pminwk ,P

max
wk Minimum andmaximumgeneration limits

for k th wind turbine.
Pwrk Wind power rated for k th wind turbine.
Kwk Direct cost co-efficient for the k th wind

turbine.
uwk , owk For the k th wind turbine, penalty cost and

reserve cost respectively.
vin Cut-in speed of wind.

VOLUME 10, 2022 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 52343

https://orcid.org/0000-0001-9434-2770
https://orcid.org/0000-0001-5236-4592
https://orcid.org/0000-0001-8025-0453
https://orcid.org/0000-0003-1667-386X
https://orcid.org/0000-0001-6735-3108


C. Jena et al.: Multi-Objective Generation Scheduling of Hydro-Thermal System Incorporating Energy Storage

vout Cut-out speed of wind.
vr Rated speed of wind.
vwt At time t , forecasted speed of wind.
PPVmt At time t , output power from mth solar

plant.
Psrm Rated power output of mth solar plant.
G Solar irradiation forecast.
Gstd Solar irradiation in standard environ-

ment.
Rc Certain irradiation point.
Ksm Direct co-efficient of cost for mth solar

plant.
uPVm,OPVm For the mth solar PV plant, penalty cost

and reserve cost respectively.
Pghlt At time t , generation of power of l th PSP.
Pphlt At time t , pumping power of l th PSP.
Pminghl ,P

max
ghl Lower and upper limits of power gener-

ation of l th PSP.
Pminphl ,P

max
phl Lower and upper limits of pumping

power limits l th PSP.
Qghlt (Pghlt ) At time t , discharge rate of l th PSP.
Qphlt (Pphlt ) At time t , pumping rate of l th PSP.
Vres,lt At time t , volume of water in upper

reservoir of l th PSP.
Vmin
res,l,V

max
res,l Lower and upper limit of upper reservoir

storage of l th PSP.
V start
res,l ,V

end
res,l Specified starting and final stored vol-

ume of water in upper reservoir of l th

PSP.
Incmax Maximum load increased in any hour.
LBase,t At time t , forecasted base load.
DRt At time t , the percentage of forecasted

load engaged in DRP.
DRmax Maximum percentage of base load that

can participate in DRP.
Inct Amount of increased load at time t .
Lst Shiftable load at time t .
PLt Total transmission line losses at time t .
F Failure rate (failure times/year).
FPV ,Fw Limit of failure rate of solar unit and

wind unit.
MTTR Mean time to repair.
ρ Rate of forced outage.
ρRepair , ρAging,
ρWeather Rate of forced outage due to repairable,

aging, and weather dependent failure.
ρwkt , ρPVmt At time t, rate of forced outage of k th

wind turbine and mth solar plant.
λ Failure probability.
Swkt ‘1’ if at time t , k th wind power unit is

scheduled or ‘0’ otherwise.
SPVmt ‘1’ if at time t , mth solar PV plant is

scheduled or ‘0’ otherwise.
α, β Scale factor and shape factor of Weibull

PDFs.

µlog, σlog Mean and standard deviation for
lognormal PDF.

µNorm, σNorm Mean and standard deviation for
normal PDF.

t Time index.
T Scheduling period.
Ht Time in interval t .
Tgen Set containing time intervals

where the PSP is operating in
generation mode.

Tpump Set containing time intervals
where PSP operating in pumping
mode.

Tchange_over Set containing time intervals
where PSP is operated in idle
mode i.e. within generating and
pumping mode.

Nt Number of thermal units.
Nh Number of hydro units.
Nw Number of wind turbines.
NPV Number of solar power plants.
NPump Number of PSPs.

I. INTRODUCTION
Till today, the power plants based on fossil-fuel are the
chief sources of generating power. But, these plants dis-
charge sulfur oxides, nitrogen oxides and carbon dioxide
to the atmosphere. These cause lethal damage to flora and
fauna and global climate. These result into increased con-
cern over ecological protection with several environmental
amendments. For electric utilities, one major challenge is to
decrease atmospheric pollution, for reducing acid rain and
greenhouse gasses which is the aim of 1990 Clean Air Act.
So modern’s civilization wants quality electricity not only at
low-cost, but pollution free. Many approaches are proposed
to reduce pollution in the atmosphere [1].

The rapid increase of electric power demand, gradual
reduction of fossil fuel and global warming have pushed
energy based research in the direction of green energy.
Because of this clean energy sources are achieving to meet
the energy demand. Variability and irregularity turn out vital
challenges to overcome the problem of scheduling. The grid
may have detrimental effect due to this intermittent nature.
It is overcome by using pumped hydro energy storage. There
is always a possibility of high rate of outage in solar and wind
power. Hence it is vital to study possibility of outage during
generation scheduling.

Optimal generation scheduling with renewable energy
sources of a miniature autonomous system is discussed in [2].
Though, these sources are pollution free but their generation
capability is low. Use of amalgam energy system i.e., thermal
power integrating wind power [3], thermal power plant-solar
PV plant [4], hydro-thermal integrating wind power [5] has
swiftly enhanced.
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Pumped-storage-hydraulic (PSH) unit is attaining the
mammoth attention all over the earth [6] primarily because of
characteristic of energy storage. Main function of PSH units
is to hoard low-cost excess energy during off-peak load levels
as hydraulic potential energy pumping water from lower
reservoir to upper reservoir. During peak load levels, stored
hydraulic potential energy is utilized. PSH unit ordinarily
works in daily or weekly. Operation over a period of a PSH
unit reduces the fuel cost [7].

In [8], Gradient search techniques and Lagrangian mul-
tiplier is used to get optimum hydro-thermal generation
scheduling with PSH unit considering constraints. In [9]
evolutionary programming technique has been employed for
the same problem in hydrothermal system with PSH units.
Mohan et al. [10] has shown that a pumped-hydro unit (PHU)
can be used as peak-load management unit by shutting down
electric power in turn to reduce the large deviation in fre-
quency. Ma et al. [11] shows the pumped hydro storage
system for solar energy infiltration and for mini sovereign
systems.

Multi-objective (MO) hydrothermal generation scheduling
problem where cost and emission objectives are opti-
mized simultaneously has been discussed by a number of
researchers [12]–[19]. Simab et al. [12] have employed MO
programming for pumped-hydro-thermal scheduling prob-
lem. Narang et al. [13] have discussed MO short term
hydrothermal generation scheduling utilizing predator-prey
optimization. Sun et al. [14] have applied an improved
quantum-behaved PSO for economic emission hydrother-
mal scheduling problem. Zhang et al. [15] have pre-
sented gradient decent based MO cultural DE for short-term
hydrothermal optimal scheduling incorporating wind power
and photovoltaic power. Dhillon et al. [16] applied a fuzzy
decision method for deciding generation scheduling of a
hydrothermal problem. Fuzzy satisfying method based on EP
technique [17] is discussed for MO short-term hydrother-
mal scheduling problem. Crisscross PSO algorithm [18]
is used for MO generation scheduling of pumped storage
hydrothermal system incorporating solar units. Basu [20]
has applied chaotic fast convergence evolutionary program-
ming (CFCEP) for short-term hydrothermal scheduling.
Kaur et al. [21] have applied chaotic-crisscross differen-
tial evolution (CCDE) algorithm for short-term hydrother-
mal scheduling. DSM programs have many advantages for
example lessening the cost, improving the power system
security [22], etc.

A variety of classical methods like Newton’s method [23],
Lagrange multiplier method [24], dynamic programming [8]
is employed to solve short-term fixed head hydrothermal
scheduling. A variety of meta-heuristic algorithms such
as Hopfield neural network [25], artificial immune sys-
tem [26], cuckoo search algorithm [27], are employed to solve
short-term fixed head hydrothermal scheduling problem.
Modified cuckoo search algorithm [28] is discussed for MO
short-term fixed head hydrothermal scheduling problem. Fast
convergence evolutionary programming with time varying

mutation scale (FCEP-TVMS) [29] is employed to solve
short-term fixed head hydrothermal scheduling problem.

The major aim of MO short-term generation scheduling of
fixed head hydrothermal power system incorporating pumped
hydro energy storage with and without demand side manage-
ment (DSM) considering uncertainty and outage of renewable
energy sources is to optimize total cost and emission echelon
simultaneously over a scheduling period simultaneously sat-
isfying various constraints.

Here, nondominated sorting genetic algorithm-II
(NSGA-II) is pertained to solve short-term MO genera-
tion scheduling of fixed head hydrothermal power system
incorporating pumped hydro energy storage with and with-
out DSM considering uncertainty and outage of sources of
renewable energy Simulation outcomes of the test system are
matched with that obtained by strength pareto evolutionary
algorithm 2 (SPEA 2).

The major contributions of this manuscript can be stated as
follows:

• Multi-objective generation scheduling of fixed head
hydrothermal system has been considered.

• Ramp rate limit constraints of thermal generators have
been taken into consideration.

• Uncertainty and outage of renewable energy sources
have been taken into account.

• The problem is solved with and without DSM.

II. PROBLEM FORMULATION
A. UNCERTAINTY MODELING
1) PROBABILITY DISTRIBUTION OF SOLAR PLANT AND
WIND TURBINE
Because of intermittency and variability of solar plant and
wind turbine, it is difficult to integrate them to the main sys-
tem. Large reserve capacity margin is caused due to overes-
timation of renewable power which in turn results instability
in the steady state security if there is rise in demand, while
underestimation outcomes loss of excess energy. During gen-
eration scheduling, both sum up to the total generation and
operation costs. As a result, different uncertainty modeling,
likeWeibull, Beta, Lognormal and Gumbel probability distri-
bution functions (PDFs), is implemented bymany researchers
to evaluate reserve cost and penalty cost for overestimation
and underestimation respectively. Solar irradiation and wind
speed are predicted to be well trailed by lognormal and
Weibull PDFs respectively as in (1) and (2) [30].

fG (G) =
1

G× σLog ×
√
2×5

× e
−

{
−(lnG−µLog)

2

2×µ2Log

}

for G > 0 (1)

fv (v) =
(
β

α

)
×

( v
α

)(β−1)
× e
−

(
b
α

)β

For 0 < v <∞ (2)
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2) WIND POWER MODEL
The o/p power [19] of k th wind turbine at time t for a given
wind speed is affirmed as:

Pwkt = 0, for vwt < vin and vwt < vout

Pwkt = Pwrk ×
(
vwt − vin
vr − vin

)
, for vi ≤ vwt ≤ vr

Pwkt = Pwrk , for vr ≤ vwt ≤ vout (3)

3) SOLAR POWER MODEL
The o/p power [31] from mth solar plant at time t for a given
irradiation G is affirmed by

PPVmt = Psrm ×
(

G2

GstdRc

)
, for 0 < G < Rc

PPVmt = Psrm

(
G
Gstd

)
, for G ≥ Rc (4)

4) POWER PROBABILITIES OF SOLAR PV PLANT
Probability of a PV power is equal to the value of correspond-
ing solar power irradiation probability as in (5).

fPV (PPV ) = fG (G) (5)

5) POWER PROBABILITIES OF WIND TURBINE
For the discrete zones wind power probabilities i.e., for first
and third case of (3), is computed using (6) and (7) respec-
tively [32].

fw (Pw) |PW = 0 = 1− e−
( vin
α

)β
+ e−(

vout
α )

β

(6)

fw (Pw) |PW = PWr = −e−
( vin
α

)β
− e−(

vout
α )

β

(7)

The probability for WT power in the continuous region as
second case in (3) is calculated as (8).

fw (Pw) =
β × (vr − vin)
αβ + Pwr

×

[
vin +

Pw
Pwr
× (vr − vin)

](β−1)

× e
−

(
vin+

Pw
Pwr
×(vr−vin)
α

)β
(8)

B. OUTAGE MODELING OF SOLAR PV PLANT AND WIND
TURBINE
Unavailability of sunshine and wind in the environmental
state may force the renewable sources to face forced outage
frequently. This forced outage modelling depends on three
factors, viz., repairable failure, aging and weather depen-
dency. Repairable forced outage rate is defined as (9) [33].

ρRepair =
F ×MTTR

8760
(9)

Component aging failure model usually follows the normal
PDF and during the service time T . Aging failure rate is
evaluated as (10).

ρAging =
1

σNorm ×
√
2×5

× e
−
(T−µNorm)

2

2×σ2Norm (10)

Weather dependent failure model can be modelled by expo-
nential distribution as (11) for a time period of 1t .

ρWeather = 1− e−λ×1t (11)

Hence, multi-factor independent outage is involved; the out-
age rate is estimated using the concept of union set. So, the
forced outage rate of any renewable unit is cleared by (12).

ρ = ρRepair ∪ ρAging ∪ ρWeather = ρRepair + ρAging

+ ρWeather − ρRepair × ρAging − ρAging × ρWeather

−ρweather × ρRepair − ρRepair × ρAging× ρWeather (12)

C. OBJECTIVE FUNCTION AND CONSTRAINTS
The multi-objective generation scheduling of fixed head
hydrothermal power system with pumped hydro energy stor-
age and renewable energy sources considering uncertainty
and outage in presence of DSM is devised to optimize total
cost and emission echelon simultaneously taking variety of
constraints. Objective functions and constraints taking into
description with DSM and outage possibility.

1) COST
The total cost is affirmed as

FC =
T∑
t=1

Ht ×

[ Nt∑
i=1

{fsit (Psit)}

+

NW∑
k=1

{Kwk × Pwkt + Owkt (Pwkt)+ Uwkt (Pwkt)}

×Swkt

NPV∑
m=1

{Ksm × PPVmt + OPVmt (PPVmt)

+UPVmt (PPVmt)} × SPVmt

]
(13)

where,

Swkt =

{
1, ρwkt < Fw
0, otherwise

and

SPVmt =

{
1, ρPVmt < FPV
0, otherwise

The cost function of fuel of i the thermal generator at time t ,
taking valve-point effect [34], is affirmed as

fsit (Psit) = asi + bsiPsit + csiP2sit

+

∣∣∣dsi × sin
{
esi ×

(
Pmin
si − Psit

)}∣∣∣ (14)

Reserve cost and penalty cost for overestimation and
underestimation on dispatchable wind power [31] is given
in (15)-(16) respectively.

Owkt (Pwkt) = owk ×

Pwkt∫
Pmin
wkt

(Pwkt − y)× fw (y) dy (15)
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Uwkt (Pwkt) = uwk ×

Pmax
wkt∫

Pwkt

(y− Pwkt)× fw (y)dy (16)

Reserve cost and penalty cost for overestimation and underes-
timation on dispatchable solar power [31] is given in (17)-(18)
respectively.

OPVmt (PPVmt) = oPVm ×

PPVmtt∫
Pmin
PVmt

(PPVmt − x)× fPV (x) dx

(17)

UPVmt (PPVmt) = uPVm ×

Pmax
PVmt∫

PPVmt

(x − PPVmt)× fPV (x) dx

(18)

2) EMISSION
For assessment purposes, total emission of these pollutants
is affirmed as the summation of a quadratic and an expo-
nential function [35]. Total emission of thermal generators is
affirmed as

FE =
T∑
t=1

Ht

×

[ Nt∑
i=1

αsi+βsiPsit + γsiP2sit + ηsi exp (δsiPsit)

]
(19)

Subject to:
(i) Power balance constraints:

Nt∑
i=1

Psit+
Nh∑
j=1

Phjt +
Nw∑
k=1

(Pwkt × Swkt)

+

NPV∑
m=1

(PPVmt × SPVmt)+
Npump∑
l=1

Pghlt = (1− DRt)

×LBase,t + Lst + PLt , t ∈ Tgen (20)
Nt∑
i=1

Psit+
Nh∑
j=1

Phjt +
Nw∑
k=1

(Pwkt × Swkt)

+

NPV∑
m=1

(PPVmt × SPVmt)−
Npump∑
l=1

Pphlt = (1− DRt)

×LBase,t + Lst + PLt , t ∈ Tpump (21)
Nt∑
i=1

Psit+
Nh∑
j=1

Phjt +
Nw∑
k=1

(Pwkt × Swkt)

+

NPV∑
m=1

(PPVmt × SPVmt) = (1− DRt)

×LBase,t + Lst + PLt , t ∈ Tchange_over (22)

Assuming, Lst = 0 when load curtailed due to DRP, and when
load is moved to base load demand, no load is curtailed.

Total transmission loss PLt can be calculated by utilizing
B-coefficient affirmed as

PLt =
NT∑
i=1

NT∑
j=1

PitBijPjt +
NT∑
i=1

B0iPit + B00 (23)

Total number of plants NT = Nt + Nh + Nw + NPV and Pim
is the respective thermal, hydro, wind power, solar PV unit.

3) CONSTRAINTS OF PUMPED-STORAGE
PSH unit depends entirely on water which is pumped to an
upper reservoir from lower one. When the unit changes from
generating mode to pumping mode or vice-versa, the unit is
made off for an hour, called as change-over time.

Vres,l(t+1) = Vres,lt + Qphlt
(
Pphlt

)
, l ∈ Npump, t ∈ Tpump

(24)

Vres,l(t+1) = Vres,lt − Qghlt
(
Pghlt

)
, l ∈ Npump, t ∈ Tgen

(25)

V (t+1)
res,l = V t

res,l, l ∈ Npump and t ∈ Tchange_over (26)

Pmin
ghl ≤ Pghlt ≤ Pmax

ghl l ∈ Npump, t ∈ Tgen (27)

Pmin
phl ≤ Pphlt ≤ Pmax

phl l ∈ Npump, t ∈ Tpump (28)

Vmin
res,l ≤ Vres,lt ≤ Vmax

res,l , l ∈ Npump, t ∈ T (29)

In this problem the initial and final volume of water of upper
reservoir of the PSH unit is considered as same.

Vres,l0 = Vres,lT = V start
res,l = V end

res,l (30)

4) GENERATION LIMITS

Pmin
hj ≤ Phjt ≤ Pmax

hj j ∈ Nh, t ∈ T (31)

Pmin
si ≤ Psit ≤ Pmax

si i ∈ Nt , t ∈ T (32)

5) RAMP RATE LIMITS

Psit − Psi(t−1) ≤ URi, i ∈ Nt , t ∈ T

Psi(t−1) − Psit ≤ DRi, i ∈ Nt , t ∈ T (33)

6) WATER AVAILABILITY CONSTRAINTS

T∑
t=1

[
Ht
(
a0hj + a1hjPhjt + a2hjP2hjt

)]
−Whj = 0, j ∈ Nh

(34)

7) DEMAND SIDE MANAGEMENT
Demand side management [36] plays an important role in
power system. Demand side management alters customers’
electricity consumption patterns to produce the desired
changes in the load shapes of power distribution systems.
The changes in the final consumption profile will depend on
the planning objectives and operation of the utility compa-
nies. Demand side management focuses on utilizing power
saving technologies, electricity tariffs, monetary incentives,
and government policies to mitigate the peak load demand
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instead of enlarging the generation capacity or reinforcing
the transmission and distribution network. Tomitigate system
instabilities brought about by increasing electricity demand,
a suitable objective of demand side management activities
could be to change the shape of the load demand curve by
reducing the total load demand of the distribution system
during peak periods, and shift these loads to be served during
more appropriate times in order to reduce the overall planning
and operational cost of the network.

Time of use (TOU) demand response (DR) program [22] is
the most common price based programs that aims to improve
and control subscribers’ consumption by changing the elec-
tricity price in different time periods. This is actually achieved
bymotivating the consumers that their electricity price will be
reduced. Therefore, this program implements DR programs
by informing the consumers about electricity prices. In this
type of DR programs, the electricity price depends on when
electricity is used. Consumers are heavily charged for power
consumption during peak period. Therefore, they are encour-
aged to reduce their consumption during peak hours and shift
their suspended loads to off peak hours. In the TOU program,
the electricity tariff varies in different time periods. These
tariffs are usually obtained through power generation and
transmission cost in these periods. In TOU programs, elec-
tricity tariffs are usually pee-determined for several months,
years, and different seasons. Here, DR program is used to
smooth the load curve by shifting loads from peak hours
to off peak hours and, thus, reduce operating costs. As a
result the power demand curve is flattened. The TOU pro-
gram is designated by the equation (35) and constrained by
equations (36)–(39).

Lt = (1− DRt)× LBase + Lst (35)
T∑
t=1

Lst =
T∑
t=1

DRt × LBase,t (36)

LInct = Inct × LBase,t (37)

DRt ≤ DRmax, t ∈ T (38)

Inct ≤ Incmax, t ∈ T (39)

III. SOLUTION METHODOLOGY
A. MULTI-OBJECTIVE OPTIMIZATION PRINCIPLE
The majority of the actual-world problems engross optimiza-
tion of a number of non commensurable and conflicting
objective functions simultaneously where a set of optimal
solutions is produced in place of one optimal solution because
no solution can be looked upon as superior than any other with
respect to all objective functions.

The problem of Multi-objective optimization comprises a
no. of objectives and a number of equality and inequality
constraints and is affirmed as:

Minimize fi(x), i = 1, . . . ,Nobj (40)

Subject to :

{
gk (x) = 0, k = 1, . . . ,K
hl(x) ≤ 0, l = 1, . . . ,L

(41)

FIGURE 1. Flowchart of NSGA II for the proposed work.

where, f i is the i
th objective function, x is decision vector that

represents a solution, and Nobj is the no. of objectives.

B. NON-DOMINATED SORTING GENETIC ALGORITHM-II
Srinivas and Deb [37] established nondomoinated sort-
ing genetic algorithm (NSGA). Nondomination is exploited
based on grade decisive factor of solutions, and fitness shar-
ing is exploited for diversification control in the explore
space. As NSGA depends heavily upon fitness sharing
parameters, Deb et al. [38] established NSGA-II, which pro-
ducing more reliable solution than its precursor. NSGA-II
flow chart is depicted in Fig. 1.

IV. NUMERICAL RESULTS
Here, the problem is solved with and without DSM. For
solving the test system, NSGA-II technique is used. For
confirming the efficiency, SPEA 2 [39] is used for solving the
problem. The suggested NSGA-II, SPEA 2 and real coded
genetic algorithm (RCGA) are done by utilizing MATLAB
7.0 on a PC (Pentium-IV, 1TB, 3.0 GHz).

Two conflicting objective functions, Cost and emission are
minimized by RCGA. For the test system, population size,
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TABLE 1. Hydro system data of the test system.

FIGURE 2. Forecast limits of solar irradiation.

crossover and mutation probabilities are taken as 100, 0.9 and
0.2, respectively. The maximum no. of iterations is taken
as 300.

NSGA-II and SPEA 2 are employed for cost and emis-
sion optimization objectives simultaneously. In NSGA-II and
SPEA 2, size of population, maximum no. of iterations,
crossover probabilities and mutation probabilities is taken as
20, 30, 0.9 and 0.2 for test system.

It considers two fixed head hydro plants, four thermal
plants, one wind turbine, one solar plant and one pumped
storage plant. The total scheduling period is 1 day and broken
up 24 intervals. The effects of valve point and ramp rate limits
of thermal generator have been considered. The data of hydro
plants and thermal plants is shown in Table 1 and Table 2.
Total hourly load demand is shown in Table 3.

Rating of wind power generator [29] is Pwr = 100MW.
The Cut in, cut out and rated speed of wind are taken as
vin= 4m/sec, vo= 25m/s and vr = 15m/s respectively. The
direct cost coefficient (Kw) for wind power generator is cho-
sen 7. Reserve cost (owk ) and penalty cost (uwk ) for the wind
power generator are chosen as 2 and 1 respectively. Rating
of solar unit [29] is PPVr = 120MW. Direct cost coefficient
(K s) for solar unit is chosen 6. The reserve cost (oPVm)
and penalty cost (uPVm) for the solar PV unit is taken as
2 and 1, respectively. Gstd and Rc are taken as 1000 W/m2

and 120 W/m2.

FIGURE 3. Forecast limits of wind speed.

FIGURE 4. The failure probabilities (λ) for WT and PV units.

The minimum and maximum forecast limits of solar irra-
diation and wind velocity [20] are illustrated in Fig. 2 and
Fig. 3 respectively. A sudden change in wind speed can
be noticed at 16th hour in Fig. 3. Such high wind speed
generally results into turbulent weather condition and causes
renewable unit failure. The failure probabilities λ for PV and
WT units [20], which can be fetched from weather dependent
historical data, are portrayed in Fig. 4. The forced outage rates
of PV and WT units [20] are presented in Fig. 5 correspond-
ingly. Obviously from Fig. 5 it shows that, PV unit has high
failure rates at 16th and 17th hour andWT unit has high failure
rates at 16th, 17th and 18th hour. It is assumed that during
DSM, 10% of 15th, 16th and 17th hour load is moved to 3rd,
4th and 5th. Total hourly load demand under DSM is shown
in Table 4 hour. The characteristics of pumped hydro storage
plant [29] is given below

Generating mode
Qght is +ve when generating, Pght is +ve and 0 ≤ Pght ≤

100MW , Qght
(
Pght

)
= 70+ 2Pght acre-ft/hr.

TABLE 2. Thermal generator data of the test system.
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TABLE 3. Hourly load demand.

TABLE 4. Hourly load demand under DSM.

FIGURE 5. The forced outage rates of WT and PV units.

Pumping mode
Qpht is −ve when pumping, Ppht is −ve and −100 <

Ppht ≤ 0MW , Qpht
(
Ppht

)
= −200acre-ft/h and Ppht =

−100 MW
Operating limits: PHP is permitted to work at −100 MW

while pumping. Reservoir starts at 3000 acre-ft and at the
end of 24 hour it must be at 3000 acre-ft. Spillage is not
considered and water inflow rate is neglected.

Solar-wind-hydro-thermal-pumped storage generations
with DSM acquired from cost minimization and emis-
sion minimization by using RCGA are summarized in
Table 5 and Table 6, respectively. Solar-wind-hydro-thermal-
pumped storage generations with DSM acquired from cost
and emission objectives optimized simultaneously by using
NSGA-II and SPEA 2 are summed up in Table 7 and Table 8
respectively.

Solar-wind-hydro-thermal-pumped storage generations
without DSM acquired from cost minimization and emis-
sion minimization by using RCGA are summarized in

FIGURE 6. Cost emission convergence characteristics with DSM.

FIGURE 7. Pareto-optimal front of the final iteration with DSM.

Table 9 and Table 10 respectively. Solar-wind-hydro-thermal-
pumped storage generations without DSM acquired from
cost and emission objectives optimized simultaneously by
using NSGA-II and SPEA 2 are summed up in Table 11 and
Table 12 respectively.

Cost, emission and CPU time acquired from cost mini-
mization i.e. economic dispatch, emission minimization i.e.
emission dispatch and economic emission dispatch where
cost and emission objectives are optimized simultaneously
with and without DSM are summed up in Table 13. The
cost convergence and emission convergence characteristics
with and without DSM acquired by utilizing RCGA have
been revealed in Fig. 6 and Fig. 8 respectively. Fig. 7 and
Fig.9 reveal that the distribution of 20 non-dominated solu-
tions attained from the economic emission dispatch with and
without DSM in the final iteration of proposed NSGA-II and
SPEA2.

This Fig. 2 represents the upper and lower limit of solar
irradiation in W/m2. The bold line represents the upper limit
and the dotted line represents the lower limit of solar irradi-
ation. The upper limit is approximately 1100W/m2 and the
lower limit is around 1000W/m2.

This Fig. 3 represents the upper and lower limit of wind
speed in m/s with respect to time in hour which is of
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TABLE 5. Thermal-hydro-wind-solar-pumped storage generation in MW obtained from Economic dispatch WITH DSM.

TABLE 6. Thermal-hydro-wind-solar-pumped storage generation in MW obtained from emission dispatch WITH DSM.

24 interval. The solid line represents the upper limit and
dotted line represents the lower limit ofWind speed. A sudden
change in wind speed is noticed at 16th hour of load. The
upper limit of wind speed is around 35m/s and lower limit is
around 30m/s.

The probability of failure of WT and PV unit is shown in
Fig. 4. The failure probabilities λ for PV and WT units in
correspond to time in hr which is of 24 interval is shown.

The dotted line represents the failure probability of PV unit
whereas the bold line shows the the failure probability of WT
unit. The maximum failure probability is 1 for both Wind
turbine as well as PV unit.

This Figure 5 shows, the forced outage rate in Failure
times/hr with respect to time in hr which is of 24 interval.
The bold line shows the forced outage rate of Wind Turbine
unit where as the dotted line shows the forced outage rate of
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TABLE 7. Thermal-hydro-wind-solar-pumped storage generation (MW) acquired from Economic emission dispatch using NSGA-II WITH DSM.

TABLE 8. Thermal-hydro-wind-solar-pumped storage generation (MW) acquired from EED using SPEA 2 WITH DSM.

PV unit. PV unit has high failure rates at 16th and 17th hour
and WT unit has high failure rates at 16th, 17th and 18th hour.
The PV unit as well as theWTunit is havingmaximum failure
times/hr around 0.6.

The cost and emission convergence characteristics using
RCGA with Demand Side Management is shown in the

Fig. 6. The number of iteration taken is 300. It is observed
that the cost as well as emission curve converge around
200 iterations.

This Fig. 7 shows the distribution of 20 non-dominated
solutions obtained from the economic emission dispatch
with DSM in the final iteration by using NSGA-II and
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TABLE 9. Thermal-hydro-wind-solar-pumped storage generation in MW obtained from economic dispatch without DSM.

TABLE 10. Thermal-hydro-wind-solar-pumped storage generation in MW obtained from emission dispatch without DSM.

SPEA 2. Red dot represents the distribution with SPEA 2
and the blue dot shows distribution with NSGA-II. It is
observed that NSGA-II provides better results compared to
SPEA-2.

The cost and emission convergence characteristics using
RCGA without Demand Side Management is shown in
Fig. 8. The number of iteration is taken as 300. It
is observed that the cost curve converge near about
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TABLE 11. Thermal-hydro-wind-solar-pumped storage generation (MW) acquired from economic emission dispatch without DSM using NSGA-II

TABLE 12. Thermal-hydro-wind-solar-pumped storage generation (MW) acquired from EED WITHOUT DSM using SPEA 2.

250 iterations whereas the emission curve converge near to
100 iterations.

Fig. 9 shows the distribution of 20 non-dominated solu-
tions obtained from the economic emission dispatch without

DSM in the final iteration by using NSGA-II and SPEA2.
Red dot represents the distribution with SPEA2 and the blue
dot shows distribution with NSGA-II. It is observed that
NSGA-II provides better results compared to SPEA-2.
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TABLE 13. Assessments of concert.

FIGURE 8. Cost emission convergence characteristics without DSM.

FIGURE 9. Pareto-optimal front of the final iteration without DSM.

Power generation inMWobtained from economic dispatch
with DSMusing RCGAof four thermal, two fixed head hydro
plants, one wind turbine, one solar plant and one pumped
storage plant at each interval or hour within a scheduling
period of 1 day is shown in Table 5. The power loss in MW
at each hour for each unit is also shown. The power loss is
maximum at 18th hour. At some hour one of the PV unit

or the Wind Turbine or the Pumped-Hydro-Storage doesn’t
generate power. At some hour also two units doesn’t generate
power simultaneously.

Power generation in MW obtained from emission dispatch
with DSM using RCGA of four thermal plant, two fixed head
hydro plants, one wind turbine, one solar and one pumped
storage plant at each interval or hour within a scheduling
period of 1 day is shown in Table 6. The power loss in MW
at each hour for each unit is also shown. The power loss is
maximum at 17th hour. At some hour one of the PV unit
or the Wind Turbine or the Pumped-Hydro-Storage doesn’t
generate power at some hour also two units doesn’t generate
power simultaneously.

Power generation in MW obtained from economic emis-
sion dispatch with DSM using NSGA-11 of four thermal
plant, two fixed head hydro plants, one wind turbine, one
solar and one pumped storage plant at each internal or hour
within a scheduling period of 1 day is shown in Table 7. The
power loss in MW at each hour for each unit is also shown.
The power loss in MW at each hour for each unit is given.
The power loss is maximum at 18th hour.

Power generation in MW obtained from economic emis-
sion dispatch with DSM using SPEA-2 of four thermal plant,
two fixed head hydro plants, one wind turbine, one solar and
one pumped storage plant at each internal or hour within a
scheduling period of 1 day is shown in Table 8. The power
loss in MW at each hour for each unit is also shown. The
power loss in MW at each hour for each unit is also shown.
It is maximum at 18th hour.
Power generation in MW obtained from economic dis-

patch without DSM using RCGA of four thermal, two fixed
head hydro plants, one wind turbine, one solar plant and
one pumped storage plant at each internal or hour within a
scheduling period of 1 day is shown in Table 9. The power
loss in MW at each hour for each unit is also shown. It is
maximum at 17th hour.
Power generation in MW obtained from emission dis-

patch without DSM using RCGA of four thermal, two fixed
head hydro plants, one wind turbine, one solar plant and
one pumped storage plant at each internal or hour within
a scheduling period of 1 day having 24 hour is shown
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in table 10. The power loss in MW at each hour for
each unit is also shown which is maximum at 16th and
17th hours.

Power generation in MW obtained from economic emis-
sion dispatch without DSM using NSGA-II of four thermal
plant, two fixed head hydro plants, one wind turbine, one
solar and one pumped storage plant at each internal or hour
within a scheduling period of 1 day is shown in Table 11. The
power loss in MW at each hour for each unit is also shown.
It is maximum at 17th hour.
Power generation in MW obtained from economic emis-

sion dispatch without DSM using SPEA 2 of four thermal
plant, two fixed head hydro plants, one wind turbine, one
solar and one pumped storage plant at each internal or hour
within a scheduling period of 1 day having 24 interval is
shown in Table 12. The power loss in MW at each hour for
each unit is also shown. It is maximum at 17th hour.

Table 13 shows the Cost ($), Emission (lb) and CPU time
(s) for Economic dispatch, Emission dispatch and Economic
Emission dispatchwith andwithout DSMusingNSGA-II and
SPEA 2 algorithm. After analysis, It is analysed considering
Economic emission dispatch that the cost ($) and Emis-
sion (lb) with DSM is less as comparison to without DSM.
The CPU time is little higher considering DSM in comparison
to without DSM. This Economic Emission Dispatch using
NSGA-II provides less cost, less emission as compared to
SPEA 2 but the CPU time (s) is slightly higher. So, it is proven
that economic emission dispatch using NSGA-II provides
better result compared to SPEA 2.

V. CONCLUSION
In this paper (NSGA-II) algorithm is implemented on a test
system to solve economic emission dispatch problem for
fixed head hydro-thermal system with pumped hydro energy
storage and renewable energy sources while considering the
outage and uncertainty with and without DSM. The test
system consists of two fixed head hydro plants, four thermal
plants, onewind turbine, one solar plant and one pumped stor-
age plant. Numerical results of the test system obtained using
the proposed algorithm were compared with strength pareto
evolutionary algorithm 2 (SPEA 2). The percentage reduction
in Cost ($), Emission (lb) is nearly 0.0021 and 0.051 respec-
tively by using NSGA considering DSM II in comparison
with SPEA 2. The percentage reduction in CPU time is nearly
23.07 with NSGA-II considering DSM in comparison with
SPEA 2, whereas without considering DSM, the percentage
reduction in Cost ($), Emission (lb) is nearly 0.03 and 0.0145
respectively by using NSGA-II in comparison with SPEA 2.
The percentage reduction in CPU time is nearly 19.95 with
NSGA-II in comparison with SPEA 2. So, it is concluded
here that suggested technique NSGA II proffers a cutthroat
performance.
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