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Abstract This paper focuses on themodelling of bilateral intra-industry trade indexes
with panel data, applying a semiparametric approach. This extends the work of Papke
andWooldridge (J Econom 145:121–133, 2008) for fractional responses, by introduc-
ing a nonparametric component to control for unobserved heterogeneity associated
with the regressors. The proposed approach is based on the semi-mixed effects gen-
eralised linear model of Lombardía and Sperlich (Comput Stat Data Anal 56:2903–
2917, 2012), introduced in the context of small area statistics, and the semiparametric
gravity model of Proença et al. (Empir Econ doi:10.1007/s00181-014-0891-x, 2014).
The resulting nonlinear semiparametric model serves to explain the bilateral intra-
industry trade indexes between Portugal and the European Union, the BRIC emerging
economies, and the five Portuguese-speaking African countries.

Keywords Fractional data · Penalised splines · Intra-industry trade ·
Panel econometrics

1 Introduction

In economics and statistics, there is a frequent need to explain variables limited to the
interval between zero and one, which are also known as fractional variables. Examples
from economics are indexes, e.g. as intra-industry trade; or proportions, e.g. partic-
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ipation rates in voluntary pension plans, company capital structures, student failure
rates and the proportion of income spent on medicines, amongst many others.

The particular difficulty in modelling these types of variables stems from finding
models that retain the fitted values within the unit interval and thus exclude the popular
linear model. Therefore, the traditional procedure was based on applying the log-
odds transformation to the fractional variable, in order to ensure that the transformed
variablemay be subject to linear regression. However, this procedure cannot be applied
whenever the variable assumes values at the corners of zero and one, and is undesirable
whenever the objective involves the inference about the conditional expectation of the
original fractional variable. In particular, while estimating the partial effects on the
conditional expectation of the transformed variable is not difficult, recovering the
partial effect estimates on the conditional expectation of the fractional variable proves
anything but obvious. Therefore, recent approaches directly model the former through
recourse to nonlinear models and estimating the unknown parameters by applying
maximum quasi-likelihood methods, based on the Bernoulli distribution, such as the
seminal work of Papke and Wooldridge (1996) for cross-sectional data. Later, Papke
and Wooldridge (2008) also extended this approach to panel data.

One advantage of working with panel data is the possibility to control the unob-
served heterogeneity specific to the individual unit and constant in time. This fact
proves especially important when that unobserved term is correlated with the model’s
other explanatory variables and therefore potentially leads to inconsistency in estima-
tion. For linear models, the fixed effects transformation, provides consistent estimates
by eliminating all variables constant over time, even when the unobserved individ-
ual heterogeneity term is associated with model regressors. However, the coefficients
of time invariant variables cannot be estimated. With nonlinear models, there are no
transformations of the dependent variable removing the constant effects (observed and
unobserved), such as the fixed effects or first difference transformations. Furthermore,
the usual approach relies on setting parametric assumptions that describe the way
which the individual unobserved random effects (unobserved heterogeneity) relate to
the model’s other explanatory variables. Here, the parametric approaches of Cham-
berlain (1982, 1984) andMundlak (1978) are mainly applied, with one example being
Papke and Wooldridge (2008). Problems, however, may stem from these parametric
assumptions proving too restrictive and thus they can lead to significant biases in esti-
mations. One alternative involves turning to nonparametrics as a way of specifying
more general and flexible models. In the context of small area statistics, Lombardía
and Sperlich (2008, 2012) introduce a semiparametric mixed effects model, where
the unobserved random term is modelled nonparametrically and kernel methods are
deployed in its estimations. Proença et al. (2014) extend their procedure to panel data,
in order to explain trade flows by the gravity model, but opt for penalised regression
splines, which have advantages in inference, namely by obtaining confidence bands
for the unknown functions estimated.

This paper applies the semiparametric approaches of Lombardía and Sperlich
(2012) and Proença et al. (2014) to the modelling of fractional responses with panel
data. The proposed procedure is applied to an empirical example that aims to explain
the determinants of Portugal’s bilateral intra-industry trade (IIT) with 37 countries.
These comprise all theEuropeanUnion partner-states (EU-27),withBelgiumandLux-
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embourg included as a single entity, the five Portuguese-speaking African countries
(hereafter known as PALOPs) i.e. Angola, Cape Verde, Guinea-Bissau, Mozambique
and Sao Tome and Principe, as well as Brazil, Russia, India and China, the USA,
Moldova and Ukraine. In 2006, these countries not only accounted for 89% of the
immigrants in Portugal, but also 83% of the country’s trade in goods. The inclusion
of the PALOP countries in the sample addresses the empirical question of whether the
evolution of intra-industry trade is a result of special ties originating from a common
language, together with the fact that these countries were former Portuguese colonies.

Ourmotivation is twofold. Firstly, it is to understand the determinants of Portuguese
intra-industry trade, and specifically whether the degree of economic integration helps
foster trade. Secondly, it is to examine whether there are advantages in applying the
more general and flexible semiparametric procedure proposed in this study relative
to the recent parametric procedure applied to modelling fractional data, and specif-
ically whether semiparametric methods can uncover misspecification in parametric
assumptions and what is the extent of differences in the estimates returned by the two
methodologies. The advantages of semiparametric modeling are well documented in
the literature. See, for example, Härdle et al. (2004) for a methodological perspective.
There are many applications in a variety of fields where semiparametric models prove
valuable. To identify those few that fit a survival model with a random effect, see
Slama et al. (2003), and also Shen (2011) for examples of semiparametric transfor-
mation models that are used to estimate the distribution function of duration time (the
elapsed time between two consecutive events), when data is left-truncated and right-
censored. Nott (2006) provides flexible methods to estimate mean and variance of
heterogeneous Gaussian data and overdispersed or underdispersed count data, based
on penalised splines and Yoshida et al. (2010) introduce a computationally efficient
generalised information criteria formodel selection of generalised linearmixedmodels
estimated with penalised splines. Finally, Xiaa and Härdle (2006) consider examples
of semiparametric modeling applied to credit scoring and environment statistics.

The paper structure is as follows. Section 2 introduces the semiparametric approach
to modelling fractional responses, while Sect. 3 focuses on the intra-industry trade
problem, including a survey of existing works. Section 4 reports and discusses the
results from the empirical application of themodels to the intra-industry trade between
Portugal and the aforementioned countries. Section 5 concludes.

2 The semiparametric model for fractional responses with panel data

We consider a panel data set constituted by a random sample of N units, where unit
i is observed repeatedly over Ti periods of time. For unbalanced panels, we assume
that the observations missing do not entail sample selection. For unit i and period t
we observe yit with 0 ≤ yit ≤ 1. Following Papke and Wooldridge (2008), we thus
assume for unit i that,

E (yit |xi t , zi , ηi ) = �(xi tβ + ziγ + ηi ) , t = 1, . . . , Ti (1)
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with�(·) the standard normal cumulative distribution function (cdf), xi t a 1×k vector
of explanatory variables that vary in time, zi a 1 × p vector of explanatory variables
that remain constant in time, β and γ are respectively k × 1 and p × 1 vectors of
unknown coefficients, and ηi a heterogeneous unobserved effect. We would point out
that (1) is a single index model with a Probit link. The Probit choice essentially stems
from estimation convenience on the assumption that the unobserved heterogeneity
term is normally distributed according to,

ηi = α + ai with ai |(xi1, xi2, . . . , xiT , zi ) ∼ N
(
0, σ 2

a

)
. (2)

Then,

E (yit |xi t , zi ) = �

[
(α + xi tβ + ziγ)

1√
1 + σ 2

a

]
, t = 1, . . . , Ti (3)

with α and σa being unknown parameters requiring estimation. We would bring to
attention the fact that (3) is the well-known Probit with random effects. However, as
the response is fractional, and not binary, estimation of the unknown parameters in (3)
should be performed by the maximum quasi-likelihood method.

Unfortunately, Hypothesis (2) proves hard to verify in practice, because ηi is often
correlated with the explanatory variables, resulting in inconsistent estimates of the
parameters in (3). For example, if we are modelling the corporate capital structure,
which is the proportion of capital due to debt or to equity, unobserved effects follow
from the socio-cultural companymanagement environment whichmay depend on firm
size and profitability, both of which are determinants of capital structure. In explaining
intra-industry trade though, there is limited knowledge of the nature of the unobserved
effects andwe suspect that itmay include aspects of product differentiation, differences
in industry technologies and in factor endowments, which may be correlated with the
explanatory variables GDP and trade imbalance.

Papke and Wooldridge (2008) make assumptions as to the way ηi depends on the
explanatory variables xi1, xi2, . . . , xiT , based on Mundlak (1978) and resulting in:

ηi = α + x̄iξ + ai with ai |(xi1, xi2, . . . , xiT , zi ) ∼ N
(
0, σ 2

a

)
(4)

where x̄i = (1/Ti )
∑Ti

t=1 xi t is the 1 × k vector of time means of the time varying
explanatory variables, and ξ a k × 1 vector of unknown coefficients. Based on (4), we
obtain the following random effects Probit model:

E (yit |xi1 , xi2, . . . , xiT , zi )=�

[
(α+xi tβ+ziγ+x̄iξ)

1√
1+σ 2

a

]
, t=1, . . . , Ti

(5)
Once again, the unknown α, β, ξ , γ and σ 2

a parameters are susceptible to estimation
by the maximum quasi-likelihood method.
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Nevertheless assumption (4) may prove too restrictive for modelling the depen-
dence between the unobserved heterogeneity and the variables. Proença et al. (2014)
addressed this problembyproposing a semi-mixed effects gravitymodel for panel data.
Their approach is based on the work of Lombardía and Sperlich (2008), and Lom-
bardía and Sperlich (2012), who consider a generalised partially linear mixed effects
model for a cross-section of observations of small geographical areas and estimation
with kernels and profiled likelihood based methods. Proença et al. (2014) consider the
particular case of a generalised partially linear mixed effects model with an exponen-
tial link in the context of longitudinal data and use quasi-likelihood estimation with
penalised splines. The model addressed in this study is another special case of the gen-
eralised partially linear mixed effects model for the Probit link and as in Proença et al.
(2014), estimation will be performed with panel data using quasi-likelihood methods
and penalised splines.

The key assumption in the approach included in the abovementioned studies stems
from the existence of a set of proxy variables, wi , time invariant and continuous, and
an unknown functionψ(·), such thatψ(wi ) is able to filter all the dependency between
the unobserved heterogeneity term and the explanatory variables. Hence:

ηi = α + ψ(wi ) + ai with E(ai |wi , xi1, xi2, . . . , xiT , zi ) = E (ai |wi ) = 0
(6)

We would note that because ψ(·) remains unknown and the proxy variables are con-
tinuous, (6) may accommodate a great variety of situations, especially whenever many
proxies are incorporated into the study. However, this approach poses two additional
sorts of difficulties. One involves identifying the observable proxy variables,wi , whilst
the other relates to an eventual difficulty in estimatingψ(·), whenwi is precisely high-
dimensional. Concerning the first issue, in order to find out the proxy variables, it is
necessary to know very well the source of endogeneity due to the unobserved het-
erogeneity. In many applications that source is known, but there are no observable
proxies to capture it. This is the case, for example, when unobservable heterogeneity
is due mainly to a firm’s specific management culture environment, because these are
socio-cultural features that are hard to quantify. In the empirical problem addressed in
this study concerning intra-industry trade, as the sources of unobserved heterogeneity
are not well known, although we conjecture that it may include aspects of product
differentiation and differences in industry technologies and in factor endowments (as
was mentioned above), it is hard to find variables wi . However, a simple and conve-
nient solution can be found extending the Mundlak (1978) reasoning, which results in
recurring to the average of the covariates varying in time, x̄i , to fulfill the role of the
proxies wi . Given that our proposed method uses a nonparametric filter ψ(x̄i ), it is
more general than the linear specification commonly used in parametric models, and
consequently it is expected to lead to less biased estimates. With respect to the draw-
back in nonparametric estimation due to the curse of dimensionality, specification of
ψ(·) can be restricted to an additive model. Following these ideas, we assume in this
study that:
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ηi = α + G1(x̄i1) + G2(x̄i2) + · · · + Gk(x̄ik) + ai

with ai |(xi1, xi2, . . . , xiT ) ∼ N
(
0, σ 2

a

)
(7)

with x̄i j being the mean in time of covariate j , that is x̄i j = (1/Ti )
∑Ti

t=1 xit j , and
Gl(·) l = 1, . . . , k + L are the unknown functions. Empirical applications require
some caution when applying this approach, as the covariates may be highly correlated
with the respective time means, which may cause inflated standard errors in the fitted
semiparametric model.

Incorporating (7) into (1), we obtain a generalised additive mixed model for the
conditional expectation of the response fractional variable. Nowadays, generalised
additive mixed models are easily estimable through penalised splines. Due to the
nature of the dependent variable, once again, the maximum quasi-likelihood method
is best recommended, with routines in R available for this purpose. See Wood (2006)
for details.

3 Intra industry trade

After the pioneering theoretical work of Krugman (1979, 1980) and Lancaster (1980),
empirical analysis of intra-industry trade (IIT) has taken three main paths: (i) the
measurement of IIT, by total and by types, where the IIT measure captures two types
of trade: horizontal IIT (HIIT), which is trade in differentiated products with sim-
ilar price ranges; and vertical IIT (VIIT), which is trade in differentiated products,
distinguished by quality and price. HIIT may occur between countries with similar
factor endowments and is explained by economies of scale and horizontal product dif-
ferentiation (e.g., different varieties of the same product with similar quality levels),
whereas VIIT may occur between countries with different relative factor endowments
and is explained according to the Heckscher–Ohlin (HO) theory; (ii) The determi-
nants of IIT, HIIT and VIIT within the framework of combining the hypotheses pro-
posed by the different theories within the same econometric model, namely: the new
trade theory (e.g., Krugman 1979, 1980; Lancaster 1980; Ethier 1982; Eaton and
Kierzkowski 1984; Helpman and Krugman 1985; Falvey 1981; Flam and Helpman
1987; Falvey and Kierzkowski 1987), the Ricardian theory of comparative advantage
(e.g. Davis 1995), the new economic geography (e.g. Krugman 1991a, b), the Lin-
der (1961) theory of representative or overlapping demand (e.g. Bergstrand 1990),
the product cycle theory of Vernon (1966) and the fragmentation theory of Jones
and Kierzkowski (2001, 2004), and; (iii) the relationship between intra-industry trade
and labour adjustment costs, deploying the concept of marginal intra-industry trade
to test the smooth adjustment hypothesis: IIT induces a reallocation of production
factors that cost less than inter-industry trade (e.g. Brulhart 1994; Brulhart et al.
2006).

The relevance of intra-industry and intra-firm trade in international trade is stressed
by the OECD (2002, p. 159), where it is referred to that “the intra-industry trade
share of manufacturing trade has increased significantly since the late 1980s across
many OECD countries”, and that there is also an increasing trend in intra-industry
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trade for all the major OECD economies between 1970 and 1990. According to the
smooth adjustment hypothesis, intra-industry adjustment is costless in terms of labour
reallocation andunemployment (Brulhart 1994).Hence, IIT represents a less disruptive
means of adjustment more acceptable by trade union negotiators, for example, when
discussing the effects of trade on employment.

In order to measure intra-industry trade by types, three alternative measures are
considered: the total intra-industry trade index (IIT), the vertical intra-industry trade
index (VIIT) and the horizontal intra-industry trade index (HIIT). These are the three
variables explained in the empirical study. For industry l, and for partner country i ,
we thereby attain:

IITli = HIITli + VIITli (8)

3.1 The Grubel and Lloyd IIT index

The Grubel and Lloyd index (1975) serves to measure the intra-industry trade between
Portugal and its trading partner, country i . At the industry level (2 or 3-digit level), there
are products that are produced according to different: technologies, factor proportions,
economies of scale and product differentiation. As IIT is a two-way trade in similar
finished products, we need to carry out the analysis at the product level (at least at a
5-digit level). In the first empirical studies, some authors deployed an 8-digit product
level. However, the difference between 8-digit level indices and 5-digit level indices
did not attain statistical significance, and the 5-digit SITC (Standard International
Trade Classification) level has since been adopted (see, Greenaway et al. 1994).

In order to avoid statistical aggregation issues, the index calculations contain the
maximum statistical disaggregation enabled by INE—the Portuguese Institute of Sta-
tistics’ (five digit) database:

IITit =
∑J

j=1

(
Xi jt + Mi jt

) − ∑J
j=1

∣∣Xi jt − Mi jt
∣∣

∑J
j=1

(
Xi jt + Mi jt

) (9)

in which Xi jt and Mi jt are the bilateral exports and imports respectively of Portugal
with partner i , regarding the 5-digit product level j (of the CAE-Economic Activities
Classification) at time t . This clearly yields 0 ≤ I I Tit ≤ 1. Fontagné and Freuden-
berg (1997) propose an alternative measure. Despite the problems in measuring IIT,
empirical studies generally apply the Grubel and Lloyd index (e.g. Lloyd and Lee
2002; Lloyd and Grubel 2003). Bilateral indices between Portugal and each country
partner account for the weighted averages of the indices calculated at the 5-digit level,
with their weightings attributed in accordance to the share of the product trade over
total manufacturing trade.

3.2 The HIIT and VIIT indexes

HIIT and VIIT simultaneously define differentiated product imports and exports (5-
digit product level). HIIT represent the trade flows of goods produced with similar
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factor proportions and is not significantly differing in quality, whereas VIIT are trade
flows of goods produced with different factor proportions, and hence differ signifi-
cantly in quality. Thus, empirical studies require a methodology that is able to separate
HIIT from VIIT.

This paper applies the Abd-el-Rahaman (1991) and Greenaway et al. (1994)
methodology to separate horizontal from vertical intra-industry trade. The unit values
of exports (UV X ) related to the unit values of imports (UV M ), defined as the value of
trade by tonne, serve to distinguish between VIIT and HIIT. As is common practice,
we use a dispersion value of 15%. Fontagné and Freudenberg (1997) also propose a
different method for disengaging HIIT from VIIT. Despite the difference between the
IIT definitions, both methodologies adopt a high correlation between prices (export
and import unit values) and the quality of traded products. This assumption proves
realistic whenever the statistical aggregation is minimised. Hence, HIIT and VIIT are
calculated to a five digit disaggregation. We first make the calculations for the 5-digit
product categories before the results are then aggregated to make up each 3-digit
industry category.

HIIT satisfies the condition for all t :

1 − α ≤ UV X
jli

UV M
jli

≤ 1 + α (10)

whilst VIIT satisfies the condition for all t:

UV X
jli

UV M
jli

< 1 − α or
UV X

jli

UV M
jli

> 1 + α (11)

where j denotes a 5-digit product, l denotes an industry and i is a trading partner of
Portugal. The constant αcan take on any value between 0 and 1.1

4 Empirical application

4.1 The variables

The dependent variables are the intra-industry indexes IIT, VIIT and HIIT as defined
in the previous section.

The full sample model includes the following control variables:

– ABSDYPC is the absolute difference between per-capita GDP (PPP, in current
international 103 dollars) of Portugal and the per-capita GDP (PPP) of the respec-
tive trading partner. According to the Linder (1961) hypothesis of overlapping
demand, this foresees a negative sign for the coefficient of this variable in the
IIT equation. The greater the difference between the countries, the lesser is the

1 Economically, it is reasonable to set the value of this constant equal to 0.15, and this is the option taken
in this study. This is the option that is also followed in the large majority of studies.
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level of IIT. According to HO theory and VIIT theory, VIIT increases whenever
ABSDYPC increases (see, for example, Falvey 1981; Falvey and Kierzkowski
1987; Flam and Helpman 1987). Thus, this VIIT model variable coefficient is
forecast as positive. On the other hand, the more similar the countries are in terms
of per-capita GDP, the larger is the level of HIIT (Helpman and Krugman 1985;
Greenaway et al. 1994, 1995). Therefore, the HIITmodel expects a negative result
for this variable’s coefficient. Thus, considering how IIT encompasses both HIIT
and VIIT, should VIIT predominate, then the variable coefficient in the IIT model
may turn positive: this thereby becomes a question of the empirical evidence;

– ABSDPOP represents the absolute difference between the populations of Portu-
gal and the foreign country (in thousands). This serves as a proxy for market size
(Frankel 1997). This represents a variable that is commonly applied both in empir-
ical studies on intra-industry trade and also in the gravity model. This expects all
types of trade to increase, in keeping with increases in population numbers, as
higher populations are associated with greater levels of specialisation. However,
some authors consider that the signs of population variables are ambiguous, a
priori, because we do not know the actual effect on specialisation (inter-industry
or intra-industry) when the size of the population varies (see, for example, Gould
1994; Murat and Pistoresi 2009). Therefore, the sign of the ABSDPOP coefficient
also proves ambiguous as a matter of empirical evidence.

– ABSCEE becomes a proxy for differences in physical capital endowments, and
equals the absolute difference in electric power consumption (103 Kwh per capita)
between Portugal (CEE) and its international partner (CEEK). The VIIT model
expects a positive sign for this variable’s coefficient, given that VIIT trade mainly
involves components as explained by the HO theory of comparative advantages
(e.g. Helpman and Krugman 1985; Deardorff 1998; Jones and Kierzkowski 2001;
Zhang et al. 2005). The HIIT model foresees a negative sign to this variable’s
coefficient, as countries with similar capital endowments benefit from economies
of scale (e.g. Helpman andKrugman 1985). In the IITmodel, the sign of the coeffi-
cient becomes amatter of empirical evidence. Should the VIIT prove predominant,
a positive sign is expected for this variable’s coefficient. However, Hummels and
Levinshon (1995), applying factor ratios, estimated a negative relationship between
factor endowment differences and IIT;

– LDIST conveys the logarithm of geographic distance, measured in kilometres,
between the capital cities of the trading partners. This provides a proxy variable
for transportation costs. Hence, this variable coefficient is forecast to return a
negative sign. The same notion of a negative effect becomes reinforced when
empirical studies deploy the gravitational equation to explain bilateral trade (see
Bergstrand 1985, 1989; Matthews 1998; Clark 2006).

– TIY represents the trade imbalance weighting in the GDP of each trading partner.
This variable controls the effects of trade imbalances on all IIT types. Grubel and
Lloyd (1975) posit the negative influence of trade imbalances on IIT. The IIT
index would be biased downwards whenever there is a trade imbalance. Similarly,
Aquino (1978) proposes an adjusted measure for the IIT index, in order to take
the trade imbalance into account. The means of correcting the trade imbalance
effect on intra-industry trade involves introducing it as a control variable in the
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econometric specification. Thus, the expected sign of this variable turns negative
for all IIT models.

In addition to these quantitative variables, we also introduce qualitative dummy vari-
ables to reflect the impact of countries belonging to the European Union prior to the
2004 enlargement (EU-15), the emerging economies of Brazil, Russia, China and India
(BRICS) and also the five Portuguese-speaking African countries (PALOPS).

– EU15 is a dummy variable that assumes the value 1 when the trading partner is
an EU15 member and zero otherwise. We expect a positive sign for this variable’s
coefficient in all equations, as the integration process reinforces the share of intra-
industry trade (Verdoorn 1960; Balassa 1966);

– BRICS is a dummy variable that assumes the value 1 when the country is Brazil,
Russia, India or China and zero otherwise. This foresees a positive coefficient for
this variable in all equations, because IIT is the kind of trade prevailing in the most
developed countries, and these emerging economies verge on being considered
able to join this club;

– PALOPS is a dummy variable that assumes the value 1 when the trading partner
is one of the five Portuguese-speaking African countries considered in this study,
and zero otherwise. The expectation is that the same cultural relationship and sim-
ilar preferences proxied by common language positively influences intra-industry
trade, both by total and by types.

Furthermore, there are still other factors that likely influence intra-industry trade that
were not observed, and therefore were included in the model as an unobserved random
term. According to the reasoning presented in Sect. 2, to control for an eventual
dependence of this unobserved termwith other explanatory variables, we opt to include
the mean of time varying regressors as proxies in the nonparametric control function.
These are the same proxies that are also considered by Papke and Wooldridge (2008)
based on Mundlak (1978), although they are included in a linear parametric setting.
This procedure leads to the following variables:

– MYPCK is the mean for the panel time period for the trading partner’s per-capita
GDP. This serves as a proxy used in intra-industry trademodels to represent dimen-
sion. The expected sign for this variable’s coefficient is positive in all equations.
The underlying hypothesis states that the larger the trading partner is in economic
terms, the larger the intra-industry trade should be (Hummels andLevinshon1995);

– MPOPK is the mean for the panel time period of the trading partner’s population
(in thousands);

– MCEEK is the mean for the panel time period of the variable CEEK (already
defined above);

– MTIY is the mean for the panel time period of the variable TIY (already defined
above).

4.2 The data and descriptive statistics

The data set applied in the estimation contains an unbalanced panel of 38 coun-
tries (Angola, Austria, Belgium and Luxembourg (the data is combined for these two

123



Modelling bilateral intra-industry trade indexes 875

Table 1 Descriptive statistics: full sample

Variable Mean Std. Dev. Min Max NT

IIT 0.171 0.160 0.001 0.620 427

HIIT 0.034 0.052 0 0.287 430

VIIT 0.137 0.125 0.001 0.494 426

YPCPT 18.500 2.311 14.439 21.943 444

YPCK 15.761 11.496 0.568 51.980 440

ABSDYPC 10.127 5.464 0.278 30.037 440

TIY −0.042 0.134 −0.795 0.402 413

MTIY 0.087 0.110 0.000 0.795 413

POPPT 10,286.930 191.521 10,027.000 10,589.650 444

POPK 93,275.810 259,305.500 127.508 1,311,798.000 444

ABSDPOP 89,137.900 257,249.800 14.832 1,301,208.000 444

CEEP 3.832 0.494 3.077 4.526 370

CEEK 5.175 3.819 0.032 16.780 340

ABSDCEE 2.808 2.913 0.011 12.391 340

DIST 3,433.749 2,022.810 503.000 9,986.000 444

BRICS 0.108 0.311 0 1 444

PALOPS 0.135 0.342 0 1 444

EU15 0.351 0.478 0 1 444

countries), Brazil, Bulgaria, Cape Verde, China, Cyprus, Czech Republic, Denmark,
Estonia, Finland, France, Germany, Greece, Guinea-Bissau, Hungary, India, Ireland,
Italy, Latvia, Lithuania, Malta, Moldova, Mozambique, the Netherlands, Poland, Por-
tugal, Romania, Russia, Sao Tome and Principe, Slovakia, Slovenia, Spain, Sweden,
UK, Ukraine and USA) observed during the years 1995–2006. Descriptive statistics
for the data are set out in Table 1.

As observed in the mean results, the IIT index mainly comprises the VIIT type
(IIT = 0.171;HIIT = 0.034;VIIT = 0.137).

Observations with missing values in at least one variable were excluded. Therefore,
the unbalanced panel ended up with 329 observations.

Since the set of countries that are in the sample is very heterogeneous (European
countries, USA, China, African countries andBrazil) variables such asGDP per capita
(YPCK), trade imbalance (TIY), population (POPK), electric power consumption
(CEEK) and distance, all return significant variations across the sample, as detailed
in Table 1. This furthermore helps identify the effects of the explanatory variables on
the models estimated.

4.3 Estimation results

This section includes the results of estimating the semiparametric mixed effects model
for fractional data, as introduced in Sect. 2, to explain intra-industry trade indexes.
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Estimations are obtained bymaximising the penalised quasi-likelihood function, using
the gamm procedure of the mgcv R package. Here, the nonparametric estimation is
performed by penalised cubic regression splines, following Wood (2006).

Parametric regression is a random effects Probit following Papke and Wooldridge
(2008). Here, dependent unobserved heterogeneity is controlled by the Mundlak
(1978) device, which includes the mean of the time varying variables as additional
regressors. This procedure leads to the following independent variables: MYPCK,
MCEEK and MTIY, which are all equal to the mean for the time period of the fol-
lowing respective trading partner variables: GDP per-capita (MYPCK), electric power
consumption (MCEEK) and trade imbalances in GDP (MTIY). The average popula-
tion size (MPOPK) was discarded, due to the lack of variation over these timeframes
for all the countries considered, which causes the mean to be very closely corre-
lated with the explanatory variable, detailing the absolute difference in populations
between Portugal and the trading partner (ABSDPOP), as set out in Table 3 in the
Appendix.

The semiparametric regression is a mixed effects model with a Probit link, which
captures the unobserved heterogeneity, by including unknown functions in the indexes
returned by the abovementionedmean variables. However, due to numerical problems
in estimation caused by concurvity,2 the MCEEK function was not included in the
semiparametric regression for the horizontal intra-trade index. Table 3 in theAppendix
shows that MCEEK and ABSDCEE exhibit a correlation of 0.77. In all regressions,
we included a time trend to control for fixed time effects.

Table 2 provides the estimation results and Figs. 1, 2 and 3 report the nonparametric
estimates, together with the respective confidence bands obtained as collections of
pointwise confidence intervals. The aforementioned figures patently display how the
impact of the TIY mean is nonlinear and induces misspecification of the parametric
model to control for unobserved heterogeneity. On the other hand, the goodness of
fit measures indicate that semiparametric regression is a better fit for all indexes,
apart from HIIT, even while remaining very close in this latter case. Moreover, the
estimated random effect variance is significantly smaller in the semiparametric fit for
all indexes. Therefore, the semiparametric fit seems most appropriate for estimating
these models, and we consequently base the interpretation of the empirical findings
on these respective results.

According to the results inTable 2, the hypothesis of overlapping demand is verified,
as the effect of absolute difference in per-capita GDP (ABSDGDP) is negative and
statistically significant for IIT and VIIT, and unexpectedly not statistically relevant for
determining HIIT. Consequently, the HO theory receives no empirical confirmation
from this application. In addition, the absolute difference in the size of the trading
partners’ populations does not have a significant impact on the intra-industry trade
indexes. With regards to the proxy for differences in capital endowment, this does

2 Concurvity is the nonparametric analogue of multicollinearity and it occurs in an additive model when a
nonparametric function estimate is well approximated by the other nonparametric function terms. For more
details see Härdle et al. (2004).
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878 I. Proença, H. C. Faustino

Fig. 1 Estimates of G1 (MYPCK), G2 (MCEEK) and G3 (MTIY) for IIT Notes The plots include the
respective 95% confidence bands. The x-axes indicate the automatically chosen spline knots. Observe how
the frequency of knots is proportional to that of the underlying observations

not significantly impact on VIIT, which proves a surprising result, as the proxy does
impact positively on the IIT and HIIT indexes. The last result is different to that which
was forecast by the theory. The coefficient of distance has the expected negative sign,
even if it is not statistically significant for VIIT. The higher the trade imbalance (TIY),
the smaller the intra-industry trade, except for HIIT, where the effect does not attain
statistical significance.

The positive effect of economic integration, measured by the coefficient estimate
of the dummy EU15, is only confirmed in horizontal intra-industry trade with the
same holding for the BRICS grouping. These results prove to be interesting, as
they imply that the effects of intra-industry trade integration only become visible
for products of similar quality, whilst the effect of the similitude in economic structure
between the emerging economies and Portugal only impacts on products incorporating
quality.
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Fig. 2 Estimates of G1 (MYPCK), G2 (MCEEK) and G3 (MTIY) for VIIT Notes The plots include the
respective 95% confidence bands. The x-axes indicate the automatically chosen spline knots. Observe how
the frequency of knots is proportional to that of the underlying observations

Fig. 3 Estimates of G1 (MYPCK) and G3 (MTIY) for HIIT Notes The plots include the respective 95%
confidence bands. The x-axes indicate the automatically chosen spline knots. Observe how the frequency
of knots is proportional to that of the underlying observations
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In general, there are no important differences between the semiparametric and
parametric estimates.3 However, there are some disparities that are worthwhile noting
in that they mainly concern estimates of coefficients of variables constant in time.
Proença et al. (2014) found that the more relevant discrepancies in estimation for the
coefficients of the same type of variables and simulations presented by these authors
show that the superiority in estimation of the semiparametric method wasmore notice-
able for those sorts of coefficients. For the present study, Table 2 shows that, overall,
the log distance coefficient is smaller in absolute value for the semiparametric fit than
for the parametric one (almost 20% less for IIT and VIIT and nearly 25% less for
HIIT). Therefore, one may conclude that estimates based on the parametric fit tend
to exaggerate the negative impact of the distance between countries for intra indus-
try trade. For horizontal intra-trade, HIIT, the semiparametric fit is able to detect the
interesting abovementioned regional effects, contradicting the results of the parametric
regression. The fact that there are no considerable differences between the estimates
obtained by the parametric and the semiparametric fits for the majority of the coef-
ficients in this application, does not necessarily make the semiparametric approach
worthless, because it does provide robustness to the conclusions induced from the
estimation.

5 Conclusions

This work proposes a semiparametric procedure for modelling fractional responses
with panel data, based on the previous work of Lombardía and Sperlich (2012), and
Proença et al. (2014). This consistently estimates the conditional expectation of the
fractional variable when the individual random unobserved heterogeneity term cor-
relates with the explanatory variables of the model in a more general and flexible
context than the existing parametric procedures, such as that recently proposed by
Papke and Wooldridge (2008). This approach’s main idea involves filtering the unob-
served random term component associated with the model’s explanatory variables by
the sum of unknown functions of a set of proxy variables, and also estimating the
resulting model by maximum quasi-likelihood with penalised splines, in accordance
with Wood (2006). The proxy variables depend on the prior knowledge that one gains
from the nature of the unobserved heterogeneity term, and also the way this interre-
lates with the regressors. This knowledge is at best very limited, which makes finding
these proxies difficult. In such cases, it is recommended to define them based on the
approaches of Chamberlain (1984) and Mundlak (1978). The methodology proposed
here is easy to apply in practice, through the existing procedures for the mgcv package
of R.

With regards to its empirical application for the intra-industry trade indexes, the
semiparametric procedure introduced in this study reports evidence of the misspecifi-
cation of the assumptions applied in the parametric model, which potentially explains
the differences registered in the results returned by both procedures. The parametric fit
tends to significantly amplify the negative impact of distance in intra-industry trade,

3 Intercepts of the parametric and semiparametric regressions cannot be compared.
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and is unable to detect the effect of economic integration, in addition to the effect of
trading with the emerging BRIC economies on intensifying the intra-industry trade of
goods of similar quality. However the results regarding the other variables are simi-
lar between both approaches, and empirically confirm the hypothesis of overlapping
demand, thus, the larger is the difference between trading partner per capita GDP, the
lower is the level of intra-industry trade. The negative influence of trade imbalances
is also subject to empirical confirmation, as intra-industry-trade trends become inten-
sified by an increase in differences in the capital endowments of both partners. Whilst
the results of both approaches do not differ greatly, the semiparametric procedure
still proves helpful in ensuring robustness for the parametric results for a wider set of
situations.

Future researchmay address the problem of applying the semiparametric procedure
to define a hypothesis test which is able to detect inconsistencies in parametric esti-
mation. Furthermore, an interesting issue would be to find alternative models that rely
on less restrictive assumptions for the functional form of the conditional expectation
of the fractional response than those of the semiparametric approach that is proposed
in this paper, even if this would most probably be at the expense of greater complexity
when applied in practice.

Acknowledgments The authors would like to acknowledge financial support from the FCT (Fundação
para a Ciência e Tecnologia) through the PEst-OE/EGE/UI0491/2013 programme. They are also grateful
for the comments of the participants of the conference on Applicable Semiparametrics, 2013, and of the
seminars of the UrbanEcon group of ISEG. Special thanks are due for the comments of two anonymous
referees and also those of the associate editor.

6 Appendix

See Table 3.
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