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## Abstract

Optimization refers to the problem of finding the best solution under constraints. It is widely used in industrial production, aerospace technology, biomedicine and many other fields. Since traditional methods are difficult to find the best solution when faced with complex optimization problems with high dimensions, researchers have proposed methods to find approximate solutions. The advantage of this method is that it can find an acceptable solution under the constraints and save resources. Metaheuristic algorithms, as a class of approximation algorithms, have been widely studied due to their simplicity, generality, and robustness.

The spherical evolutionary algorithm and the equilibrium optimizer are two new metaheuristic algorithms proposed in recent years. The spherical evolutionary algorithm generalises the hypercube search style of most algorithms and innovatively proposes a spherical search style. The spherical search style provides a larger search space and increases the probability of finding the optimal solution. The equilibrium optimizer is inspired by physical laws. It introduces the concept of an equilibrium pool, using the four best individuals of each generation to improve the ability to jump out of the local optimal. These two algorithms performed well on the benchmark test sets, but they are still considered to have room for improvement. The ability of an algorithm to find the global optimal solution depends on the balance of exploration and exploitation. The aim of exploration is to find the region where the optimal solution exists; the aim of exploitation is to find the optimal solution in the current region. Therefore, our focus is on providing algorithms with a strategy that balances exploration and exploitation.

This paper innovatively proposes an adaptive chaotic local search strategy based on differential radius to improve the performance of the spherical evolutionary algorithm and the
equilibrium optimizer. We propose a concept called success intensity, which records the magnitude of the improvement brought by each chaotic sequence. The success intensity is used to guide the algorithm in the selection of chaotic sequences, thus better balancing exploration and exploitation. The improved algorithms, namely the chaotic spherical evolution algorithm and the chaotic equilibrium optimizer, showed better performance on the benchmark test sets.
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## Chapter 1

## Introduction

### 1.1 An outline of metaheuristic algorithm

Optimization can be seen everywhere, whether it's planning your route to work, the order of chores or engineering, biomedicine. The purpose of optimization is to choose the most profitable solution. Optimization is usually accompanied by some constraints. It is also necessary to consider the fare or the time of arrival. The traditional methods for solving such problems include enumeration, gradient descent, and so on. However, the traditional methods have their own limitations, some of them require the problem to satisfy linearity conditions, and some of them can only solve small-scale problems. When faced with complex engineering problems with high dimensions, it is often difficult to find the optimal solution in a tractable time.

To solve this problem, in the 1940s, researchers proposed heuristic algorithms that sacrifice accuracy to reduce computational complexity. It is an intuitively or empirically constructed algorithm that gives a feasible solution to the optimization problem at an acceptable cost (computational time, space occupied, etc.). It is not guaranteed to find the global optimal solution, but it can give a superior solution in an acceptable time and the algorithm is simple and easy to modify. The greedy algorithm is one of the classical heuristics, and its solution logic is to take the current optimal choice each time. This approach is simple and efficient, but when the problem becomes complex, it will fall easily into a local optimal.

In the 1960s, metaheuristic algorithms inspired by random phenomena in nature emerged under the influence of bionics. Metaheuristic algorithms are improvements of heuristic al-
gorithms, but they are also not guaranteed to find the global optimal solution. The main difference between the two in problem solving is that the solution found by heuristic algorithms are fixed, but metaheuristic algorithms find different solutions each time, which gives it the ability to jump out of the local optimal. In addition heuristic algorithms are suitable for solving specific problems, metaheuristic algorithms are not limited to specific problems and are more widely used. After decades of development, four types of metaheuristic algorithms have emerged: (1) evolutionary algorithms, (2) population intelligence, (3) physics-based, and (4) human-based. Genetic algorithm [1] is one of the representatives of evolutionary algorithm. It was first proposed by Holland in 1975 and was inspired by Darwin's theory of evolution and Mendel's genetics. The particle swarm optimization [2] is one of the representatives of population intelligence, which finds the optimal solution by simulating the foraging behavior of a flock of birds. The gravitational search algorithm [3] is a member of the physics-based class, which uses the gravitational laws between masses and interactions to update the location of points to find the optimal solution. Brain storm optimization [4] is a member of human-based algorithms, which imitates human brainstorming behavior to continuously generate new ideas to reach the optimal.

### 1.2 Typical metaheuristic algorithms

### 1.2.1 Genetic algorithm

The biological populations on the earth have been evolving since they were born. They have gone through a process from low to high, from simple to complex, and from defect to perfection. This process follows the rules of "natural selection" and "survival of the fittest". On the other hand, in the reproduction process of the population, the offspring will inherit the genes of the parent and will generally be more adaptable to the environment. In addition, the evolution of populations is accompanied by uncertain genetic mutations, which bring unpredictable changes to the population and can make individuals stronger or weaker. The mutated population goes through the above process again, and in such a
spiraling cycle, the population is continuously enhanced. A simple depiction of this process is given in Fig. 1.1.


Figure 1.1: Evolutionary spiral.

The genetic algorithm (GA) takes inspiration from the above process. It treats each valid solution as a chromosome and each coding unit of the chromosome as a gene. The fitness value is used to describe the quality of the population and the function to calculate the fitness value is called the evaluation function. Natural selection, reproduction and mutation are then expressed as the following three operators:
(1) Selection operator: A number of chromosomes are selected from the population as the parent population according to certain rules. Selection is usually done using roulette, where the better chromosomes have a higher probability of being selected.
(2) Crossover operator: The probability of crossover is pre-set and a random value is assigned to each chromosome; if the random value is less than the crossover probability, the chromosome will participate in the crossover. The way of crossover is to exchange part of the genes in the chromosomes in pairs to generate the offspring.

The offspring will replace the parent in the new population, while the chromosomes not involved in the crossover will enter the new population directly.
(3) Mutation operator: A small probability of mutation is pre-set and a random value is assigned to each gene of each chromosome. If this value is less than the mutation probability the gene will be mutated.

The population that has not undergone natural selection is called the initial population, which is the first step of GA. Normally, each gene of each chromosome is a random value. The range of the random value depends on the problem. If the initial population has a good fitness, the algorithm's ability to find the global optimum will also be improved. It has been found that the performance of GA can be improved by certain strategies to increase the initial population while ensuring the completeness of the search space. The termination of the algorithm means exhaustion of computing resources. Usually, the maximum number of iterations or function evaluations is set as the termination condition. Fig. 1.2 shows the flowchart of GA.


Figure 1.2: Flowchart of GA.

### 1.2.2 Particle swarm optimization

Researchers have found that flocks of animals in nature, such as bird flocks and fish flocks, exhibit a high degree of organization and regularity in their foraging and migration processes. There are underlying patterns in the aggregation or direction-change behavior of animal flocks. It has been suggested that, at least in theory, in group foraging behavior, each individual benefits from the discoveries and experiences of the other members. Suppose there is a flock of birds in the sky looking for food, and they do not know the location of the food in advance. But by chance, some birds know the distance between the food and themselves, such as the intensity of the smell of the food. The birds record the location of the strongest smell of food they pass, and share this information with other birds. After comparison, the best foraging location in the group can be known. Thus, all birds adjust their direction towards the food location based on their experience and speed, which eventually makes the flock gather to the food location.

The key to guiding birds to forage can be summarized in two points, their own experience and the experience of other birds. The particle swarm optimization (PSO) is designed with this in mind. First, the particles in the PSO represent the birds, and a number of particles are randomly generated as initial solutions. Through iteration, the quality of the solution is improved to achieve optimization. The particles have two properties, velocity and position. During the iteration, the best position the particle experienced will be recorded. The best position of the flock will also recorded. The particle will update to the new position according to its position and speed, affected by the above two.


Figure 1.3: Position update in PSO.

This position update process is shown as Fig. 1.3. $x$ represents the position of the flock, $x_{i}$ denotes the position of the $i$ th bird, the best position the bird experienced is denoted as $p$ Best $_{i}$, and its own velocity is recorded as $v_{i}$. The best position of the flock is recorded as $g$ Best. $x_{i}^{\prime}$ denotes the updated position. The iteration process of PSO is demonstrated as follows:
step 1) Initialize all individuals and each particle gets a random velocity and position. Record the historical best position of each particle. Record the best position of the particle swarm.
step 2) The fitness value of each particle is calculated by the evaluation function. The evaluation function depends on the problem.
step 3) If the current fitness value of the particle is better than the historical best value, the current position will replace the historical best position.
step 4) If the current particle swarm best fitness is better than the historical swarm best fitness, this particle position will replace the historical swarm best position.
step 5) Update the velocity and position of the particles by Eqs. (1.1,1.2), where $N$ is the population size, $k$ and $K$ denotes the current number of iterations and the maximum number of iterations..
step 6) Determine whether the termination condition is reached, if not, go to step 2 , otherwise output the best position of particle swarm and end.

$$
\begin{array}{r}
v_{i}(k+1)=\omega \times v_{i}(k)+c_{1} \times \operatorname{rand}_{1} \times\left(p \operatorname{Best}_{i}(k)-x_{i}(k)\right)+c_{2} \times \operatorname{rand}_{2} \times\left(g \operatorname{Best}-x_{i}(k)\right) \\
i=1,2,3, \ldots, N \quad k=1,2,3, \ldots, K \tag{1.1}
\end{array}
$$

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)+v_{i}(k) \quad i=1,2,3, \ldots, N \quad k=1,2,3, \ldots, K \tag{1.2}
\end{equation*}
$$

### 1.2.3 Gravitational search algorithm

Newton's law of universal gravitation states that the force of attraction between two particle is proportional to their mass product and inversely proportional to the square of the distance between them. It can be expressed as Eq. (1.3)

$$
\begin{equation*}
F=g \frac{m_{1} m_{2}}{r^{2}} \tag{1.3}
\end{equation*}
$$

where $F$ denotes the gravitational force between two particles, $G$ is the gravitational constant, $m_{1}$ and $m_{2}$ denote the masses of the two particles, and $R$ represents the distance between them. In 2009, E. Rashedi. et al. simulated this physical phenomenon and proposed a gravitational search algorithm (GSA) [3].

In GSA, the position of each particle corresponds to a solution of the problem. The inertial mass of the particle is related to the quality of the solution, and the quality of the solution is calculated by the evaluation function. The better the quality of the solution, the greater the mass of the particle. When subjected to gravitational forces, particles with larger masses obtain smaller accelerations and smaller movements, which ensure the exploitation capability; particles with smaller masses obtain larger accelerations and larger movements, which ensure the exploration capability. Fig. 1.4 briefly describes the force of particles in GSA. In the figure, $m_{1}$ to $m_{4}$ represent four particles with different masses, and a force analysis is performed for $m_{1}$. The gravitational force on $m_{1}$ depends on the masses of $m_{2}$, $m_{3}$, and $m_{4}$ and their distance from $m_{1} . F_{1,2}$ represents the gravitational force on $m_{1}$ from $m_{2}$, and $F_{1,3}$ and $F_{1,4}$ are similar. The red arrow $F$ indicates the final force on $m_{1}$.

The inertial mass of the particle is related to the fitness of the current population, and it is calculated as shown in Eq. (1.4 and 1.5). $f_{i}$ denotes the fitness of the $i$ th particle in the population, and $f_{w}$ and $f_{b}$ represent the worst and best fitness in the current population, respectively. $m_{i}$ is the mass of the $i$ th particle.


Figure 1.4: Force analysis in GSA.

$$
\begin{align*}
& s_{i}=\frac{f_{i}-f_{w}}{f_{b}-f_{w}}  \tag{1.4}\\
& m_{i}=\frac{s_{i}}{\sum_{j=1}^{N} s_{j}} \tag{1.5}
\end{align*}
$$

Each particle is subject to the gravitational force from other particles, and the gravitational force on particle $x_{i}$ from $x_{j}$ is calculated as Eq. (1.6).

$$
\begin{equation*}
F_{i, j}=g \frac{m_{i} \times m_{j}}{r_{i, j}-\theta}\left(x_{j}-x_{i}\right) \quad i=1,2,3, \ldots, N \quad j=1,2,3, \ldots, N \tag{1.6}
\end{equation*}
$$

where $r_{i, j}$ denotes the Euclidean distance between $x_{i}$ and $x_{j}, \theta$ is a small constant. $\alpha$ represents a constant parameter that affects the decreasing trend of the gravitational coefficient. $g$ is a gravitational constant that decreases with time, defined as Eq. (1.7).

$$
\begin{equation*}
g(k)=g_{0} \times e^{-\alpha k / K} \quad k=1,2,3, \ldots, K \tag{1.7}
\end{equation*}
$$

where $g_{0}$ means the initial value of $g, k$ denotes the current number of iterations, and $K$ denotes the maximum number of iterations. Thus the total gravitational force on the particle $x_{i}$ is expressed as:

$$
\begin{equation*}
F_{i}=\sum_{j=1, j \neq i}^{N} \operatorname{rand}_{j} F_{i, j} \tag{1.8}
\end{equation*}
$$

where $\operatorname{rand}_{j}$ is a random value in the interval (0,1). After that GSA will calculate the acceleration $\beta$ for each particle, $\beta$ is proportional to $F_{i}$ and inversely proportional to $m_{i}$, defined as:

$$
\begin{equation*}
\beta_{i}=\frac{F_{i}}{m_{i}} \tag{1.9}
\end{equation*}
$$

Finally, the velocity $v_{i}$ and position update of particle $x_{i}$ is calculated as:

$$
\begin{equation*}
v_{i}(k+1)=\operatorname{rand}_{i} \times v_{i}(k)+\beta_{i}(k) \tag{1.10}
\end{equation*}
$$

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)+v_{i}(k+1) \tag{1.11}
\end{equation*}
$$

A complete GSA process should include the following steps:
step 1) Initialize the particle position and set the initial velocity to 0 .
step 2) Evaluate the fitness of each particle and pick out the best and worst fitness in the current iteration.
step 3) Calculate the inertial mass of the particle and update the gravitational constant.
step 4) Calculate the gravitational force between particles.
step 5) Calculate the acceleration and velocity of the particles.
step 6) Update the position of the particle.
step 7) Determine whether the termination condition is reached, if not go to step 2, if yes then output the result.

### 1.2.4 Brain storm optimization

In group decision-making, members' thinking is often affected by the authority of others or the opinions of the majority. This situation weakens the creativity of group and impairs the quality of decision-making. In order to break this situation, the founder of an advertising company proposed a brainstorming method. Brainstorming allows decision-making members to speak freely without being restricted by the atmosphere, thereby improving the quality of decision-making. The success of brainstorming comes from the following four basic rules:

1 Make as many suggestions as possible. The more suggestions there are, the greater the chance of excellent suggestions.

2 No criticism. Any suggestion in this session is not allowed to be criticized. Members' minds are thus unrestrained to come up with unusual ideas.

3 Encourage wild ideas. These ideas usually come from a different perspective and can bring unexpected rewards.

4 Combine thinking and improve ideas. New ideas can come from existing ideas, and the combination of thinking can come up with better ideas.

The core thinking of the above rules can be summarized in two points: 1. Wild new ideas can offer more possibilities and provide a new way out when the discussion gets stuck. 2. Digging or combining existing ideas can lead to better ideas. Brain storm optimization (BSO) is inspired by these two points. In BSO, each individual corresponds to a suggestion
or idea in the brainstorming. Similar individuals are clustered. The best individual in each cluster is called the cluster center. Individual updates mimic the brainstorming process and are generated either randomly, by a single individual, or by a combination of two individuals. Fig. 1.5 and Fig. 1.6 describe these three types of updates. The light bulbs represent the ideas, which are individuals, and the red bulbs represent the cluster centers. In Fig. 1.5, a randomly generated individual replaces a randomly selected cluster center. In Fig. 1.6, there are two ways to update individuals. If only one cluster is selected, one of the common individuals or the cluster center will be selected for updating. If two clusters are selected, common individuals or cluster centers located in each cluster will be combined for update.


Figure 1.5: Schematic diagram of random individual update in BSO.

Based on the above key information, the complete process of BSO is described as follows:
step 1) Randomly generate $N$ individuals.
step 2) Cluster individuals using a clustering algorithm.
step 3) Evaluate the fitness of each individual.
step 4) Record the best individual in each cluster, which is also called the cluster center.


Figure 1.6: Schematic diagram of single or double individual update in BSO.
step 5) Decide whether to execute it or not with probability $p_{r}$. If yes, randomly generate an individual to replace a randomly selected cluster center.
step 6) Generate a random value between 0 and 1 . If it is less than probability $p_{1}$, execute step 7, otherwise execute step 11.
step 7) Pick one cluster out at random.
step 8) Generate a random value between 0 and 1 . If it is less than probability $p_{1 i}$, execute step 9 , otherwise execute step 10 .
step 9) Use the cluster center in step 7 to generate a new individual. Go to step 15.
step 10) Use one common individual in step 7 to generate a new individual. Go to step 15.
step 11) Pick two cluster out at random.
step 12) Generate a random value between 0 and 1 . If it is less than probability $p_{2 i}$, execute step 13 , otherwise execute step 14 .
step 13) Combine the two cluster centers in step 11 and generate a new individual. Go to step 15 .
step 14) Combine two common individuals in each cluster in step 11 and generate a new individual. Go to step 15.
step 15) Determine whether the new individual is better than the original individual, if so, replace the original individual, if not, discard.
step 16) Determine if N new individuals have been generated, if so, go to step 17, if not, go to step 6.
step 17) If the termination condition is reached, it ends, if not, go to step 2.

The individuals selected in the above step are updated using Ep. 1.12. $x^{s}$ represents the selected individual, and $x^{n}$ denotes the generated individual. $E(\delta, \eta)$ is a random value generated by the Gaussian distribution, and $\delta$ and $\eta$ are the mean and variance of this Gaussian distribution.

$$
\begin{equation*}
x^{n}=x^{s}+\gamma \times E(\delta, \eta) \tag{1.12}
\end{equation*}
$$

where $E$ is a parameter used to adjust the Gaussian random value, which is related to the number of iterations, defined as:

$$
\begin{equation*}
E=\log \operatorname{sig}\left(\frac{0.5 \times K-k}{\varphi}\right) \times \operatorname{rand}_{E} \quad k=1,2,3, \ldots, K \tag{1.13}
\end{equation*}
$$

where $k$ and $K$ denote the number of current iterations and the maximum number of iterations. $\log \operatorname{sig}()$ is a sigmoid function, and $\varphi$ is used to adjust its slope. $\operatorname{rand}_{E}$ means a random value in the interval $(0,1)$.

## Chapter 2

## Adaptive chaotic spherical evolution algorithm

### 2.1 Introduction

Nature-inspired metaheuristic algorithms (NMH) have garnered extensive attention in recent decades because of their excellent ability to solve complex problems [5, 6]. Inspired by nature, these algorithms can achieve a balance between the time required to arrive at a solution and the accuracy of the solution derived when faced with complex problems. For example, the genetic algorithm (GA) [7,8], ant colony optimization (ACO) [9, 10], and brainstorming optimization (BSO) [11-13] are inspired by evolution and genetics, the foraging behavior of ants, and the brainstorming behavior of humans, respectively. Currently, NMHs are being used in several fields, such as the assignment problem, flow shop problem, traveling salesman problem, group-shop scheduling problem, and voltage reactive power control [14-17].

Although NMHs can achieve a balance between solution time and solution accuracy, the pursuit of higher accuracy is still a significant task for researchers. The quality of the solution depends on the balance of exploitation and exploration in the algorithm. Excessive exploration will cause the algorithm to converge slowly; on the contrary, it may cause the algorithm to fall into a local optimum and converge prematurely [18]. The improvement of algorithm performance can be implemented in the exploration and exploitation of the search space. Under this view, an algorithm with excellent exploration capabilities, i.e.,
spherical evolution algorithm (SE) [19], has received much attention.
The SE algorithm was proposed in 2019. It summarizes most search patterns of NMHs and proposes a spherical search style based on the mathematical form instead of the hypercube approach. As spherical search has a larger search range than hypercube search in most cases, it can explore better. This makes the SE stand out among several heuristic algorithms. Nevertheless, there is still room for improvement; for example, the full utilization of the larger search space of SE may improve the speed of convergence.

This idea leads the focus of the study to the memetic method. Memes refers to local search strategies, and their combination with evolutionary algorithms is known as memetic algorithms (MA) [20]. Certain studies have reported that adding local search operators to the global search algorithm is an effective method to improve its search performance [2123]. One of them, chaotic local search (CLS), has been shown to be effective in improving the convergence speed and the quality of solutions [24,25].

CLS is one of the methods to improve the performance of algorithms using chaos. Chaotic systems [26,27], due to their ergodicity and randomicity, are incorporated in many optimizers to improve the search performance. Chaotic systems are commonly applied in two ways.

A common way is to replace random values with chaotic maps and adjust parameters. In [28], a chaotic number generator is introduced to generate all the random values needed in the particle swarm optimization algorithm (PSO), which makes this algorithm competitive with other improved PSO. In [29], the PSO is improved because multiple chaotic maps are used to adjust the important attraction parameters. In addition to the PSO, the properties of chaos are also applied to the differential evolution algorithm (DE) [30] to improve their performance [31]. Moreover, chaos is also seen to play a role in some newly proposed algorithms, such as firefly algorithm with chaos [32], chaotic bat algorithm [33], etc [34, 35].

Using chaotic search as a local search operator is another effective way to improve the convergence speed and the quality of the solution, i.e., CLS [24]. CLS [36] has garnered attention because of its ability to accelerate the convergence of the GSA. The ergodicity of chaos makes it more capable of finding the optimum solution in a nearby area [24].

Moreover, the unpredictability caused by its randomicity also accords the algorithm the ability to jump out of a local optimum. In the chaotic gravitational search algorithm (CGSA) [37], two chaotic participation schemes are proposed-one replaces different parameters of the GSA with random numbers using chaotic sequences and the other adds chaotic search as a local search to the GSA. In the chaotic brain swarm optimization algorithm (CBSO) [12], when the population is stagnant, CLS is used to break the existing equilibrium. In CJADE [38], which is an improved variant of DE [39-42], several chaotic maps are used, and the algorithm selects random values generated by the different chaotic maps at various stages. It is noteworthy that a chaotic bee colony algorithm research [43] shows that the artificial bee colony algorithm using CLS performs better than using chaotic variables. The reason lies on that the introduction of CLS adds a new operator to the algorithm, which changes its search dynamics and interacts more directly with the search space. This search strategy is more effective than just replacing random numbers.

Based on the above considerations that CLS can further improve the performance of an NMH, this paper for the first time proposes an adaptive chaotic spherical evolution algorithm (CSE) based on the SE. The CSE uses CLS along with several chaotic maps; CLS employs one chaotic map at a time and acts on the best individual within the population. When CLS finds a better solution, the success information is recorded. The historical success information guides the algorithm to select an appropriate chaotic map in the next iteration. This approach combines well with the global search mechanism of the SE, which helps increase the global convergence speed.

The novelty of our proposed study is that we focus more on the extent of improvement brought about by CLS in the iterations; we refer to it as success intensity. Since several chaotic maps are employed in CLS, a key challenge that arises is the choice of which map should be used and when it should be used. Previous usage of CLS [12,36-38] only records the success rate of each map, and the ones with a higher success rate are more likely to be selected. We believe that the extent of improvement is sometimes more significant than the success rate. Therefore, the CSE records the intensity of success brought about by each map in several iterations. The higher the intensity, the higher the probability of being selected in the next generation.

The remainder of this chapter is structured as follows: In Section 2.2, we describe the original SE and its contributions. In Section 2.3, we illustrate CLS based on the historical recorded success intensity and the CSE process. In Section 2.4, we present the results of experiments and compare those obtained using CSE with those obtained using SE and other algorithms. Finally, in Section 2.5, we present a summary and future research directions.

### 2.2 Spherical evolution algorithm

The search operator is the core of the algorithm, which determines the ability of each individual in the population to find a better solution. The search operator of the natureinspired metaheuristic (NMH) algorithm has certain common patterns. For example, the initial solution is updated through one or more update units. The SE employs the concept of search pattern and search style based on a mathematical form. A search pattern can be expressed as Eq. (2.1):

$$
\begin{align*}
A_{i, d}^{n e w}=B_{i, d}^{0}+\sum_{k=1}^{n} S S\left(M_{i, d}^{k}, N_{i, d}^{k}\right), i & =1,2,3, \ldots \text { popsize, },  \tag{2.1}\\
d & =1,2,3, \ldots, D
\end{align*}
$$

Here, $A, B, M$, and $N$ are four solution sets, which are represented as matrices consisting of popsize rows and $D$ columns. Each individual in the population corresponds to a solution, and the size of population represents the number of individuals. The dimension of the solution is represented by $D . S S\left(M_{i, d}^{k}, N_{i, d}^{k}\right)$ represents an updating unit based on $M$ and $N$ that acts on the initial individual $B^{0}$ to generate a new individual $A^{\text {new }}$, and $n$ represents the number of updating units.

The first-order difference is a common updating unit in NMH algorithms. In highdimensional space, this unit will appear as a search process within the scope of the hypercube. The updating unit is expressed as Eq. (2.2):

$$
\begin{array}{r}
S S\left(M_{i, d}^{k}, N_{i, d}^{k}\right)=\text { ScaleFun } 00_{i, d}() \cdot\left({\text { ScaleFun } \left.01_{i, d}() \cdot M_{i, d}^{k}-\operatorname{ScaleFun} 02_{i, d}() \cdot N_{i, d}^{k}\right)}^{i=1,2,3, \ldots, \text { popsize } ; d=1,2,3, \ldots, D ; k=1,2,3, \ldots, n .}\right. \tag{2.2}
\end{array}
$$

Here, each ScaleFun represents a scale adjustment function. ScaleFun01 and ScaleFun02 act on $M$ and $N$, respectively. ScaleFun00 adjusts the difference between $M$ and $N$. The common forms of ScaleFun are constant functions, simple linear functions, probability functions, or any other complex nonlinear functions.


Figure 2.1: Hypercube search style.

The search styles used by most algorithms are based on first-order differences, and the form of expression is hypercube. Fig. 2.1 presents examples of hypercube search styles in two- and three-dimensional spaces. The two black dot-dash arrows $M_{i}$ and $N_{i}$ represent two individual vectors. The two black dot-dash arrows $M_{i}$ and $N_{i}$ represent two individual vectors. When the cross rate in the differential evolution algorithm (DE) [44] [45] [46] [47] [48] is equal to 1 , the black solid arrow $M_{i} N_{i}$ can be used to indicate the search trajectory of an updating unit. When the updating unit selects only one dimension at a time, for example, the $x$-dimension, its search trajectory can be represented by a green dotted arrow. If the updating unit has different scales in different dimensions, such as in the PSO [49] [50] [51] [52] [53], its search trajectory in the two-dimensional space can be represented by the blue dotted arrow. However, these search trajectories cannot break through the search scope of the rectangle $P N_{i} Q M_{i}$. In high-dimensional space, the rectangle becomes a hypercube.

Distinguished from the NMHs mentioned above, the SE assumes spherical search style.


Figure 2.2: Spherical search style in 2-dimensional and 3-dimensional space.

In the SE updating unit, the search trajectory is determined not by the two sides of the rectangle, such as $M_{i} P$ and $M_{i} Q$ as depicted in Fig. 2.2, but by the angle and radius. Fig. 2.2(b) depicts the search style of the SE in two-dimensional space. $O M_{i}$ and $O N_{i}$ are two individual vectors. The area of a circle with the point $N_{i}$ as the center and the length $M_{i} N_{i}$ as the radius is the maximum search range of the SE updating unit. By adjusting the angle $\alpha$ and the radius length, a new point $M_{i}^{\prime}$ can be generated. If the range of $\alpha$ is $[0,2 \pi]$ and the length of the radius is $\left[0, M_{i} N_{i}\right]$, the maximum search range can be reached. Comparing Fig. 2.2(a) and Fig. 2.2(b), we can observe that the search range of the SE is larger than that of the hypercube search. Additionally, Figs. 2.2(c) and (d) depict instances of updating units in three-dimensional space. The search style of the SE in a high-dimensional space can be expressed as Eqs. (2.3) - (2.5):

$$
\begin{equation*}
S S_{3}\left(M_{i, d}, N_{i, d}\right)=\operatorname{ScaleFun}_{i, d}() \cdot \|\left(M_{i, *}-N_{i, *} \|_{2} \cdot \prod_{k=d}^{D-1} \sin \left(\theta_{d}\right), d=1\right. \tag{2.3}
\end{equation*}
$$

$$
\begin{gather*}
S S_{3}\left(M_{i, d}, N_{i, d}\right)=\text { ScaleFun }_{i, d}() \cdot \|\left(M_{i, *}-N_{i, *} \|_{2} \cdot \cos \left(\theta_{d-1}\right) \cdot \prod_{k=d}^{D-1} \sin \left(\theta_{d}\right), 1<d \leq D-1\right.  \tag{2.4}\\
\quad S_{3}\left(M_{i, d}, N_{i, d}\right)=\operatorname{ScaleFun}_{i, d}() \cdot \|\left(M_{i, *}-N_{i, d *} \|_{2} \cdot \cos \left(\theta_{d-1}\right), d=D\right. \tag{2.5}
\end{gather*}
$$

where the Euclidean normal form $\|\left(M_{i, *}-N_{i, *} \|_{2}\right.$ represents the distance between the vectors $M_{i, *}$ and $N_{i, *}$. Using a scale function ScaleFun $_{i, d}$, the actual search radius is adjusted. $\theta_{d}(d=1,2, \ldots, D-2)$ is a random number with a uniform distribution within $[0, \pi]$, and $\theta_{d}(d=D-1)$ is a random number with a uniform distribution within $[0,2 \pi]$. According to the search pattern and search style, the SE proposes seven spherical evolution operators; we adopted the most promising one [19], as expressed by Eq. (2.6):

$$
\begin{equation*}
x_{i, d}^{n e w}=x_{r 1, d}+S S\left(x_{r 2, d}, x_{r 3, d}\right) \tag{2.6}
\end{equation*}
$$

Here, $x_{r 1, d}, x_{r 2, d}$, and $x_{r 3, d}$ represent three random individuals, and $i$ and $d$ represent the index of the individual and the dimension, respectively. The process of the SE updating the population is represented by Algorithm 1.

```
Algorithm 1: Spherical evolution
    Function SE():
        for \(i=1\) : popsize do
            Randomly pick an individual \(x_{r 1}\) as the parent
            Randomly select two individuals \(x_{r 2}\) and \(x_{r 3}\) to participate in the updating
            unit \(S S\)
            \(x_{i}^{\text {new }}=x_{r 1}+S S\left(x_{r 2}, x_{r 3}\right)\)
```


### 2.3 Adaptive chaotic spherical evolution algorithm

### 2.3.1 CLS in CSE

The CSE is a combination of SE and chaotic local search to expect a higher global convergence speed as well as a higher possibility of jumping out of the local optimum. In this CLS, the standard random number generator is replaced by chaotic sequences. The chaotic values are derived from $J$ chaotic sequences to adjust the search radius. This CLS is executed on the best individual in each iteration of the SE. The manner in which it works can be expressed by Eq. (2.7):

$$
\begin{align*}
x_{g^{\prime}}^{j}(k)=x_{g}(k)+v^{j}(k) \cdot\left(x_{r 1}(k)-x_{r 2}(k)\right), j & =1,2,3, \ldots, J  \tag{2.7}\\
k & =1,2,3, \ldots, \text { MaxIter }
\end{align*}
$$

where $x_{g}(k)$ represents the global best individual in the $k$ th generation, and $x_{r 1}(k)$ and $x_{r 2}(k)$ are two random individuals in this generation. $v^{j}(k)$ is the random number generated by the $j$ th chaotic map, and its value is between 0 and 1. $x_{g^{\prime}}^{j}(k)$ represents the individual searched by the CLS.

Roulette wheel selection method is used here, and the ratio of the roulette area is determined by the intensity of success caused by each chaotic map. The roulette wheel is a mechanism that selects based on probability; having a larger area on the roulette wheel gives a greater chance of being selected. Different from previous usage of CLS, we innovatively propose a new variable, namely success intensity, to control the utilization of chaotic maps. The success intensity expresses the positive change that a certain chaotic map brings to the development of the algorithm. When a particular chaotic map causes greater improvements to an algorithm than others, we believe that it should be accorded a higher probability of being selected in the next iteration. Considering that different chaotic maps may have varying effects at various stages of algorithm convergence, we set a length $L$ for historical information. This means that only the recent $L$ th generation historical information will have an impact on the new generation. The probability of a chaotic map
being selected in the roulette, $P_{k, j}$, can be expressed as Eqs. (2.8)-(2.10):

$$
\begin{gather*}
P_{k, j}=\frac{p_{k, j}}{\sum_{j=1}^{J} p_{k, j}} \\
p_{k, j}=\frac{\omega_{k, j}}{\sum_{j=1}^{J} \omega_{k, j}}+\frac{1}{J}  \tag{2.8}\\
\omega_{k, j}=\left\{\begin{array}{cc}
\sum_{n=1}^{k} \Delta_{n, j} & k \leq L \\
\sum_{n=k-L}^{k} \Delta_{n, j} & k>L
\end{array}\right.  \tag{2.9}\\
\Delta_{n, j}=f\left(x_{g}(k)\right)-f\left(x_{g^{\prime}}^{j}(k)\right) \tag{2.10}
\end{gather*}
$$

where $x_{g}(k)$ denotes the current optimal solution, $x_{g^{\prime}}^{j}(k)$ represents the temporary solution generated by CLS, and $f$ is the fitness function. It is notable that Eqs. (2.8)-(2.10) are executed only when $f\left(x_{g^{\prime}}^{j}(k)\right)<f\left(x_{g}(k)\right)$. The $\Delta_{n, j}$ represents the success intensity of each successful local search of the $j$ th chaotic map, $n$ represents the number of successes, and $\omega_{k, j}$ represents the sum of the intensities of its success in the $L$ th generation. In $p_{k, j}, \frac{1}{J}$ is introduced to avoid the situation in which certain chaotic sequences are not selected and the probability is zero. $P_{k, j}$ is the actual probability of each chaotic map being selected in the actual roulette. A pseudocode of CLS used in CSE is given in Algorithm 2 for a clearer understanding.

To represent the operation of CLS in the CSE more intuitively, Fig. 2.3 depicts an illustrative process of its implementation. In summary, the intensity of success produced by each chaotic map in the $L$ generation determines its probability of being selected in a roulette. The actually chosen chaotic map $j$ will act on the difference between two random individuals $x_{r 1}$ and $x_{r 2}$. The current best individual generates a temporary individual based on this mechanism. This whole process is the CLS of the CSE. Furthermore, Fig. 2.4
presents the flowchart of the CSE.

```
Algorithm 2: Chaotic local search
    Function CLS \((l, L, j)\) :
        Select two individuals, \(x_{r 1}\) and \(x_{r 2}\), at random.
        Pick the currently best individual \(x_{g}\)
        Select the value \(v\) from the \(j\) th chaotic sequence
        \(x_{g}^{\prime} \leftarrow x_{g}+v \cdot\left(x_{r 1}-x_{r 2}\right)\)
        if \(x_{g}^{\prime}<x_{g}\) then
            \(x_{g} \leftarrow x_{g}^{\prime} ;\)
            \(l \leftarrow l+1\)
        Update \(\omega\)
        Calculate \(p\) according to Eq. (2.9)
        Calculate \(P\) according to Eq. (2.8)
        Set roulette according to \(P\)
        Use roulette to determine the chaotic map \(j\)
```


### 2.3.2 Description of chaotic maps and sequences

The chaotic sequence used to adjust the parameters is generated by the chaotic maps. Table 2.1 lists the formulas and parameter descriptions of the $J(J=12)$ chaotic maps used in this experiment, where $z_{k}$ represents the $k$ th chaotic number and $z_{0}$ represents the initial one. It should be noted that the range of random values generated by the iterative chaotic map with infinite collapses (ICMIC) is $(-1,0) \cup(0,1)$. When the value is negative, we consider the absolute value.

The histogram presented in Fig. 2.5 -a diagram for observation- records the distribution of the values generated by the 12 chaotic maps. Its horizontal axis represents the interval in which the value is located, and its vertical axis represents the number of values in the interval. It can be observed that the distributions under different chaotic maps are different. For example, compared to other maps, the circle map has a higher probability of producing values within $[0.4,0.6]$. The range of the sinusoidal map is distinctive in that it can only take values within $(0.48,0.92)$. The other chaotic maps have a range of values within $(0,1)$, which leads the sinusoidal map to provide a different search range in the CLS. Since all chaotic maps have a probability of being selected, this allows the diversity of the


Figure 2.3: Illustrative process of the implementation of CLS.


Figure 2.4: Flowchart of CSE.



Figure 2.5: Histogram distribution graph of 12 chaotic maps with $10^{5}$ iterations.

CLS to be increased without increasing the complexity of the algorithm.

### 2.3.3 A selection mechanism to increase the impact of CLS

In the population updating mechanism of the SE, each individual is likely to be involved in generating offspring with equal probability. In the SE population updating mechanism, each individual may participate in updating and producing offspring. We expect that individuals with CLS have a higher chance of participation, which reduces the participation of low-quality individuals. Therefore, a declining updating strategy was introduced. In the early stage of algorithm execution, we allow all individuals to produce offspring. With iterations, the worst individual is prohibited from producing offspring, the number of prohibited individuals increases, and the number of allowed individuals decreases gradually from the population size to one. As CLS is always performed on the best individual, the individuals generated by CLS will always have opportunities; such a possibility increases constantly until only the best one is left at the end. Its update mechanism is expressed through Eqs. (2.11) and (2.12):

$$
\begin{gather*}
A_{i, d}^{\text {new }}=B_{C, d}^{\text {old }}+\sum_{k=1}^{n} S S\left(M_{i, d}^{k}, N_{i, d}^{k}\right), i=1,2,3, \ldots \text { popsize },  \tag{2.11}\\
d=1,2,3, \ldots, D \\
C=(1-\text { Iter } / \text { MaxIter }) \cdot \text { popsize } \tag{2.12}
\end{gather*}
$$

where $B_{C, d}^{\text {old }}$ represents the individual selected for the update and $C$ represents the top $C$ individuals. Iter denotes the current number of iterations, and, as it increases, the value of $C$ decreases and the number of alternative individuals decreases.

### 2.3.4 Computational Complexity

To calculate the time complexity, the pseudocode of the entire CSE process is presented in Algorithm 3. Combining Algorithm 1 and Algorithm 2, the time complexity required to gather the key steps of the algorithm is as follows:
(1) The population size is $N$, so the time complexity of initializing the population is $O(N)$.
(2) Each individual needs boundary detection, so it requires $O(N)$ time complexity.
(3) The time complexity of individual evaluation in each iteration is $O(N)$.
(4) The complexity of selecting chaotic sequences is related to the number of chaotic sequences, which is $O(J)$.
(5) The local search is performed only once per iteration so its time complexity is $O(1)$.
(6) The time complexity of SE to generate new individuals is $O(N)$.

If the algorithm performs $K$ iterations in total, its time complexity is shown as follows

$$
\begin{align*}
& O(N)+K[O(N)+O(N)+O(J)+O(1)+O(N)] \\
& =O(N)+3 K \cdot O(N)+K \cdot O(J)+K \cdot O(1)  \tag{2.13}\\
& =(3 K+1) \cdot O(N)+K \cdot O(J)+K \cdot O(1)
\end{align*}
$$

In this paper, $J$ is a constant and is smaller than the population size $N$. Therefore, the total time complexity of the CSE is $O(N)$, which is the same as that of SE.

### 2.4 Experimental Results and Analysis

Herein, the CSE is compared with several other algorithms that are divided into two types. As the proposed CSE is improved based on the SE, the first type of algorithm is the SE alone. If CSE is better than SE, the improvement can be proven effective. Moreover, we expect the improved algorithm to be significantly competitive. Therefore, the second

```
Algorithm 3: CSE
    Function CSE ():
        Population initialization
        Randomly select the \(j-t h\) map from \(L\) chaotic maps
        Set historical information length \(L\)
        \(l \leftarrow 0\)
        for \(N F E s=1: F E S\) do
            Population evaluation
            Perform CLS
            Perform \(S E\)
```

type of algorithm used for comparison is the mainstream algorithm with a strong ability to search. Additionally, the CSE contains a preset parameter $L$. Its value affects the performance of the algorithm. Therefore, we added certain experiments to find a suitable value for $L$ before the other experiments.

### 2.4.1 Description of the test set

To express the searching capability of each algorithm, the benchmark function set CEC2017 [54] and the real-world optimization problem set CEC2011 [55] are used.

The CEC2017 contains 29 test functions. F1-F2 are unimodal functions, F3-F9 are simple multimodal functions, F10-F19 are hybrid functions, and F20-F29 are composition functions. The CEC2011 contains 13 real-world optimization problems, such as parameter estimation for frequency-modulated sound waves, Lennard Jones potential problems, and bifunctional catalyst blend control problems. Among these, the 11th one contains 10 subproblems. Therefore, we consider CEC2011 as a set of 22 problems. Thus, the 10 subproblems of the 11th problem are relabeled as F11-F20, and the 12th and 13th problems are relabeled as F21 and F22.

### 2.4.2 Experiment setup

In the experiment, we set the same number of evaluations as the termination condition to ensure the fairness of the experiment. The number of evaluations is equal to $D * 10^{4}$,
where $D$ is the dimension of the benchmark function. As suggested in [19], the SE can achieve ideal results when there are 20 individuals; therefore, we set the population size to 20 for both the SE and CSE. Other algorithms set the population size to 100 according to the original paper. In addition, in CEC2017, we conducted experiments on 30 and 50 dimensions respectively. In CEC2011, the dimensions of different problems are different, and we use the preset dimension of each question. Finally, all experiments were performed using MATLAB on a PC with a $3.00 \mathrm{GHz} \operatorname{Intel}(\mathrm{R}) \operatorname{Core}(\mathrm{TM})$ i7-9700 CPU and 8 GB of RAM. To achieve accurate results, all experiments were run independently 30 times.

### 2.4.3 Discussion of the parameter $L$

The parameter $L$ determines the impact of historical information on the algorithm. Considering that the algorithm may need the guidance of different chaotic maps in different convergence stages, the historical information $L$ must have timeliness. When the value of $L$ is too large, the selection will be affected by the early information, leading to inaccurate judgment of the current state. On the contrary, Too little use of information can lead to loss of reference information. Under the same termination conditions, the difference in population size makes the number of iterations different. We believe that setting $L$ as a parameter linked to the number of iterations can improve the correlation with historical information. In the comparison experiment, we set the value of $L$ to MaxIter/100, MaxIter/300, MaxIter/500, MaxIter/800, and MaxIter/1000, where MaxIter denotes the maximum number of iterations.

In the comparison experiment, we used the CEC2017 test set on 30 dimensions and computed the average of the final results of 30 experiments. We used the Friedman test [56] to rank the five groups of experimental results. The Friedman test, a non-parametric statistical test, is suitable for use with data that have no significant difference in distribution. It can calculate the individual ranking of these data with respect to each question (there are 29 instances in all) and calculate a comprehensive ranking. The smaller the ranking value, the better. As can be seen from Table 2.2, when $L=\operatorname{MaxIter} / 300$, the ranking value is the smallest. Therefore, in subsequent experiments, the value of $L$ was set to MaxIter/300.

Table 2.2: Friedman test for parameter $L$.

| $L$ | Friedman Rank | Final Rank |
| :---: | :--- | :--- |
| MaxIter/100 | 3.2759 | 4 |
| MaxIter/300 | 2.3448 | 1 |
| MaxIter/500 | 3 | 2 |
| MaxIter/800 | 3.069 | 3 |
| MaxIter/1000 | 3.3103 | 5 |

### 2.4.4 Discussion on single chaotic map and multiple chaotic maps

Some other issues worth discussing are whether chaos plays a role in local search and whether the selection strategy of multi-chaotic maps is better than the single chaotic map local search. Therefore a set of comparison experiments based on the CEC2017 test set are implemented. In the experiments, the CSE algorithm with multiple chaotic maps proposed in this paper is labeled as CSE_M, the 12 CSEs using different single chaotic map are labeled as CSE_1 to CSE_12, respectively, and the one not using chaotic map is labeled as NoChaos. NoChaos can be expressed as Eq. (2.14). Table 2.3 gives the Friedman test results of the experiment. It can be seen that NoChaos has the largest ranking value, which means that the chaos strategy in local search does make the algorithm improved. And CSE_M achieves the smallest ranking value, which shows that the multi-chaotic maps strategy is more competitive than the single chaotic map.

$$
\begin{align*}
x_{g^{\prime}}^{j}(k)=x_{g}(k)+\left(x_{r 1}(k)-x_{r 2}(k)\right), j & =1,2,3, \ldots, J  \tag{2.14}\\
k & =1,2,3, \ldots, \text { MaxIter }
\end{align*}
$$

### 2.4.5 Comparison experiments with SE

This part of the comparative experiment content includes the experimental data table, part of the convergence curve, and a box-and-whisker diagram. Additionally, we have presented several convergence trajectories for CSE to describe its ability to jump out of the local optimum.

Table 2.3: Friedman test for multi-chaotic maps discussion.

| Algorithm | Friedman Rank | Final Rank |
| :--- | :--- | :--- |
| CSE_M | 5.5517 | 1 |
| CSE_1 | 7.069 | 6 |
| CSE_2 | 6.5862 | 3 |
| CSE_3 | 7.8621 | 12 |
| CSE_4 | 6.6897 | 4 |
| CSE_5 | 6.6897 | 4 |
| CSE_6 | 7.3793 | 11 |
| CSE_7 | 7.3103 | 10 |
| CSE_8 | 6.1379 | 2 |
| CSE_9 | 7.2069 | 8 |
| CSE_10 | 7.2414 | 9 |
| CSE_11 | 10.5172 | 13 |
| CSE_12 | 7.1724 | 7 |
| NoChaos | 11.5862 | 14 |

Table 2.4: Experiment data of CSE versus SE on CEC2017 30 dimensions.

| Algorithm | CEC2017 F1 | CEC2017 F2 | CEC2017 F3 | CEC2017 F4 | CEC2017 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | 3.55E-05 $\pm 7.96 \mathrm{E}-05$ | $3.36 \mathrm{E}+01 \pm 3.27 \mathrm{E}+01$ | $5.37 \mathrm{E}+01 \pm 3.81 \mathrm{E}+01$ | $3.60 \mathrm{E}+01 \pm 7.43 \mathrm{E}+00$ | $6.29 \mathrm{E}-02 \pm 9.01 \mathrm{E}-02$ |
| SE | $2.75 \mathrm{E}+03 \pm 4.41 \mathrm{E}+03+$ | $6.54 \mathrm{E}+03 \pm 2.13 \mathrm{E}+03+$ | $8.54 \mathrm{E}+01 \pm 1.79 \mathrm{E}+01+$ | $4.40 \mathrm{E}+01 \pm 5.80 \mathrm{E}+00+$ | $1.65 \mathrm{E}-04 \pm 5.47 \mathrm{E}-04-$ |
|  | CEC2017 F6 | CEC2017 F7 | CEC2017 F8 | CEC2017 F9 | CEC2017 F10 |
| CSE | $6.67 \mathrm{E}+01 \pm 6.98 \mathrm{E}+00$ | $3.68 \mathrm{E}+01 \pm 7.97 \mathrm{E}+00$ | $3.54 \mathrm{E}-01 \pm 4.12 \mathrm{E}-01$ | $1.87 \mathrm{E}+03 \pm 2.74 \mathrm{E}+02$ | $3.00 \mathrm{E}+01 \pm 2.53 \mathrm{E}+01$ |
| SE | $7.83 \mathrm{E}+01 \pm 8.10 \mathrm{E}+00+$ | $4.73 \mathrm{E}+01 \pm 9.07 \mathrm{E}+00+$ | $6.97 \mathrm{E}-01 \pm 2.07 \mathrm{E}+00 \approx$ | $2.35 \mathrm{E}+03 \pm 3.03 \mathrm{E}+02+$ | $2.42 \mathrm{E}+01 \pm 1.94 \mathrm{E}+01 \approx$ |
|  | CEC2017 F11 | CEC2017 F12 | CEC2017 F13 | CEC2017 F14 | CEC2017 F15 |
| CSE | $4.38 \mathrm{E}+04 \pm 2.69 \mathrm{E}+04$ | $5.93 \mathrm{E}+01 \pm 2.88 \mathrm{E}+01$ | $4.70 \mathrm{E}+01 \pm 2.09 \mathrm{E}+01$ | $2.33 \mathrm{E}+01 \pm 1.57 \mathrm{E}+01$ | $4.76 \mathrm{E}+02 \pm 1.21 \mathrm{E}+02$ |
| SE | $9.29 \mathrm{E}+05 \pm 8.73 \mathrm{E}+05+$ | $5.89 \mathrm{E}+03 \pm 7.32 \mathrm{E}+03+$ | $7.78 \mathrm{E}+04 \pm 8.06 \mathrm{E}+04+$ | $1.90 \mathrm{E}+03 \pm 1.46 \mathrm{E}+03+$ | $5.75 \mathrm{E}+02 \pm 1.15 \mathrm{E}+02+$ |
|  | CEC2017 F16 | CEC2017 F17 | CEC2017 F18 | CEC2017 F19 | CEC2017 F20 |
| CSE | $9.04 \mathrm{E}+01 \pm 6.29 \mathrm{E}+01$ | $3.14 \mathrm{E}+03 \pm 2.17 \mathrm{E}+03$ | $\mathbf{1 . 1 6 E}+01 \pm 2.90 \mathrm{E}+00$ | $1.27 \mathrm{E}+02 \pm 8.76 \mathrm{E}+01$ | $2.41 \mathrm{E}+02 \pm 6.75 \mathrm{E}+00$ |
| SE | $8.45 \mathrm{E}+01 \pm 6.49 \mathrm{E}+01 \approx$ | $1.87 \mathrm{E}+05 \pm 1.19 \mathrm{E}+05+$ | $1.97 \mathrm{E}+03 \pm 1.63 \mathrm{E}+03+$ | $1.59 \mathrm{E}+02 \pm 8.24 \mathrm{E}+01+$ | $2.44 \mathrm{E}+02 \pm 1.10 \mathrm{E}+01 \approx$ |
|  | CEC2017 F21 | CEC2017 F22 | CEC2017 F23 | CEC2017 F24 | CEC2017 F25 |
| CSE | $3.29 \mathrm{E}+02 \pm 7.03 \mathrm{E}+02$ | $3.89 \mathrm{E}+02 \pm 8.95 \mathrm{E}+00$ | $4.80 \mathrm{E}+02 \pm 1.27 \mathrm{E}+01$ | $3.88 \mathrm{E}+02 \pm 1.40 \mathrm{E}+00$ | $1.27 \mathrm{E}+03 \pm 4.59 \mathrm{E}+02$ |
| SE | $5.80 \mathrm{E}+02 \pm 1.05 \mathrm{E}+03+$ | $3.95 \mathrm{E}+02 \pm 8.32 \mathrm{E}+00+$ | $4.79 \mathrm{E}+02 \pm 4.80 \mathrm{E}+01+$ | $3.87 \mathrm{E}+02 \pm 9.42 \mathrm{E}-01-$ | $1.04 \mathrm{E}+03 \pm 5.23 \mathrm{E}+02 \approx$ |
|  | CEC2017 F26 | CEC2017 F27 | CEC2017 F28 | CEC2017 F29 | w/t/l |
| CSE | $5.08 \mathrm{E}+02 \pm 5.89 \mathrm{E}+00$ | $3.84 \mathrm{E}+02 \pm 6.57 \mathrm{E}+01$ | $5.14 \mathrm{E}+02 \pm 6.44 \mathrm{E}+01$ | $2.97 \mathrm{E}+03 \pm 4.93 \mathrm{E}+02$ |  |
| SE | $5.11 \mathrm{E}+02 \pm 4.66 \mathrm{E}+00 \approx$ | $4.06 \mathrm{E}+02 \pm 4.39 \mathrm{E}+00 \approx$ | $5.37 \mathrm{E}+02 \pm 7.88 \mathrm{E}+01 \approx$ | $6.04 \mathrm{E}+03 \pm 1.97 \mathrm{E}+03+$ | 19/8/2 |

Table 2.5: Experiment data of CSE versus SE on CEC2017 50 dimensions.

| Algorithm | CEC2017 D50 F1 | CEC2017 D50 F2 | CEC2017 D50 F3 | CEC2017 D50 F4 | CEC2017 D50 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | $2.07 \mathrm{E}-01 \pm \mathbf{3 . 6 0 E - 0 1}$ | $\mathbf{3 . 5 9 E}+03 \pm 1.48 \mathrm{E}+03$ | $\mathbf{9 . 3 6 E}+01 \pm 4.73 \mathrm{E}+01$ | $8.99 \mathrm{E}+01 \pm 1.17 \mathrm{E}+01$ | $4.14 \mathrm{E}-02 \pm 7.57 \mathrm{E}-02$ |
| SE | $2.45 \mathrm{E}+03 \pm 3.54 \mathrm{E}+03+$ | $4.43 \mathrm{E}+04 \pm 8.07 \mathrm{E}+03+$ | $1.04 \mathrm{E}+02 \pm 3.41 \mathrm{E}+01 \approx$ | $1.04 \mathrm{E}+02 \pm 1.68 \mathrm{E}+01+$ | $1.43 \mathrm{E}-03 \pm 7.62 \mathrm{E}-03-$ |
|  | CEC2017 D50 F6 | CEC2017 D50 F7 | CEC2017 D50 F8 | CEC2017 D50 F9 | CEC2017 D50 F10 |
| CSE | $1.45 \mathrm{E}+02 \pm 1.33 \mathrm{E}+01$ | $9.04 \mathrm{E}+01 \pm 1.27 \mathrm{E}+01$ | $\mathbf{1 . 1 7 E}+01 \pm 2.39 \mathrm{E}+01$ | $3.80 \mathrm{E}+03 \pm 5.12 \mathrm{E}+02$ | $5.45 \mathrm{E}+01 \pm 8.95 \mathrm{E}+00$ |
| SE | $1.61 \mathrm{E}+02 \pm 1.58 \mathrm{E}+01+$ | $1.06 \mathrm{E}+02 \pm 8.63 \mathrm{E}+00+$ | $3.57 \mathrm{E}+01 \pm 3.56 \mathrm{E}+01+$ | $4.35 \mathrm{E}+03 \pm 5.24 \mathrm{E}+02+$ | $6.11 \mathrm{E}+01 \pm 1.20 \mathrm{E}+01+$ |
|  | CEC2017 D50 F11 | CEC2017 D50 F12 | CEC2017 D50 F13 | CEC2017 D50 F14 | CEC2017 D50 F15 |
| CSE | $2.82 \mathrm{E}+05 \pm 2.47 \mathrm{E}+05$ | $3.85 \mathrm{E}+02 \pm 4.19 \mathrm{E}+02$ | $1.29 \mathrm{E}+03 \pm 1.51 \mathrm{E}+03$ | $6.53 \mathrm{E}+01 \pm 2.74 \mathrm{E}+01$ | $1.14 \mathrm{E}+03 \pm 2.47 \mathrm{E}+02$ |
| SE | $5.87 \mathrm{E}+06 \pm 2.08 \mathrm{E}+06+$ | $3.89 \mathrm{E}+03 \pm 3.49 \mathrm{E}+03+$ | $6.67 \mathrm{E}+05 \pm 4.17 \mathrm{E}+05+$ | $2.78 \mathrm{E}+03 \pm 2.62 \mathrm{E}+03+$ | $1.21 \mathrm{E}+03 \pm 1.94 \mathrm{E}+02 \approx$ |
|  | CEC2017 D50 F16 | CEC2017 D50 F17 | CEC2017 D50 F18 | CEC2017 D50 F19 | CEC2017 D50 F20 |
| CSE | $6.90 \mathrm{E}+02 \pm 2.03 \mathrm{E}+02$ | $2.98 \mathrm{E}+04 \pm 1.96 \mathrm{E}+04$ | $2.53 \mathrm{E}+01 \pm 6.95 \mathrm{E}+00$ | $5.44 \mathrm{E}+02 \pm 1.54 \mathrm{E}+02$ | $2.97 \mathrm{E}+02 \pm 1.34 \mathrm{E}+01$ |
| SE | $7.41 \mathrm{E}+02 \pm 1.71 \mathrm{E}+02 \approx$ | $1.81 \mathrm{E}+06 \pm 8.37 \mathrm{E}+05+$ | $4.47 \mathrm{E}+03 \pm 3.58 \mathrm{E}+03+$ | $6.01 \mathrm{E}+02 \pm 1.56 \mathrm{E}+02 \approx$ | $3.11 \mathrm{E}+02 \pm 1.46 \mathrm{E}+01+$ |
|  | CEC2017 D50 F21 | CEC2017 D50 F22 | CEC2017 D50 F23 | CEC2017 D50 F24 | CEC2017 D50 F25 |
| CSE | $4.04 \mathrm{E}+03 \pm 1.38 \mathrm{E}+03$ | $5.36 \mathrm{E}+02 \pm 2.10 \mathrm{E}+01$ | $\mathbf{6 . 6 8 E}+02 \pm 2.77 \mathrm{E}+01$ | $5.24 \mathrm{E}+02 \pm 3.65 \mathrm{E}+01$ | $2.20 \mathrm{E}+03 \pm 4.08 \mathrm{E}+02$ |
| SE | $4.88 \mathrm{E}+03 \pm 1.33 \mathrm{E}+03+$ | $5.44 \mathrm{E}+02 \pm 1.62 \mathrm{E}+01 \approx$ | $6.83 \mathrm{E}+02 \pm 2.47 \mathrm{E}+01+$ | $5.25 \mathrm{E}+02 \pm 1.96 \mathrm{E}+01 \approx$ | $2.18 \mathrm{E}+03 \pm 3.63 \mathrm{E}+02 \approx$ |
|  | CEC2017 D50 F26 | CEC2017 D50 F27 | CEC2017 D50 F28 | CEC2017 D50 F29 | w/t/l |
| CSE | $5.69 \mathrm{E}+02 \pm 2.86 \mathrm{E}+01$ | $5.07 \mathrm{E}+02 \pm 4.56 \mathrm{E}+00$ | $6.89 \mathrm{E}+02 \pm 1.10 \mathrm{E}+02$ | $6.04 \mathrm{E}+05 \pm 2.32 \mathrm{E}+04$ |  |
| SE | $6.00 \mathrm{E}+02 \pm 2.17 \mathrm{E}+01+$ | $5.03 \mathrm{E}+02 \pm 1.38 \mathrm{E}+01 \approx$ | $6.38 \mathrm{E}+02 \pm 1.14 \mathrm{E}+02-$ | $7.77 \mathrm{E}+05 \pm 6.83 \mathrm{E}+04+$ | 19/8/2 |

Table 2.6: Experiment data of CSE versus SE on CEC2011.

| Algorithm | CEC2011 F1 | CEC2011 F2 | CEC2011 F3 | CEC2011 F4 | CEC2011 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | $1.89 \mathrm{E}+00 \pm 4.16 \mathrm{E}+00$ | -2.58E+01 $\pm 9.41 \mathrm{E}-01$ | $1.15 \mathrm{E}-05 \pm 2.13 \mathrm{E}-19$ | $2.14 \mathrm{E}+01 \pm 3.87 \mathrm{E}-01$ | $-3.58 \mathrm{E}+01 \pm 1.03 \mathrm{E}+00$ |
| SE | $4.49 \mathrm{E}+00 \pm 4.36 \mathrm{E}+00+$ | $-2.41 \mathrm{E}+01 \pm 1.25 \mathrm{E}+00+$ | $1.15 \mathrm{E}-05 \pm 2.51 \mathrm{E}-19 \approx$ | $1.91 \mathrm{E}+01 \pm 3.12 \mathrm{E}+00-$ | $-3.57 \mathrm{E}+01 \pm 9.45 \mathrm{E}-01 \approx$ |
|  | CEC2011 F6 | CEC2011 F7 | CEC2011 F8 | CEC2011 F9 | CEC2011 F10 |
| CSE | -2.92E+01 $\pm 4.20 \mathrm{E}-03$ | $1.12 \mathrm{E}+00 \pm 1.26 \mathrm{E}-01$ | $2.20 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ | $7.44 \mathrm{E}+02 \pm 2.80 \mathrm{E}+02$ | -2.13E+01 $\pm 2.47 \mathrm{E}-01$ |
| SE | $-2.91 \mathrm{E}+01 \pm 8.66 \mathrm{E}-02+$ | $1.25 \mathrm{E}+00 \pm 9.36 \mathrm{E}-02+$ | $2.20 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00 \approx$ | $8.40 \mathrm{E}+02 \pm 1.52 \mathrm{E}+02+$ | $-2.01 \mathrm{E}+01 \pm 1.19 \mathrm{E}+00+$ |
|  | CEC2011 F11 | CEC2011 F12 | CEC2011 F13 | CEC2011 F14 | CEC2011 F15 |
| CSE | $5.15 \mathrm{E}+04 \pm 5.34 \mathrm{E}+02$ | $1.73 \mathrm{E}+07 \pm 1.06 \mathrm{E}+04$ | $1.55 \mathrm{E}+04 \pm 1.29 \mathrm{E}+01$ | $1.92 \mathrm{E}+04 \pm 1.58 \mathrm{E}+02$ | $3.30 \mathrm{E}+04 \pm 6.24 \mathrm{E}+01$ |
| SE | $5.25 \mathrm{E}+04 \pm 3.39 \mathrm{E}+02+$ | $1.73 \mathrm{E}+07 \pm 1.14 \mathrm{E}+04+$ | $1.55 \mathrm{E}+04 \pm 9.75 \mathrm{E}+00 \sim$ | $1.93 \mathrm{E}+04 \pm 1.42 \mathrm{E}+02+$ | $3.30 \mathrm{E}+04 \pm 5.50 \mathrm{E}+01-$ |
|  | CEC2011 F16 | CEC2011 F17 | CEC2011 F18 | CEC2011 F19 | CEC2011 F20 |
| CSE | $1.34 \mathrm{E}+05 \pm 1.87 \mathrm{E}+03$ | $1.93 \mathrm{E}+06 \pm 1.20 \mathrm{E}+04$ | $9.40 \mathrm{E}+05 \pm 1.52 \mathrm{E}+03$ | $1.03 \mathrm{E}+06 \pm 4.23 \mathrm{E}+04$ | $9.40 \mathrm{E}+05 \pm 1.86 \mathrm{E}+03$ |
| SE | $1.35 \mathrm{E}+05 \pm 2.17 \mathrm{E}+03 \approx$ | $1.93 \mathrm{E}+06 \pm 1.22 \mathrm{E}+04+$ | $9.43 \mathrm{E}+05 \pm 3.13 \mathrm{E}+03+$ | $1.16 \mathrm{E}+06 \pm 9.27 \mathrm{E}+04+$ | $9.43 \mathrm{E}+05 \pm 2.17 \mathrm{E}+03+$ |
|  | CEC2011 F21 | CEC2011 F22 | w/t/l |  |  |
| CSE | $1.52 \mathrm{E}+01 \pm 2.27 \mathrm{E}+00$ | $1.78 \mathrm{E}+01 \pm 2.73 \mathrm{E}+00$ |  |  |  |
| SE | $1.64 \mathrm{E}+01 \pm 2.15 \mathrm{E}+00+$ | $1.83 \mathrm{E}+01 \pm 2.79 \mathrm{E}+00 \approx$ | 14/6/2 |  |  |

It should be stated in advance that the optimum value of each problem of CEC2017 is known, and the aim of the experiment is to determine errors with known optimum values. The smaller the error, the better the performance of the algorithm. The CEC2011 problems are real-world optimization problems, and the optimum values are unknown. The purpose of this experiment is to find the minimum value. In the experiment, the result of CEC2011 is the real value evaluated, and the smaller the value, the better the performance of the algorithm. The data presented in Tables 2.4 and 2.5 are the mean $\pm$ standard deviation of the final results of 30 experiments for CEC2017 on 30 and 50 dimensions, respectively. And Table 2.6 show the same thing for CEC2011. Among them, the better solution for each problem is set in bold font. The content " $w / t / l$ " in the last part of the table denotes the result of the Wilcoxon signed rank test [56]. This is a nonparametric statistical test, where it is used to determine whether there is a significant advantage between the two. The significance level was set to 0.05 , and if the statistic was less than 0.05 then one side was significantly better than the other. When the CSE is significantly superior to the SE , it is marked as " + ", otherwise it is marked as " - ". When the two algorithms are tied, it is recorded as " $\approx$ ". That is, for the 29 problems in CEC2017, the CSE won 19 times, failed 2 times, and tied 8 times both on 30 and 50 dimensions. For the 22 questions in CEC2011, the CSE won 14 times, failed 2 times, and tied 6 times.

To visually represent the performance of the algorithms, the convergence graphs of the CSE and SE are illustrated for some typical problems. Fig. 2.6 depicts the change process of the optimum solution obtained by the algorithm as the iterations increase for some problems of CEC2017 on 30 dimensions. The $x$-axis indicates the number of function eval-
uations and the $y$-axis indicates the average error value. It can be seen that in the unimodal function F2, the convergence curve for the SE is relatively flat, whereas the CSE still maintains a high convergence speed even in the final stage. For the simple multimodal function F9, the CSE also achieved better results earlier. For the hybrid function and composition functions F13, F14, F18, and F29, the convergence curve of the CSE is lower than that of the SE, which indicates better convergence ability. Fig. 2.7 describes the convergence on 50 dimensions, and some conclusions similar to the above can be drawn.

(c) CEC2017 D=30 F13

(e) CEC2017 D=30 F18

(b) CEC2017 D=30 F9

(d) CEC2017 D=30 F14



Figure 2.6: Convergence graphs of CSE versus SE on CEC2017 30 dimensions.

The box-and-whisker diagrams presented in Fig. 2.8 and Fig. 2.9 depict the distribu-


Figure 2.7: Convergence graphs of CSE versus SE on CEC2017 50 dimensions.
tion of the results of the 30 experiments, thus expressing the quality of the solution obtained using the algorithm. The top of the blue box indicates the first quartile and the bottom indicates the third quartile. The red line within the box represents the median. The black line above the blue box indicates the maximum value, and which below the blue box indicates the minimum value. The red " + " represents extreme values. The long distance between the maximum and minimum implies that the solution fluctuates significantly and the performance of the algorithm is unstable. On the contrary, it means that the algorithm has the ability to search out the solution within a certain area stably. In addition, the lower the position of the box the higher the overall quality of the solutions. It can be seen in Fig. 2.8 that with respect to the benchmark function set CEC2017 on 30 dimensions, when compared with the SE, the CSE has excellent stability with respect to the unimodal function F1; hybrid functions F13, F14, and F18; and composition function F29 and can find better solutions. However, although the stability is not evident for the simple multimodal function F9, the overall quality of the solution is significantly better than that obtained using the SE. A similar situation is also reflected in F6 and F20 on 50 dimensions, which is shown in Fig. 2.9. In most cases, the advantages of CSE are more obvious.

Regarding CEC2011, Fig. 2.10 indicates the similar performances of both algorithms; the difference is that the $y$-axis represents the true value of the evaluation result after being logged. It is evident that the CSE can achieve better results than the SE in most cases. Although the gap between the two is not apparent from Fig. 2.10(d), it is observed that the CSE curve has achieved a lower value.

Fig. 2.11 presents a comparison of the quality of solutions obtained using the CSE and the SE on CEC2011. With respect to function F1, the solution obtained using the CSE is generally better when compared with the SE. Although there are several extreme values, these extreme solutions are better than the maximum value obtained using the SE. For the functions F7 and F11, the fluctuation in the CSE solution is relatively large, but the quality of the solution still exceeds that of the SE solution. For the function F19, the stability of the CSE is evident.

For the CSE, we performed a supplementary experiment to observe its ability to jump out of the local optimum. The CEC2017 is used as the test function set, and the ability of the


Figure 2.8: Box-and-whisker diagrams of CSE versus SE on CEC2017 30 dimensions.


Figure 2.9: Box-and-whisker diagrams of CSE versus SE on CEC2017 50 dimensions.


Figure 2.10: Convergence graphs of CSE versus SE on CEC2011.

CSE to jump out of the local optimum is demonstrated through the movement trajectories of individuals in the past generations on the function contour map. Since high-dimensional space images cannot be displayed, the experiment was carried out in a two-dimensional space and used as a reference. Fig. 2.12 depicts the distribution of the population over several iterations of the functions F4 and F22. The $t$ in the subtitle represents the number of iterations. In the contour map, bright colors represent peaks, dark colors represent valleys, and the darkest color is the optimum value we are looking for. The blue square dots represent individuals, the orange dots represent the best individuals in the current generation, and the yellow triangles represent temporary individuals generated by CLS. For F4 and F22, we can see that the population is scattered at the beginning, and over some iterations, the individuals move closer to a certain local optimum. However, the population does not stagnate; but the algorithm gradually explores other regions and finally finds the global optimum.

Based on these experiments, it can be concluded that whether it is a benchmark function or a real-world optimization problem, the CSE performs better than the SE. This conclusion


Figure 2.11: Box-and-whisker diagrams of CSE versus SE on CEC2011.
(a) CEC2017 F4 t=1

(b) CEC2017 F4 t=16

(c) CEC2017 F4 t=24

(d) CEC2017 F4 t=34

(e) CEC2017 F22 t=1

(f) CEC2017 F22 t=46

(g) CEC2017 F22 t=68

(h) CEC2017 F22 t=90


Figure 2.12: Search trajectories of CSE on CEC2017.

Table 2.7: Parameter setting of the compared algorithms.

| Algorithm | Parameters |
| :--- | :--- |
| HGSA | $G_{0}=100, \mathrm{~L}=20, w_{1}(t)=1-t^{6} / T^{6}, w_{2}(t)=t^{6} / T^{6}$ |
| IGSA | $\alpha_{\text {mean }}(0)=20, \sigma=0.3, \mathrm{p}=0.1, \mathrm{k}=6$ |
| RGBSO | $\mathrm{K}=5, P_{\text {clus } / 1}=0.8, P_{\text {cen } / 1}=0.4, P_{\text {cen } / 2}=0.5$ |
| MDBSO | $\mathrm{K}=5, \mu=0.5$ |
| SCA | $\alpha=2$ |
| DE | $\mathrm{F}=0.5, \mathrm{CR}=0.9$ |

is manifested in two aspects: the improvement of the global convergence speed and the ability to jump out of a local optimum, which is the motivation for including CLS initially. The proposed improvement is definitely effective.

### 2.4.6 Comparison with other algorithms

Algorithms used for comparison include HGSA [57], IGSA [58], RGBSO [59], MDBSO [60], SCA [61], and DE [45]. These algorithms are all competitive with mainstream algorithms. Table 2.7 presents the parameter settings of each algorithm in the experiment.

The experimental results of the 29 problems of CEC2017 are presented in Table 2.8 and Table 2.9. Compared with the other six algorithms, in 29 benchmark function cases, CSE got the first place 12 times on 30 dimensions and 11 times on 50 dimensions. These functions include all the function types of the CEC2017, which indicates that the CSE is competitive with respect to a variety of test functions. From the results presented in the " $w / t / l$ " column, it can be seen that the CSE has also achieved evident advantages in one-to-one competitions.

Furthermore, a comparison with respect to the real-world optimization problem set CEC2011 has also been considered. The results of the comparison are presented in Table 2.10. In the mean and standard deviation statistics, the CSE won first place 15 times out of 22 questions. It is also evident from the results of the Wilcoxon rank-sum test that the performance of the CSE is significantly better when compared with other algorithms for most problems.

Fig. 2.13 shows the convergence status of the algorithms on 30 dimensions of CEC2017. In F4, F9 and F20, CSE converges weaker than IGSA in the early stage, but it still has a

Table 2.8: Experiment data of CSE versus its peers on CEC2017 30 dimensions.

| Algorithm | CEC2017 D30 F1 | CEC2017 D30 F2 | CEC2017 D30 F3 | CEC2017 D30 F4 | CEC2017 D30 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | $3.55 \mathrm{E}-05 \pm 7.96 \mathrm{E}-05$ | $3.36 \mathrm{E}+01 \pm 3.27 \mathrm{E}+01$ | $5.37 \mathrm{E}+01 \pm 3.81 \mathrm{E}+01$ | $3.60 \mathrm{E}+01 \pm 7.43 \mathrm{E}+00$ | $6.29 \mathrm{E}-02 \pm 9.01 \mathrm{E}-02$ |
| HGSA | $2.58 \mathrm{E}+03 \pm 2.50 \mathrm{E}+03+$ | $4.33 \mathrm{E}+04 \pm 5.49 \mathrm{E}+03+$ | $1.19 \mathrm{E}+02 \pm 2.63 \mathrm{E}+00+$ | $1.53 \mathrm{E}+02 \pm 1.28 \mathrm{E}+01+$ | $8.19 \mathrm{E}+00 \pm 4.54 \mathrm{E}+00+$ |
| IGSA | $1.78 \mathrm{E}+03 \pm 1.37 \mathrm{E}+03+$ | $6.01 \mathrm{E}+04 \pm 7.02 \mathrm{E}+03+$ | $1.22 \mathrm{E}+02 \pm 2.10 \mathrm{E}+01+$ | $4.24 \mathrm{E}+01 \pm 8.18 \mathrm{E}+00+$ | $3.83 \mathrm{E}-03 \pm 1.29 \mathrm{E}-02-$ |
| RGBSO | $2.40 \mathrm{E}+03 \pm 2.90 \mathrm{E}+03+$ | $2.36 \mathrm{E}+04 \pm 7.78 \mathrm{E}+03+$ | $7.52 \mathrm{E}+01 \pm 1.10 \mathrm{E}+01+$ | $1.37 \mathrm{E}+02 \pm 2.49 \mathrm{E}+01+$ | $1.25 \mathrm{E}+00 \pm 8.14 \mathrm{E}-01+$ |
| MDBSO | $3.07 \mathrm{E}+03 \pm 4.68 \mathrm{E}+03+$ | $3.13 \mathrm{E}+02 \pm 6.28 \mathrm{E}+02 \approx$ | $6.18 \mathrm{E}+01 \pm 3.28 \mathrm{E}+01 \approx$ | $1.02 \mathrm{E}+02 \pm 3.10 \mathrm{E}+01+$ | $1.31 \mathrm{E}+01 \pm 7.18 \mathrm{E}+00+$ |
| SCA | $1.18 \mathrm{E}+10 \pm 1.77 \mathrm{E}+09+$ | $3.47 \mathrm{E}+04 \pm 6.31 \mathrm{E}+03+$ | $1.00 \mathrm{E}+03 \pm 2.74 \mathrm{E}+02+$ | $2.71 \mathrm{E}+02 \pm 2.17 \mathrm{E}+01+$ | $4.93 \mathrm{E}+01 \pm 5.34 \mathrm{E}+00+$ |
| DE | $6.63 \mathrm{E}-15 \pm 7.21 \mathrm{E}-15-$ | $1.85 \mathrm{E}+01 \pm 9.58 \mathrm{E}+00 \approx$ | $5.93 \mathrm{E}+01 \pm 1.92 \mathrm{E}+00-$ | $1.75 \mathrm{E}+02 \pm 1.25 \mathrm{E}+01+$ | $1.15 \mathrm{E}-08 \pm 2.67 \mathrm{E}-08-$ |
|  | CEC2017 D30 F6 | CEC2017 D30 F7 | CEC2017 D30 F8 | CEC2017 D30 F9 | CEC2017 D30 F10 |
| CSE | $6.67 \mathrm{E}+01 \pm 6.98 \mathrm{E}+00$ | $3.68 \mathrm{E}+01 \pm 7.97 \mathrm{E}+00$ | $3.54 \mathrm{E}-01 \pm 4.12 \mathrm{E}-01$ | $1.87 \mathrm{E}+03 \pm 2.74 \mathrm{E}+02$ | $3.00 \mathrm{E}+01 \pm 2.53 \mathrm{E}+01$ |
| HGSA | $4.08 \mathrm{E}+01 \pm 3.01 \mathrm{E}+00-$ | $9.98 \mathrm{E}+01 \pm 9.03 \mathrm{E}+00+$ | $7.96 \mathrm{E}-14 \pm 5.30 \mathrm{E}-14-$ | $3.21 \mathrm{E}+03 \pm 2.93 \mathrm{E}+02+$ | $9.73 \mathrm{E}+01 \pm 2.98 \mathrm{E}+01+$ |
| IGSA | $4.34 \mathrm{E}+01 \pm 5.60 \mathrm{E}+00-$ | $3.34 \mathrm{E}+01 \pm 7.72 \mathrm{E}+00-$ | $3.79 \mathrm{E}-15 \pm 2.08 \mathrm{E}-14-$ | $2.58 \mathrm{E}+03 \pm 4.60 \mathrm{E}+02+$ | $1.84 \mathrm{E}+02 \pm 7.44 \mathrm{E}+01+$ |
| RGBSO | $2.10 \mathrm{E}+02 \pm 3.11 \mathrm{E}+01+$ | $1.08 \mathrm{E}+02 \pm 1.89 \mathrm{E}+01+$ | $1.45 \mathrm{E}+03 \pm 5.33 \mathrm{E}+02+$ | $3.22 \mathrm{E}+03 \pm 5.39 \mathrm{E}+02+$ | $1.24 \mathrm{E}+02 \pm 4.44 \mathrm{E}+01+$ |
| MDBSO | $1.74 \mathrm{E}+02 \pm 6.95 \mathrm{E}+01+$ | $1.13 \mathrm{E}+02 \pm 3.75 \mathrm{E}+01+$ | $4.09 \mathrm{E}+02 \pm 5.38 \mathrm{E}+02+$ | $6.26 \mathrm{E}+03 \pm 1.21 \mathrm{E}+03+$ | $1.15 \mathrm{E}+02 \pm 5.06 \mathrm{E}+01+$ |
| SCA | $4.19 \mathrm{E}+02 \pm 2.88 \mathrm{E}+01+$ | $2.47 \mathrm{E}+02 \pm 1.63 \mathrm{E}+01+$ | $4.62 \mathrm{E}+03 \pm 1.10 \mathrm{E}+03+$ | $7.12 \mathrm{E}+03 \pm 3.34 \mathrm{E}+02+$ | $1.09 \mathrm{E}+03 \pm 3.99 \mathrm{E}+02+$ |
| DE | $2.10 \mathrm{E}+02 \pm 1.19 \mathrm{E}+01+$ | $1.78 \mathrm{E}+02 \pm 1.31 \mathrm{E}+01+$ | $0.00 \mathrm{E}+00 \pm 0.00 \mathrm{E}+00-$ | $6.73 \mathrm{E}+03 \pm 3.31 \mathrm{E}+02+$ | $4.79 \mathrm{E}+01 \pm 2.31 \mathrm{E}+01+$ |
|  | CEC2017 D30 F11 | CEC2017 D30 F12 | CEC2017 D30 F13 | CEC2017 D30 F14 | CEC2017 D30 F15 |
| CSE | $4.38 \mathrm{E}+04 \pm 2.69 \mathrm{E}+04$ | $\mathbf{5 . 9 3 E}+01 \pm 2.88 \mathrm{E}+01$ | $4.70 \mathrm{E}+01 \pm 2.09 \mathrm{E}+01$ | $\mathbf{2 . 3 3 E}+01 \pm 1.57 \mathrm{E}+01$ | $4.76 \mathrm{E}+02 \pm 1.21 \mathrm{E}+02$ |
| HGSA | $1.28 \mathrm{E}+05 \pm 8.15 \mathrm{E}+04+$ | $1.33 \mathrm{E}+04 \pm 5.32 \mathrm{E}+03+$ | $5.32 \mathrm{E}+03 \pm 3.05 \mathrm{E}+03+$ | $7.01 \mathrm{E}+02 \pm 7.21 \mathrm{E}+02+$ | $1.23 \mathrm{E}+03 \pm 2.32 \mathrm{E}+02+$ |
| IGSA | $1.40 \mathrm{E}+06 \pm 7.32 \mathrm{E}+05+$ | $2.93 \mathrm{E}+04 \pm 7.97 \mathrm{E}+03+$ | $1.94 \mathrm{E}+05 \pm 1.37 \mathrm{E}+05+$ | $1.16 \mathrm{E}+04 \pm 3.65 \mathrm{E}+03+$ | $1.11 \mathrm{E}+03 \pm 2.16 \mathrm{E}+02+$ |
| RGBSO | $1.73 \mathrm{E}+06 \pm 1.06 \mathrm{E}+06+$ | $1.63 \mathrm{E}+04 \pm 1.66 \mathrm{E}+04+$ | $1.41 \mathrm{E}+04 \pm 1.65 \mathrm{E}+04+$ | $3.07 \mathrm{E}+03 \pm 5.42 \mathrm{E}+03+$ | $1.33 \mathrm{E}+03 \pm 3.46 \mathrm{E}+02+$ |
| MDBSO | $4.27 \mathrm{E}+04 \pm 2.26 \mathrm{E}+04 \approx$ | $1.33 \mathrm{E}+04 \pm 1.61 \mathrm{E}+04+$ | $6.31 \mathrm{E}+03 \pm 5.29 \mathrm{E}+03+$ | $6.01 \mathrm{E}+03 \pm 8.01 \mathrm{E}+03+$ | $8.38 \mathrm{E}+02 \pm 4.43 \mathrm{E}+02+$ |
| SCA | $1.21 \mathrm{E}+09 \pm 2.30 \mathrm{E}+08+$ | $4.07 \mathrm{E}+08 \pm 1.98 \mathrm{E}+08+$ | $1.17 \mathrm{E}+05 \pm 7.05 \mathrm{E}+04+$ | $1.56 \mathrm{E}+07 \pm 1.29 \mathrm{E}+07+$ | $2.04 \mathrm{E}+03 \pm 2.13 \mathrm{E}+02+$ |
| DE | $7.46 \mathrm{E}+03 \pm 7.34 \mathrm{E}+03-$ | $8.06 \mathrm{E}+01 \pm 7.43 \mathrm{E}+00+$ | $6.25 \mathrm{E}+01 \pm 4.78 \mathrm{E}+00+$ | $3.72 \mathrm{E}+01 \pm 6.49 \mathrm{E}+00+$ | $7.21 \mathrm{E}+02 \pm 4.28 \mathrm{E}+02+$ |
|  | CEC2017 D30 F16 | CEC2017 D30 F17 | CEC2017 D30 F18 | CEC2017 D30 F19 | CEC2017 D30 F20 |
| CSE | $9.04 \mathrm{E}+01 \pm 6.29 \mathrm{E}+01$ | $3.14 \mathrm{E}+03 \pm 2.17 \mathrm{E}+03$ | $1.16 \mathrm{E}+01 \pm 2.90 \mathrm{E}+00$ | $1.27 \mathrm{E}+02 \pm 8.76 \mathrm{E}+01$ | $2.41 \mathrm{E}+02 \pm \mathbf{6 . 7 5 E}+00$ |
| HGSA | $1.07 \mathrm{E}+03 \pm 1.99 \mathrm{E}+02+$ | $5.98 \mathrm{E}+04 \pm 1.47 \mathrm{E}+04+$ | $3.52 \mathrm{E}+03 \pm 1.25 \mathrm{E}+03+$ | $8.56 \mathrm{E}+02 \pm 2.24 \mathrm{E}+02+$ | $3.10 \mathrm{E}+02 \pm 5.90 \mathrm{E}+01+$ |
| IGSA | $5.18 \mathrm{E}+02 \pm 2.14 \mathrm{E}+02+$ | $3.79 \mathrm{E}+05 \pm 3.85 \mathrm{E}+05+$ | $1.38 \mathrm{E}+04 \pm 8.10 \mathrm{E}+03+$ | $4.13 \mathrm{E}+02 \pm 1.70 \mathrm{E}+02+$ | $2.54 \mathrm{E}+02 \pm 6.54 \mathrm{E}+00+$ |
| RGBSO | $6.97 \mathrm{E}+02 \pm 2.67 \mathrm{E}+02+$ | $1.42 \mathrm{E}+05 \pm 8.64 \mathrm{E}+04+$ | $4.27 \mathrm{E}+03 \pm 4.20 \mathrm{E}+03+$ | $5.84 \mathrm{E}+02 \pm 2.44 \mathrm{E}+02+$ | $3.47 \mathrm{E}+02 \pm 3.67 \mathrm{E}+01+$ |
| MDBSO | $2.77 \mathrm{E}+02 \pm 1.94 \mathrm{E}+02+$ | $9.10 \mathrm{E}+04 \pm 5.38 \mathrm{E}+04+$ | $6.35 \mathrm{E}+03 \pm 8.22 \mathrm{E}+03+$ | $2.04 \mathrm{E}+02 \pm 1.19 \mathrm{E}+02+$ | $2.98 \mathrm{E}+02 \pm 4.16 \mathrm{E}+01+$ |
| SCA | $7.15 \mathrm{E}+02 \pm 1.64 \mathrm{E}+02+$ | $2.80 \mathrm{E}+06 \pm 1.21 \mathrm{E}+06+$ | $2.48 \mathrm{E}+07 \pm 1.13 \mathrm{E}+07+$ | $6.12 \mathrm{E}+02 \pm 1.29 \mathrm{E}+02+$ | $4.56 \mathrm{E}+02 \pm 1.92 \mathrm{E}+01+$ |
| DE | $8.02 \mathrm{E}+01 \pm 1.22 \mathrm{E}+01+$ | $3.59 \mathrm{E}+01 \pm 4.40 \mathrm{E}+00-$ | $1.62 \mathrm{E}+01 \pm 6.70 \mathrm{E}+00+$ | $3.14 \mathrm{E}+01 \pm 1.75 \mathrm{E}+01-$ | $3.68 \mathrm{E}+02 \pm 1.05 \mathrm{E}+01+$ |
|  | CEC2017 D30 F21 | CEC2017 D30 F22 | CEC2017 D30 F23 | CEC2017 D30 F24 | CEC2017 D30 F25 |
| CSE | $3.29 \mathrm{E}+02 \pm 7.03 \mathrm{E}+02$ | $\mathbf{3 . 8 9 E}+02 \pm 8.95 \mathrm{E}+00$ | $4.80 \mathrm{E}+02 \pm 1.27 \mathrm{E}+01$ | $3.88 \mathrm{E}+02 \pm 1.40 \mathrm{E}+00$ | $1.27 \mathrm{E}+03 \pm 4.59 \mathrm{E}+02$ |
| HGSA | $1.00 \mathrm{E}+02 \pm 3.91 \mathrm{E}-09-$ | $4.57 \mathrm{E}+02 \pm 1.33 \mathrm{E}+02+$ | $5.23 \mathrm{E}+02 \pm 3.58 \mathrm{E}+01+$ | $3.90 \mathrm{E}+02 \pm 7.59 \mathrm{E}+00 \approx$ | $2.53 \mathrm{E}+02 \pm 5.07 \mathrm{E}+01-$ |
| IGSA | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00-$ | $4.38 \mathrm{E}+02 \pm 2.26 \mathrm{E}+01+$ | $4.19 \mathrm{E}+02 \pm 2.24 \mathrm{E}+01-$ | $4.22 \mathrm{E}+02 \pm 9.79 \mathrm{E}+00+$ | $2.30 \mathrm{E}+02 \pm 4.66 \mathrm{E}+01-$ |
| RGBSO | $1.34 \mathrm{E}+03 \pm 1.82 \mathrm{E}+03+$ | $5.96 \mathrm{E}+02 \pm 8.97 \mathrm{E}+01+$ | $9.16 \mathrm{E}+02 \pm 1.27 \mathrm{E}+02+$ | $3.90 \mathrm{E}+02 \pm 1.76 \mathrm{E}+01 \approx$ | $2.87 \mathrm{E}+03 \pm 1.89 \mathrm{E}+03+$ |
| MDBSO | $2.58 \mathrm{E}+03 \pm 3.01 \mathrm{E}+03+$ | $4.30 \mathrm{E}+02 \pm 2.30 \mathrm{E}+01+$ | $5.25 \mathrm{E}+02 \pm 5.27 \mathrm{E}+01+$ | $3.93 \mathrm{E}+02 \pm 1.20 \mathrm{E}+01+$ | $1.99 \mathrm{E}+03 \pm 8.24 \mathrm{E}+02+$ |
| SCA | $6.05 \mathrm{E}+03 \pm 2.37 \mathrm{E}+03+$ | $6.91 \mathrm{E}+02 \pm 2.34 \mathrm{E}+01+$ | $7.56 \mathrm{E}+02 \pm 2.96 \mathrm{E}+01+$ | $6.96 \mathrm{E}+02 \pm 4.91 \mathrm{E}+01+$ | $4.27 \mathrm{E}+03 \pm 2.56 \mathrm{E}+02+$ |
| DE | $1.00 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00-$ | $5.18 \mathrm{E}+02 \pm 1.31 \mathrm{E}+01+$ | $5.86 \mathrm{E}+02 \pm 1.13 \mathrm{E}+01+$ | 3.87E+02 $\pm 2.72 \mathrm{E}-02-$ | $2.49 \mathrm{E}+03 \pm 1.41 \mathrm{E}+02+$ |
|  | CEC2017 D30 F26 | CEC2017 D30 F27 | CEC2017 D30 F28 | CEC2017 D30 F29 | w/t/l |
| CSE | $5.08 \mathrm{E}+02 \pm 5.89 \mathrm{E}+00$ | $3.84 \mathrm{E}+02 \pm 6.57 \mathrm{E}+01$ | $5.14 \mathrm{E}+02 \pm 6.44 \mathrm{E}+01$ | $2.97 \mathrm{E}+03 \pm 4.93 \mathrm{E}+02$ |  |
| HGSA | $5.51 \mathrm{E}+02 \pm 2.08 \mathrm{E}+01+$ | $3.07 \mathrm{E}+02 \pm 2.82 \mathrm{E}+01-$ | $1.15 \mathrm{E}+03 \pm 1.88 \mathrm{E}+02+$ | $7.99 \mathrm{E}+03 \pm 2.60 \mathrm{E}+03+$ | 23/1/5 |
| IGSA | $6.75 \mathrm{E}+02 \pm 6.87 \mathrm{E}+01+$ | $4.63 \mathrm{E}+02 \pm 3.48 \mathrm{E}+01+$ | $1.13 \mathrm{E}+03 \pm 2.22 \mathrm{E}+02+$ | $3.31 \mathrm{E}+05 \pm 3.68 \mathrm{E}+05+$ | 22/0/7 |
| RGBSO | $5.89 \mathrm{E}+02 \pm 3.33 \mathrm{E}+01+$ | $4.25 \mathrm{E}+02 \pm 2.24 \mathrm{E}+01+$ | $1.00 \mathrm{E}+03 \pm 2.39 \mathrm{E}+02+$ | $4.76 \mathrm{E}+04 \pm 4.62 \mathrm{E}+04+$ | 28/1/0 |
| MDBSO | $5.35 \mathrm{E}+02 \pm 2.01 \mathrm{E}+01+$ | $3.87 \mathrm{E}+02 \pm 5.78 \mathrm{E}+01 \approx$ | $7.96 \mathrm{E}+02 \pm 1.92 \mathrm{E}+02+$ | $5.49 \mathrm{E}+03 \pm 3.24 \mathrm{E}+03+$ | 25/4/0 |
| SCA | $6.94 \mathrm{E}+02 \pm 4.83 \mathrm{E}+01+$ | $9.76 \mathrm{E}+02 \pm 1.36 \mathrm{E}+02+$ | $1.72 \mathrm{E}+03 \pm 2.62 \mathrm{E}+02+$ | $7.44 \mathrm{E}+07 \pm 2.59 \mathrm{E}+07+$ | 29/0/0 |
| DE | $4.89 \mathrm{E}+02 \pm 9.90 \mathrm{E}+00-$ | $3.29 \mathrm{E}+02 \pm 4.89 \mathrm{E}+01-$ | $5.45 \mathrm{E}+02 \pm 1.11 \mathrm{E}+02 \approx$ | $2.01 \mathrm{E}+03 \pm 5.69 \mathrm{E}+01-$ | 15/2/12 |

Table 2.9: Experiment data of CSE versus its peers on CEC2017 50 dimensions.

| Algorithm | CEC2017 D50 F1 | CEC2017 D50 F2 | CEC2017 D50 F3 | CEC2017 D50 F4 | CEC2017 D50 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | $2.07 \mathrm{E}-01 \pm 3.60 \mathrm{E}-01$ | $3.59 \mathrm{E}+03 \pm 1.48 \mathrm{E}+03$ | $9.36 \mathrm{E}+01 \pm 4.73 \mathrm{E}+01$ | $8.99 \mathrm{E}+01 \pm 1.17 \mathrm{E}+01$ | $4.14 \mathrm{E}-02 \pm 7.57 \mathrm{E}-02$ |
| HGSA | $8.42 \mathrm{E}+02 \pm 1.17 \mathrm{E}+03+$ | $1.18 \mathrm{E}+05 \pm 1.15 \mathrm{E}+04+$ | $2.02 \mathrm{E}+02 \pm 2.91 \mathrm{E}+01+$ | $2.68 \mathrm{E}+02 \pm 1.36 \mathrm{E}+01+$ | $2.53 \mathrm{E}+01 \pm 3.97 \mathrm{E}+00+$ |
| IGSA | $2.48 \mathrm{E}+03 \pm 1.54 \mathrm{E}+03+$ | $1.24 \mathrm{E}+05 \pm 1.16 \mathrm{E}+04+$ | $1.89 \mathrm{E}+02 \pm 3.28 \mathrm{E}+01+$ | $7.83 \mathrm{E}+01 \pm 1.30 \mathrm{E}+01-$ | $4.22 \mathrm{E}-03 \pm 6.93 \mathrm{E}-03-$ |
| RGBSO | $7.34 \mathrm{E}+03 \pm 3.64 \mathrm{E}+03+$ | $2.61 \mathrm{E}+04 \pm 1.35 \mathrm{E}+04+$ | $1.20 \mathrm{E}+02 \pm 5.19 \mathrm{E}+01+$ | $2.61 \mathrm{E}+02 \pm 5.03 \mathrm{E}+01+$ | $2.99 \mathrm{E}-01 \pm 2.36 \mathrm{E}-01+$ |
| MDBSO | $5.79 \mathrm{E}+03 \pm 5.73 \mathrm{E}+03+$ | $1.95 \mathrm{E}+04 \pm 1.10 \mathrm{E}+04+$ | $1.00 \mathrm{E}+02 \pm 5.67 \mathrm{E}+01 \approx$ | $2.58 \mathrm{E}+02 \pm 6.77 \mathrm{E}+01+$ | $2.75 \mathrm{E}+01 \pm 8.43 \mathrm{E}+00+$ |
| SCA | $3.86 \mathrm{E}+10 \pm 4.99 \mathrm{E}+09+$ | $1.04 \mathrm{E}+05 \pm 1.44 \mathrm{E}+04+$ | $5.59 \mathrm{E}+03 \pm 1.34 \mathrm{E}+03+$ | $5.50 \mathrm{E}+02 \pm 2.92 \mathrm{E}+01+$ | $6.89 \mathrm{E}+01 \pm 4.44 \mathrm{E}+00+$ |
| DE | $6.14 \mathrm{E}+01 \pm 2.13 \mathrm{E}+02+$ | $1.02 \mathrm{E}+05 \pm 1.49 \mathrm{E}+04+$ | $6.18 \mathrm{E}+01 \pm 4.45 \mathrm{E}+01-$ | $3.55 \mathrm{E}+02 \pm 1.49 \mathrm{E}+01+$ | $1.93 \mathrm{E}-08 \pm 9.71 \mathrm{E}-08-$ |
|  | CEC2017 D50 F6 | CEC2017 D50 F7 | CEC2017 D50 F8 | CEC2017 D50 F9 | CEC2017 D50 F10 |
| CSE | $1.45 \mathrm{E}+02 \pm 1.33 \mathrm{E}+01$ | $9.04 \mathrm{E}+01 \pm 1.27 \mathrm{E}+01$ | $1.17 \mathrm{E}+01 \pm 2.39 \mathrm{E}+01$ | $3.80 \mathrm{E}+03 \pm 5.12 \mathrm{E}+02$ | $5.45 \mathrm{E}+01 \pm 8.95 \mathrm{E}+00$ |
| HGSA | $6.99 \mathrm{E}+01 \pm 3.44 \mathrm{E}+00-$ | $2.93 \mathrm{E}+02 \pm 2.04 \mathrm{E}+01+$ | $8.72 \mathrm{E}-14 \pm 4.89 \mathrm{E}-14$ - | $5.83 \mathrm{E}+03 \pm 5.55 \mathrm{E}+02+$ | $1.27 \mathrm{E}+02 \pm 1.92 \mathrm{E}+01+$ |
| IGSA | $8.03 \mathrm{E}+01 \pm 1.31 \mathrm{E}+01-$ | $8.22 \mathrm{E}+01 \pm 1.20 \mathrm{E}+01-$ | $2.56 \mathrm{E}-01 \pm 9.86 \mathrm{E}-01-$ | $4.19 \mathrm{E}+03 \pm 6.86 \mathrm{E}+02 \approx$ | $6.25 \mathrm{E}+02 \pm 1.91 \mathrm{E}+02+$ |
| RGBSO | $3.65 \mathrm{E}+02 \pm 5.92 \mathrm{E}+01+$ | $2.80 \mathrm{E}+02 \pm 4.76 \mathrm{E}+01+$ | $3.07 \mathrm{E}+03 \pm 1.03 \mathrm{E}+03+$ | $5.79 \mathrm{E}+03 \pm 7.41 \mathrm{E}+02+$ | $1.93 \mathrm{E}+02 \pm 3.42 \mathrm{E}+01+$ |
| MDBSO | $5.05 \mathrm{E}+02 \pm 2.29 \mathrm{E}+02+$ | $2.52 \mathrm{E}+02 \pm 7.40 \mathrm{E}+01+$ | $2.97 \mathrm{E}+03 \pm 2.35 \mathrm{E}+03+$ | $1.26 \mathrm{E}+04 \pm 2.31 \mathrm{E}+03+$ | $1.78 \mathrm{E}+02 \pm 6.46 \mathrm{E}+01+$ |
| SCA | $9.18 \mathrm{E}+02 \pm 6.49 \mathrm{E}+01+$ | $5.59 \mathrm{E}+02 \pm 2.08 \mathrm{E}+01+$ | $2.13 \mathrm{E}+04 \pm 3.71 \mathrm{E}+03+$ | $1.32 \mathrm{E}+04 \pm 4.05 \mathrm{E}+02+$ | $4.81 \mathrm{E}+03 \pm 1.28 \mathrm{E}+03+$ |
| DE | $4.02 \mathrm{E}+02 \pm 1.33 \mathrm{E}+01+$ | $3.56 \mathrm{E}+02 \pm 1.65 \mathrm{E}+01+$ | $3.33 \mathrm{E}-02 \pm 1.16 \mathrm{E}-01-$ | $1.31 \mathrm{E}+04 \pm 4.41 \mathrm{E}+02+$ | $1.38 \mathrm{E}+02 \pm 3.06 \mathrm{E}+01+$ |
|  | CEC2017 D50 F11 | CEC2017 D50 F12 | CEC2017 D50 F13 | CEC2017 D50 F14 | CEC2017 D50 F15 |
| CSE | $2.82 \mathrm{E}+05 \pm 2.47 \mathrm{E}+05$ | $3.85 \mathrm{E}+02 \pm 4.19 \mathrm{E}+02$ | $1.29 \mathrm{E}+03 \pm 1.51 \mathrm{E}+03$ | $\mathbf{6 . 5 3 E}+01 \pm 2.74 \mathrm{E}+01$ | $1.14 \mathrm{E}+03 \pm 2.47 \mathrm{E}+02$ |
| HGSA | $7.10 \mathrm{E}+05 \pm 3.35 \mathrm{E}+05+$ | $6.04 \mathrm{E}+02 \pm 5.38 \mathrm{E}+02+$ | $2.57 \mathrm{E}+04 \pm 3.76 \mathrm{E}+04+$ | $7.11 \mathrm{E}+03 \pm 1.64 \mathrm{E}+03+$ | $1.95 \mathrm{E}+03 \pm 3.50 \mathrm{E}+02+$ |
| IGSA | $4.70 \mathrm{E}+06 \pm 2.16 \mathrm{E}+06+$ | $4.00 \mathrm{E}+04 \pm 1.71 \mathrm{E}+04+$ | $5.42 \mathrm{E}+05 \pm 5.22 \mathrm{E}+05+$ | $1.07 \mathrm{E}+04 \pm 4.88 \mathrm{E}+03+$ | $1.09 \mathrm{E}+03 \pm 3.59 \mathrm{E}+02 \sim$ |
| RGBSO | $1.37 \mathrm{E}+07 \pm 6.92 \mathrm{E}+06+$ | $2.32 \mathrm{E}+03 \pm 2.79 \mathrm{E}+03+$ | $3.25 \mathrm{E}+04 \pm 1.75 \mathrm{E}+04+$ | $5.56 \mathrm{E}+03 \pm 5.80 \mathrm{E}+03+$ | $2.16 \mathrm{E}+03 \pm 3.94 \mathrm{E}+02+$ |
| MDBSO | $6.42 \mathrm{E}+05 \pm 4.39 \mathrm{E}+05+$ | $5.69 \mathrm{E}+03 \pm 6.04 \mathrm{E}+03+$ | $3.91 \mathrm{E}+04 \pm 4.07 \mathrm{E}+04+$ | $8.70 \mathrm{E}+03 \pm 8.65 \mathrm{E}+03+$ | $1.64 \mathrm{E}+03 \pm 7.99 \mathrm{E}+02+$ |
| SCA | $1.11 \mathrm{E}+10 \pm 2.71 \mathrm{E}+09+$ | $2.64 \mathrm{E}+09 \pm 8.77 \mathrm{E}+08+$ | $1.85 \mathrm{E}+06 \pm 7.82 \mathrm{E}+05+$ | $3.41 \mathrm{E}+08 \pm 1.43 \mathrm{E}+08+$ | $3.70 \mathrm{E}+03 \pm 3.54 \mathrm{E}+02+$ |
| DE | $4.86 \mathrm{E}+04 \pm 2.36 \mathrm{E}+04-$ | $3.26 \mathrm{E}+02 \pm 1.95 \mathrm{E}+02 \sim$ | $1.29 \mathrm{E}+02 \pm 8.01 \mathrm{E}+00-$ | $1.14 \mathrm{E}+02 \pm 5.93 \mathrm{E}+00+$ | $2.74 \mathrm{E}+03 \pm 5.07 \mathrm{E}+02+$ |
|  | CEC2017 D50 F16 | CEC2017 D50 F17 | CEC2017 D50 F18 | CEC2017 D50 F19 | CEC2017 D50 F20 |
| CSE | $6.90 \mathrm{E}+02 \pm 2.03 \mathrm{E}+02$ | $2.98 \mathrm{E}+04 \pm 1.96 \mathrm{E}+04$ | $2.53 \mathrm{E}+01 \pm 6.95 \mathrm{E}+00$ | $5.44 \mathrm{E}+02 \pm 1.54 \mathrm{E}+02$ | $2.97 \mathrm{E}+02 \pm 1.34 \mathrm{E}+01$ |
| HGSA | $1.74 \mathrm{E}+03 \pm 3.14 \mathrm{E}+02+$ | $1.72 \mathrm{E}+05 \pm 7.74 \mathrm{E}+04+$ | $1.50 \mathrm{E}+04 \pm 3.36 \mathrm{E}+03+$ | $1.38 \mathrm{E}+03 \pm 2.75 \mathrm{E}+02+$ | $4.62 \mathrm{E}+02 \pm 3.22 \mathrm{E}+01+$ |
| IGSA | $1.26 \mathrm{E}+03 \pm 2.60 \mathrm{E}+02+$ | $1.85 \mathrm{E}+06 \pm 7.08 \mathrm{E}+05+$ | $3.50 \mathrm{E}+04 \pm 1.48 \mathrm{E}+04+$ | $5.75 \mathrm{E}+02 \pm 1.89 \mathrm{E}+02 \approx$ | $2.83 \mathrm{E}+02 \pm 9.87 \mathrm{E}+00-$ |
| RGBSO | $1.68 \mathrm{E}+03 \pm 4.22 \mathrm{E}+02+$ | $2.55 \mathrm{E}+05 \pm 8.90 \mathrm{E}+04+$ | $1.42 \mathrm{E}+04 \pm 6.80 \mathrm{E}+03+$ | $1.20 \mathrm{E}+03 \pm 2.67 \mathrm{E}+02+$ | $5.14 \mathrm{E}+02 \pm 4.57 \mathrm{E}+01+$ |
| MDBSO | $1.40 \mathrm{E}+03 \pm 4.57 \mathrm{E}+02+$ | $1.07 \mathrm{E}+05 \pm 8.22 \mathrm{E}+04+$ | $1.69 \mathrm{E}+04 \pm 9.37 \mathrm{E}+03+$ | $1.19 \mathrm{E}+03 \pm 5.97 \mathrm{E}+02+$ | $4.03 \mathrm{E}+02 \pm 4.82 \mathrm{E}+01+$ |
| SCA | $2.59 \mathrm{E}+03 \pm 2.79 \mathrm{E}+02+$ | $1.31 \mathrm{E}+07 \pm 6.03 \mathrm{E}+06+$ | $2.16 \mathrm{E}+08 \pm 1.20 \mathrm{E}+08+$ | $1.80 \mathrm{E}+03 \pm 1.89 \mathrm{E}+02+$ | $7.56 \mathrm{E}+02 \pm 2.84 \mathrm{E}+01+$ |
| DE | $1.48 \mathrm{E}+03 \pm 4.08 \mathrm{E}+02+$ | $7.04 \mathrm{E}+02 \pm 5.64 \mathrm{E}+02-$ | $5.80 \mathrm{E}+01 \pm 1.25 \mathrm{E}+01+$ | $1.14 \mathrm{E}+03 \pm 4.68 \mathrm{E}+02+$ | $5.57 \mathrm{E}+02 \pm 1.43 \mathrm{E}+01+$ |
|  | CEC2017 D50 F21 | CEC2017 D50 F22 | CEC2017 D50 F23 | CEC2017 D50 F24 | CEC2017 D50 F25 |
| CSE | $4.04 \mathrm{E}+03 \pm 1.38 \mathrm{E}+03$ | $5.36 \mathrm{E}+02 \pm 2.10 \mathrm{E}+01$ | $6.68 \mathrm{E}+02 \pm 2.77 \mathrm{E}+01$ | $5.24 \mathrm{E}+02 \pm 3.65 \mathrm{E}+01$ | $2.20 \mathrm{E}+03 \pm 4.08 \mathrm{E}+02$ |
| HGSA | $7.94 \mathrm{E}+03 \pm 4.22 \mathrm{E}+02+$ | $9.98 \mathrm{E}+02 \pm 1.80 \mathrm{E}+02+$ | $8.89 \mathrm{E}+02 \pm 4.71 \mathrm{E}+01+$ | $5.82 \mathrm{E}+02 \pm 1.89 \mathrm{E}+01+$ | $3.00 \mathrm{E}+02 \pm 6.91 \mathrm{E}-13-$ |
| IGSA | $1.00 \mathrm{E}+02 \pm \mathbf{1 . 8 5 E - 1 3}-$ | $5.78 \mathrm{E}+02 \pm 3.96 \mathrm{E}+01+$ | $5.51 \mathrm{E}+02 \pm 2.74 \mathrm{E}+01-$ | $6.57 \mathrm{E}+02 \pm 3.50 \mathrm{E}+01+$ | $3.02 \mathrm{E}+02 \pm 9.98 \mathrm{E}+00-$ |
| RGBSO | $6.69 \mathrm{E}+03 \pm 9.35 \mathrm{E}+02+$ | $9.12 \mathrm{E}+02 \pm 9.75 \mathrm{E}+01+$ | $1.64 \mathrm{E}+03 \pm 1.65 \mathrm{E}+02+$ | $4.50 \mathrm{E}+02 \pm 2.53 \mathrm{E}+01-$ | $6.23 \mathrm{E}+03 \pm 1.66 \mathrm{E}+03+$ |
| MDBSO | $1.28 \mathrm{E}+04 \pm 2.10 \mathrm{E}+03+$ | $6.39 \mathrm{E}+02 \pm 6.64 \mathrm{E}+01+$ | $7.48 \mathrm{E}+02 \pm 1.17 \mathrm{E}+02+$ | $5.44 \mathrm{E}+02 \pm 4.71 \mathrm{E}+01 \approx$ | $4.12 \mathrm{E}+03 \pm 8.80 \mathrm{E}+02+$ |
| SCA | $1.37 \mathrm{E}+04 \pm 4.06 \mathrm{E}+02+$ | $1.21 \mathrm{E}+03 \pm 5.83 \mathrm{E}+01+$ | $1.25 \mathrm{E}+03 \pm 5.05 \mathrm{E}+01+$ | $3.38 \mathrm{E}+03 \pm 4.72 \mathrm{E}+02+$ | $9.11 \mathrm{E}+03 \pm 6.65 \mathrm{E}+02+$ |
| DE | $4.55 \mathrm{E}+03 \pm 6.41 \mathrm{E}+03-$ | $7.68 \mathrm{E}+02 \pm 1.95 \mathrm{E}+01+$ | $8.25 \mathrm{E}+02 \pm 4.85 \mathrm{E}+01+$ | $5.07 \mathrm{E}+02 \pm 3.44 \mathrm{E}+01-$ | $4.02 \mathrm{E}+03 \pm 6.85 \mathrm{E}+02+$ |
|  | CEC2017 D50 F26 | CEC2017 D50 F27 | CEC2017 D50 F28 | CEC2017 D50 F29 | w/t/l |
| CSE | $5.69 \mathrm{E}+02 \pm 2.86 \mathrm{E}+01$ | $5.07 \mathrm{E}+02 \pm 4.56 \mathrm{E}+00$ | $6.89 \mathrm{E}+02 \pm 1.10 \mathrm{E}+02$ | $6.04 \mathrm{E}+05 \pm 2.32 \mathrm{E}+04$ |  |
| HGSA | $1.32 \mathrm{E}+03 \pm 3.01 \mathrm{E}+02+$ | $5.08 \mathrm{E}+02 \pm 1.56 \mathrm{E}+01+$ | $1.80 \mathrm{E}+03 \pm 3.13 \mathrm{E}+02+$ | $1.32 \mathrm{E}+06 \pm 1.17 \mathrm{E}+05+$ | 26/0/3 |
| IGSA | $9.65 \mathrm{E}+02 \pm 1.29 \mathrm{E}+02+$ | $6.21 \mathrm{E}+02 \pm 8.62 \mathrm{E}+01+$ | $2.30 \mathrm{E}+03 \pm 4.58 \mathrm{E}+02+$ | $3.53 \mathrm{E}+07 \pm 8.77 \mathrm{E}+06+$ | 17/3/9 |
| RGBSO | $1.14 \mathrm{E}+03 \pm 1.65 \mathrm{E}+02+$ | $4.86 \mathrm{E}+02 \pm 1.26 \mathrm{E}+01-$ | $1.60 \mathrm{E}+03 \pm 3.92 \mathrm{E}+02+$ | $1.18 \mathrm{E}+06 \pm 1.40 \mathrm{E}+05+$ | 27/0/2 |
| MDBSO | $8.01 \mathrm{E}+02 \pm 7.79 \mathrm{E}+01+$ | $5.19 \mathrm{E}+02 \pm 9.69 \mathrm{E}+01 \approx$ | $1.26 \mathrm{E}+03 \pm 2.89 \mathrm{E}+02+$ | $1.01 \mathrm{E}+06 \pm 2.35 \mathrm{E}+05+$ | 26/3/0 |
| SCA | $1.70 \mathrm{E}+03 \pm 1.36 \mathrm{E}+02+$ | $3.54 \mathrm{E}+03 \pm 4.84 \mathrm{E}+02+$ | $4.25 \mathrm{E}+03 \pm 6.23 \mathrm{E}+02+$ | $6.05 \mathrm{E}+08 \pm 1.73 \mathrm{E}+08+$ | 29/0/0 |
| DE | $5.06 \mathrm{E}+02 \pm 9.36 \mathrm{E}+00-$ | $4.67 \mathrm{E}+02 \pm 1.85 \mathrm{E}+01-$ | $7.83 \mathrm{E}+02 \pm 4.70 \mathrm{E}+02-$ | $6.21 \mathrm{E}+05 \pm 2.01 \mathrm{E}+04+$ | 17/1/11 |

Table 2.10: Experiment data of CSE versus its peers on CEC2011.

| Algorithm | CEC2011 F1 | CEC2011 F2 | CEC2011 F3 | CEC2011 F4 | CEC2011 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CSE | $1.89 \mathrm{E}+00 \pm 4.16 \mathrm{E}+00$ | $\mathbf{- 2 . 5 8 E}+01 \pm 9.41 \mathrm{E}-01$ | $1.15 \mathrm{E}-05 \pm 2.13 \mathrm{E}-19$ | $2.14 \mathrm{E}+01 \pm 3.87 \mathrm{E}-01$ | -3.58E+01 $\pm 1.03 \mathrm{E}+00$ |
| HGSA | $1.49 \mathrm{E}+01 \pm 4.92 \mathrm{E}+00+$ | $-2.37 \mathrm{E}+01 \pm 2.64 \mathrm{E}+00+$ | $1.15 \mathrm{E}-05 \pm 3.44 \mathrm{E}-12+$ | $1.60 \mathrm{E}+01 \pm 1.93 \mathrm{E}+00-$ | $-3.22 \mathrm{E}+01 \pm 2.47 \mathrm{E}+00+$ |
| IGSA | $2.68 \mathrm{E}+01 \pm 2.92 \mathrm{E}+00+$ | $-2.15 \mathrm{E}+01 \pm 2.03 \mathrm{E}+00+$ | $1.15 \mathrm{E}-05 \pm 1.17 \mathrm{E}-18+$ | $1.97 \mathrm{E}+01 \pm 2.48 \mathrm{E}+00-$ | $-3.04 \mathrm{E}+01 \pm 2.63 \mathrm{E}+00+$ |
| RGBSO | $8.86 \mathrm{E}+00 \pm 4.60 \mathrm{E}+00+$ | $-2.03 \mathrm{E}+01 \pm 2.73 \mathrm{E}+00+$ | $1.15 \mathrm{E}-05 \pm 3.58 \mathrm{E}-13+$ | $1.52 \mathrm{E}+01 \pm 1.39 \mathrm{E}+00-$ | $-3.36 \mathrm{E}+01 \pm 1.19 \mathrm{E}+00+$ |
| MDBSO | $1.01 \mathrm{E}+01 \pm 7.25 \mathrm{E}+00+$ | $-2.17 \mathrm{E}+01 \pm 5.73 \mathrm{E}+00 \approx$ | $1.15 \mathrm{E}-05 \pm 1.21 \mathrm{E}-18+$ | $1.88 \mathrm{E}+01 \pm 2.97 \mathrm{E}+00-$ | $-1.43 \mathrm{E}+01 \pm 2.35 \mathrm{E}+00+$ |
|  | CEC2011 F6 | CEC2011 F7 | CEC2011 F8 | CEC2011 F9 | CEC2011 F10 |
| CSE | $\mathbf{- 2 . 9 2 E}+01 \pm 4.20 \mathrm{E}-03$ | $1.12 \mathrm{E}+00 \pm 1.26 \mathrm{E}-01$ | $2.20 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00$ | $\mathbf{7 . 4 4 E}+02 \pm 2.80 \mathrm{E}+02$ | $\mathbf{- 2 . 1 3 E}+01 \pm 2.47 \mathrm{E}-01$ |
| HGSA | $-2.18 \mathrm{E}+01 \pm 2.28 \mathrm{E}+00+$ | $6.93 \mathrm{E}-01 \pm 1.40 \mathrm{E}-01-$ | $2.21 \mathrm{E}+02 \pm 2.79 \mathrm{E}+00 \sim$ | $1.79 \mathrm{E}+05 \pm 4.17 \mathrm{E}+04+$ | $-1.25 \mathrm{E}+01 \pm 5.67 \mathrm{E}-01+$ |
| IGSA | $-2.08 \mathrm{E}+01 \pm 2.49 \mathrm{E}+00+$ | $1.23 \mathrm{E}+00 \pm 1.53 \mathrm{E}-01+$ | $9.79 \mathrm{E}+02 \pm 4.82 \mathrm{E}+02+$ | $8.15 \mathrm{E}+05 \pm 1.12 \mathrm{E}+05+$ | $-1.29 \mathrm{E}+01 \pm 8.32 \mathrm{E}-01+$ |
| RGBSO | $-2.68 \mathrm{E}+01 \pm 2.05 \mathrm{E}+00+$ | $6.96 \mathrm{E}-01 \pm 1.58 \mathrm{E}-01-$ | $2.20 \mathrm{E}+02 \pm 0.00 \mathrm{E}+00 \sim$ | $1.31 \mathrm{E}+05 \pm 1.12 \mathrm{E}+04+$ | $-1.53 \mathrm{E}+01 \pm 1.80 \mathrm{E}+00+$ |
| MDBSO | $-2.24 \mathrm{E}+01 \pm 3.05 \mathrm{E}+00+$ | $1.59 \mathrm{E}+00 \pm 1.82 \mathrm{E}-01+$ | $2.20 \mathrm{E}+02 \pm 1.83 \mathrm{E}+00 \approx$ | $2.28 \mathrm{E}+03 \pm 1.27 \mathrm{E}+03+$ | $-1.37 \mathrm{E}+01 \pm 2.53 \mathrm{E}+00+$ |
|  | CEC2011 F11 | CEC2011 F12 | CEC2011 F13 | CEC2011 F14 | CEC2011 F15 |
| CSE | $5.15 \mathrm{E}+04 \pm 5.34 \mathrm{E}+02$ | $1.73 \mathrm{E}+07 \pm 1.06 \mathrm{E}+04$ | $1.55 \mathrm{E}+04 \pm 1.29 \mathrm{E}+01$ | $1.92 \mathrm{E}+04 \pm 1.58 \mathrm{E}+02$ | $3.30 \mathrm{E}+04 \pm 6.24 \mathrm{E}+01$ |
| HGSA | $5.13 \mathrm{E}+04 \pm 5.31 \mathrm{E}+02 \approx$ | $2.05 \mathrm{E}+07 \pm 1.93 \mathrm{E}+05+$ | $4.48 \mathrm{E}+04 \pm 3.54 \mathrm{E}+04+$ | $1.92 \mathrm{E}+04 \pm 1.28 \mathrm{E}+02 \approx$ | $3.33 \mathrm{E}+04 \pm 2.21 \mathrm{E}+01+$ |
| IGSA | $5.11 \mathrm{E}+04 \pm 4.79 \mathrm{E}+02-$ | $2.72 \mathrm{E}+07 \pm 1.15 \mathrm{E}+06+$ | $4.45 \mathrm{E}+04 \pm 3.57 \mathrm{E}+04+$ | $1.92 \mathrm{E}+04 \pm 1.50 \mathrm{E}+02 \approx$ | $1.47 \mathrm{E}+05 \pm 5.82 \mathrm{E}+04+$ |
| RGBSO | $5.27 \mathrm{E}+04 \pm 4.70 \mathrm{E}+02+$ | $5.00 \mathrm{E}+06 \pm 2.88 \mathrm{E}+04-$ | $1.55 \mathrm{E}+04 \pm 2.87 \mathrm{E}+01+$ | $1.90 \mathrm{E}+04 \pm 1.53 \mathrm{E}+02-$ | $3.32 \mathrm{E}+04 \pm 5.65 \mathrm{E}+01+$ |
| MDBSO | $5.67 \mathrm{E}+04 \pm 1.40 \mathrm{E}+04+$ | $1.75 \mathrm{E}+07 \pm 9.45 \mathrm{E}+04+$ | $1.55 \mathrm{E}+04 \pm 1.87 \mathrm{E}+01+$ | $1.92 \mathrm{E}+04 \pm 1.52 \mathrm{E}+02 \approx$ | $3.29 \mathrm{E}+04 \pm 7.25 \mathrm{E}+01-$ |
|  | CEC2011 F16 | CEC2011 F17 | CEC2011 F18 | CEC2011 F19 | CEC2011 F20 |
| CSE | $1.34 \mathrm{E}+05 \pm 1.87 \mathrm{E}+03$ | $1.93 \mathrm{E}+06 \pm 1.20 \mathrm{E}+04$ | $9.40 \mathrm{E}+05 \pm 1.52 \mathrm{E}+03$ | $1.03 \mathrm{E}+06 \pm 4.23 \mathrm{E}+04$ | $9.40 \mathrm{E}+05 \pm \mathbf{1 . 8 6 E}+03$ |
| HGSA | $1.43 \mathrm{E}+05 \pm 1.96 \mathrm{E}+03+$ | $1.94 \mathrm{E}+06 \pm 5.57 \mathrm{E}+03+$ | $9.43 \mathrm{E}+05 \pm 1.75 \mathrm{E}+03+$ | $1.15 \mathrm{E}+06 \pm 7.85 \mathrm{E}+04+$ | $9.43 \mathrm{E}+05 \pm 2.32 \mathrm{E}+03+$ |
| IGSA | $1.42 \mathrm{E}+05 \pm 1.51 \mathrm{E}+03+$ | $1.94 \mathrm{E}+06 \pm 5.46 \mathrm{E}+03+$ | $3.67 \mathrm{E}+06 \pm 2.92 \mathrm{E}+06+$ | $6.26 \mathrm{E}+06 \pm 4.52 \mathrm{E}+06+$ | $4.49 \mathrm{E}+06 \pm 3.65 \mathrm{E}+06+$ |
| RGBSO | $7.41 \mathrm{E}+05 \pm 2.19 \mathrm{E}+05+$ | $1.94 \mathrm{E}+06 \pm 1.24 \mathrm{E}+04+$ | $9.44 \mathrm{E}+05 \pm 2.50 \mathrm{E}+03+$ | $1.16 \mathrm{E}+06 \pm 9.61 \mathrm{E}+04+$ | $9.45 \mathrm{E}+05 \pm 2.72 \mathrm{E}+03+$ |
| MDBSO | $1.33 \mathrm{E}+05 \pm 2.55 \mathrm{E}+03-$ | $1.96 \mathrm{E}+06 \pm 2.31 \mathrm{E}+04+$ | $1.01 \mathrm{E}+06 \pm 6.90 \mathrm{E}+04+$ | $1.41 \mathrm{E}+06 \pm 3.10 \mathrm{E}+05+$ | $1.08 \mathrm{E}+06 \pm 1.82 \mathrm{E}+05+$ |
|  | CEC2011 F21 | CEC2011 F22 | w/t/l |  |  |
| CSE | $1.52 \mathrm{E}+01 \pm 2.27 \mathrm{E}+00$ | $1.78 \mathrm{E}+01 \pm 2.73 \mathrm{E}+00$ |  |  |  |
| HGSA | $2.73 \mathrm{E}+01 \pm 4.96 \mathrm{E}+00+$ | $3.66 \mathrm{E}+01 \pm 5.93 \mathrm{E}+00+$ | 17/3/2 |  |  |
| IGSA | $2.68 \mathrm{E}+01 \pm 5.41 \mathrm{E}+00+$ | $3.30 \mathrm{E}+01 \pm 4.06 \mathrm{E}+00+$ | 19/1/2 |  |  |
| RGBSO | $2.01 \mathrm{E}+01 \pm 2.89 \mathrm{E}+00+$ | $2.27 \mathrm{E}+01 \pm 3.29 \mathrm{E}+00+$ | 17/1/4 |  |  |
| MDBSO | $1.88 \mathrm{E}+01 \pm 3.43 \mathrm{E}+00+$ | $2.51 \mathrm{E}+01 \pm 2.93 \mathrm{E}+00+$ | 16/3/3 |  |  |



Figure 2.13: Convergence graphs of CSE versus its peers on CEC2017 30 dimensions.
strong convergence state when IGSA convergence stalls and is maintained until the process terminates. A similar situation is posted in F9 on 50 dimensions, which can be seen from Fig. 2.14. It can be seen that the CSE has an excellent ability to jump out of a local optimum. On other problems such as F28 on 30 dimensions, F2 and F16 on 50 dimensions, CSE converges earlier than other algorithms and achieved better solutions.


Figure 2.14: Convergence graphs of CSE versus its peers on CEC2017 50 dimensions.

The box-and-whisker diagrams used to observe the distribution and quality of the solutions are presented in Fig. 2.15 and Fig. 2.16. For most of the test problems in these two diagrams, CSE not only has higher solution quality, but also has excellent stability. One exception is that in F20 on 30 dimensions, HGSA achieved an extreme value, which is smaller than the minimum of all other algorithms. However, the extreme value does not represent the performance of the algorithm, and globally, the solution quality of CSE is generally higher than HGSA on F20.

With respect to CEC2011, the convergence status of the CSE and the quality and distribution of the solutions are depicted in Fig. 2.17 and Fig. 2.18, respectively. For F1,


Figure 2.15: Box-and-whisker diagrams of CSE versus its peers on CEC2017 30 dimensions.


Figure 2.16: Box-and-whisker diagrams of CSE versus its peers on CEC2017 50 dimensions.

F21, and F22, the convergence performance of the CSE is better than that of several other algorithms. Moreover, the solution has a high quality and strong stability.

### 2.5 Conclusion

In this paper, we propose an adaptive CSE algorithm guided by the intensity of success based on historical information. The key of this paper is the application of chaotic local search. Chaotic sequences are used instead of standard random number generators to adjust the chaotic search radius. Several chaotic maps are used as alternatives to generate random values. The improvement in the algorithm caused by each chaotic sequence generating random values is referred to as success intensity. The success intensity caused by each chaotic map is recorded over several iterations. The higher the historical success intensity, the larger the area occupied by the roulette and the higher the probability of being selected. This means that the success information of several recent iterations will guide the choice of chaotic maps in the following iteration, thereby affecting the search range of the CLS. The change in search radius balances exploration and exploitation, avoiding both falling into local optimum and accelerating convergence.

To verify whether CSE is efficient, we conducted comparative experiments with SE and other metaheuristic algorithms. Prior to all experiments, we discussed the length of historical information. Among the results of the Friedman test, we found that the best results were obtained in this experiment when the length of the historical information was equal to MaxIter/300. The comparative tests are based on the benchmark function set CEC2017 and the real-world optimization problem set CEC2011. The results of the experiment with the SE prove that the CSE has a higher global convergence speed and better ability to address real-world problems. Additionally, the search trajectory graph of the CSE illustrates that it has the ability to jump out of the local optimum, which proves that our scheme of improvement is effective. Moreover, the comparison results with other algorithms also prove that the CSE is competitive.

In summary, the CSE is an effective algorithm, which also makes us more interested in CLS based on historical information. The historical information used in this paper only


Figure 2.17: Convergence graphs of CSE versus its peers on CEC2011.


Figure 2.18: Box-and-whisker diagrams of CSE versus its peers on CEC2011.
considered the success intensity, both the intensity and the number of successes should be utilized simultaneously. Additionally, whether it can be integrated well with other global search algorithms, e.g., gravitational search algorithm $[62,63]$ will be the subject of future work. In addition, the applicability of CSE will be verified on other real-world applications, such as neural network learning [64], protein structure prediction [65], and Internet of vehicles [66] [67].

## Chapter 3

## Adaptive chaotic equilibrium optimizer

### 3.1 Introduction

Metaheuristic algorithms (MHAs) have received a lot of attention in the last decades because of their achievements in various fields [14, 16]. The inspiration determines the flow and structure of the algorithm. The genetic algorithm (GA) inspired by evolution and genetics uses crossover to exchange individual information [8]. The ant colony algorithm (ACO) inspired by the foraging behavior of ants uses pheromones to find the shortest path [9]. The gravitational search algorithm (GSA), which is inspired by the law of gravity, uses mass and interaction to update the position of particles and thus find the optimal solution [62,63]. Brain storm optimization (BSO), which is inspired by human brainstorming behavior, clusters the population and updates the population using cluster centers and random individuals $[11,13,60]$. The particle swarm algorithm, which is inspired by the foraging behavior of bird flocks, gives each particle a direction and speed to find the optimal solution in space [68]. With various inspirations, MHAs have shown powerful performance in complex real-world problems [5], e.g., the lung cancer prognosis [69], no-wait flow shop scheduling problem (citeengin2018new, financial crisis prediction [70], optimal power flow problem [71], and classification of brain tumor images [72].

The major difference between MHAs and traditional algorithms is that the former can find the approximate solutions even if they do not find optimal solutions. For many engineering problems, this characteristics can save a lot of time cost. For MHAs, most of the research lies in improving the search ability of the algorithm, i.e., making the solution
found closer to the true optimal solution. Search ability depends on the ability to exploit and explore the search space. Exploitation determines the ability to trap into the local region and improve the quality of the solution. Exploration determines the ability of the algorithm to jump out of the current region and find the region where the optimal solution is located. However, too much exploitation will make the algorithm lack the ability to jump out of the local optimum, while too much exploration will make convergence decrease or even stagnant [18]. Therefore, the balance of exploitation and exploration is crucial to the performance of the algorithm [73].

Equilibrium optimizer (EO) is proposed in 2020 with a novel inspiration, which is a mass balance model in a control volume [74]. Within this model, the variation of the input and generated masses in the volume with time is measured to estimate the equilibrium state. In EO, the particles represent the individuals and the concentrations are corresponding to the variables of the individuals. The particle update is composed of three separate terms, i.e., the equilibrium term, the exploration term and the exploitation term. These three terms have enabled EO to be one of the best-performing metaheuristic algorithms. Nevertheless, as a new algorithm, EO still have room for improvement. In this study, we attempt to improve the performance of EO by achieving a better balance between exploration and exploitation.

EO's equilibrium terms are selected from the equilibrium pool, which contains four best particles and an average particle. EO is expected to be enhanced by improving the quality of the equilibrium pool. A direct method is to improve the quality of the four best particles by a local search. Such combination of global and local search is usually termed as memetic algorithms (MA) [20]. MAs have advantages in solving complex and largescale problems and have been applied in numerous fields, including the traveling salesman problem [75], quadratic assignment problem [76], and very large scale integrated-circuit floorplanning [77]. Within the framework of MA, the local search method needs to be determined.

Chaotic local search (CLS) is an effective strategy to improve the quality of solutions. Chaos has two properties of randomicity and ergodicity, which makes it unpredictable, but enabling MHAs to possess more ability to jump out of the local optima [78]. It is widely
recognized that chaos is a good alternative to random numbers, and some researches have shown that in various cases chaos performs better than random numbers. In [24], the authors have shown that the convergence properties of the evolutionary algorithms (EAs) are strongly related to the random sequence, and it has been verified that the chaotic sequence replacing the random sequence can improve the performance of EAs. The method of replacing random numbers with chaos has also been used for the particle swarm optimization algorithm (PSO) [28], where all random variables in the PSO are replaced with chaotic numbers, and the results show that the competitiveness of the chaotic PSO is improved. Another chaotic PSO [29], which used multiple chaotic maps to adjust the attraction parameter, also improved the performance of the algorithm. On the other hand, CLS is a method that uses chaotic sequences to search for better individuals in the neighborhood of the current solution. It acts directly on the search space and is more efficient than just replacing random numbers. The ergodicity of chaos makes local search have a higher chance of finding better individuals. A chaotic artificial bee colony algorithm [43] proposes three chaotic strategies, which are replacing random numbers with chaos, the CLS, and a combination of these two. Experiments show that the latter two are more effective than the first one. In [37], the chaotic gravitational search algorithm also shows that the CLS improves the performance of the algorithm more than replacing random numbers. CLS is also used in BSO to avoid convergence stagnation [12]. A mechanism of utilizing multiple chaotic maps is proposed in [38], which leads to a huge performance improvement for differential evolution algorithms.

The above-mentioned research makes CLS the point of focus. From these previous related work, it can be found that CLS can generally enhance the local exploitation ability of a meta-heuristic algorithm. However, most of them only adopted one chaotic map to generate chaotic sequence, which obviously limits the adaptability and flexibility of the search. Some recent research [38] has shown that multiple chaotic maps can improve the search ability of an algorithm when encountering various landscapes of an optimization problem. The usage of multiple-chaos-based CLS thus motivates us to design a sophisticated incorporation method for the recently proposed equilibrium optimizer. Thus, in this paper, we propose an adaptive chaotic local search method based on the differential radius, and apply
it on the equilibrium optimizer. The resultant algorithm is called chaotic equilibrium optimizer (CEO). The adaptability of the CEO comes from two factors, i.e., the differential radius and the selection of chaotic maps.

The differential radius denotes the difference between the four best particles in the equilibrium pool. When facing with complex problems, these four particles are often distributed in different regions with a large distance in early convergence stage, and a small one in late convergence stage. Therefore, this differential radius should also be decreased with iterations to better fine-tune solutions. By innovatively using the differential radius, the population diversity can be well maintained. In search search stage, the search radius is relatively large, the particles generated are far from the current region, thus preserves diversity for the population. As diversity is related to the performance of exploration and exploitation, it also provides the ability to jump out of the local optimum. Along with the iteration, the differential radius becomes smaller with the same magnitude of four particles in the equilibrium pool, thus enabling the search to perform as an exploitation manner.

The selection of the chaotic maps depends on a variable called success intensity. In this mechanism, several different chaotic maps are used to generate chaotic sequences, which are used to adjust the search radius. Since multiple chaotic maps are employed, selecting the appropriate chaotic map for the algorithm at the right time is the core task. The success intensity refers to the degree of improvement that a chaotic map brings to the algorithm. The success intensity of each chaotic map is recorded separately and accumulated for a period of time. The higher the cumulative success intensity, the larger the probability that the chaotic map will be selected for the next iteration. In comparison with previous CLS-based meta-heuristic algorithms, the distinct characteristics of CEO is the proposal of success intensity, which guides the algorithm to select the most promising chaotic map to generate sequences to perform the search. To verify the performance of CEO, extensive experiments based on a set of IEEE benchmark functions and four real-world applications are conducted. Comparative results with several mainstream meta-heuristics demonstrate the superiority of CEO in terms of solution quality and convergence speed.

In summary, this paper incorporates the properties of differential radius and multichaotic local search into the equilibrium optimizer, which makes the proposed CEO have
better ability to balance global exploration with local exploitation. It contributes to the literature from the following aspects:

1) To our best knowledge, this is the first attempt to hybridize the chaotic local search with the equilibrium optimizer. Thus, an effective optimization algorithm is successfully designed to tackle the exploitation and exploration key problems in metaheuristic algorithms, which might give more insights into the mechanism of how to improve the search efficiency of an algorithm.
2) A novel success intensity-based multiple chaos embedding scheme is proposed in the local search operator, which significantly improving the local exploitation capacity of the algorithm, and meanwhile due to the inherent ergodicity of chaos, it also enables the algorithm to possess a strong ability of jumping out the local optimum.
3) Extensive experimental results based on 29 benchmark optimization functions and 4 different engineering problems verify the effectiveness and robustness of the proposed CEO algorithm in comparison with its peers. This solid results support the main conclusion of this paper that CEO is a powerful optimization algorithm that has great potential to deal with various real-world problems.

The remainder of this chapter is structured as follows: Sections 2 describes the origin and main processes of EO. Section 3 introduces the motivation of the CEO and the way it works. In section 4, CEO is compared with EO and other mainstream algorithms to illustrate its effectiveness and competitiveness. In section 5, the change of population diversity brought by the CEO and the computational complexity are discussed. Section 6 summarizes the chapter and presents the future work.

### 3.2 Equilibrium optimizer

EO is a population-based algorithm inspired by a well-mixed dynamic mass balance on a control volume. This dynamic balance describes an equation in which the change in mass over time within the system is equal to the input mass plus the generated mass minus the output mass, expressed as:

$$
\begin{equation*}
V \frac{\mathrm{~d} C}{\mathrm{~d} t}=H \cdot C^{e}-H \cdot C+X \tag{3.1}
\end{equation*}
$$

where $V$ indicates the control volume, and $C$ is the concentration inside it. Thus $V \frac{\mathrm{~d} C}{\mathrm{~d} t}$ describes the change rate in this control volume. $H$ donates the flow rate input or output of the control volume. $C^{e}$ is the concentration at an equilibrium state. In this equilibrium state, there is no generation in the volume. $X$ represents the generation in this volume. Eq. (3.1) can be regarded as the function of $\frac{H}{V}$ solving for $\frac{\mathrm{d} C}{\mathrm{~d} t}$, and $\frac{H}{V}$ is called a turnover rate. By dividing $\frac{H}{V}$ with $\xi$, Eq. (3.1) can be converted into an integration over time, shown as:

$$
\begin{equation*}
\int_{C^{0}}^{C} \frac{\mathrm{~d} C}{\xi C^{e}-\xi C+\frac{X}{V}}=\int_{t^{0}}^{t} \mathrm{~d} t \tag{3.2}
\end{equation*}
$$

Thus, Eq. (3.2) can be presented with a variable $w$ as follows:

$$
\begin{equation*}
C=C^{e}+\left(C^{0}-C^{e}\right) w+\frac{X}{\xi V}(1-w) \tag{3.3}
\end{equation*}
$$

where $w$ is expressed as:

$$
\begin{equation*}
w=e^{-\xi\left(t-t^{0}\right)} \tag{3.4}
\end{equation*}
$$

In Eqs. (3.2), (3.3) and (3.4), $C^{0}$ and $t^{0}$ mean the initial concentration and time, respectively. Based on the these equations, the framework of EO can be constructed in three steps, as shown in Fig. 3.1, and they are elaborated in the following.

### 3.2.1 Concentration initialization

Concentrations are the search agents of EO, and the initial concentrations are generated randomly in the given range. This process is expressed as follow:

$$
\begin{equation*}
C_{i, d}^{0}=C_{d}^{l}+r_{i, d}^{0} \cdot\left(C_{d}^{u}-C_{d}^{l}\right) \quad i=1, \ldots, N \quad d=1, \ldots, D \tag{3.5}
\end{equation*}
$$

where $C_{d}^{l}$ and $C_{d}^{u}$ are the lower and upper boundaries of the range set by the evaluation functions, respectively. The subscript $i$ represents the $i$ th particle in the population. $N$ denotes the size of the population. $D$ is the dimension of the objective functions. $r^{0}$ denotes


Figure 3.1: Flowchart of EO.
a random value between 0 and 1 . This equation makes the particles randomly distributed in the search space.

### 3.2.2 Equilibrium pool and candidates

This step is a preparation for the population update. It is similar to the clustering strategy in BSO, where the update of the population depends on the cluster centers or random individuals. The population update of EO is based on the particles in the equilibrium pool. The equilibrium pool contains five particles. Four of them are the four best particles in the current iteration, and the other one is a particle composed of the mean of these four particles. The equilibrium pool can expressed as follow:

$$
\begin{equation*}
Z=\left\{\overrightarrow{C_{1}^{q}}, \overrightarrow{C_{2}^{q}}, \overrightarrow{C_{3}^{q}}, \overrightarrow{C_{4}^{q}}, \overrightarrow{C_{m}^{q}}\right\} \tag{3.6}
\end{equation*}
$$

where $Z$ means the equilibrium pool, $\overrightarrow{C_{1}^{q}}$ to $\overrightarrow{C_{4}^{q}}$ denotes the best four particles, and $\overrightarrow{C_{m}^{q}}$ is the average particle. The particles in the equilibrium pool are randomly selected to generate the particles for the next iteration. It is stated that the best four particles provide the exploration
ability for the algorithm, and the average particle provides the exploitation ability [74].

### 3.2.3 Concentration update

The particle set of EO represents the population of the algorithm, and its update method is reflected in the concentration update of each particle. The update equation is a variation of Eq. (3.3), shown as:

$$
\begin{align*}
& C_{i, d}(k+1)=z_{i, d}(k) \\
& +\left(C_{i, d}(k)-z_{i, d}(k)\right) \cdot w_{i, d}(k)+\frac{X_{i, d}(k)}{\xi_{i, d}(k) \cdot V} \cdot\left(1-w_{i, d}(k)\right)  \tag{3.7}\\
& i=1,2,3, \ldots, N \quad d=1,2,3, \ldots, D \quad k=1,2,3, \ldots, K
\end{align*}
$$

where $V$ is set to $1 . \xi$ denotes the turnover rate, which is a value that changes with iteration time. Here, it is set to a random value between 0 and $1 . z$ is a particle randomly selected from the equilibrium pool $Z . k$ denotes the number of current iterations and $K$ denotes the maximum number of iterations. $w$ is used to help balance exploitation and exploration, and it is expressed as:

$$
\begin{equation*}
\vec{w}=e^{-\vec{\xi}\left(t-t^{0}\right)} \tag{3.8}
\end{equation*}
$$

where $t^{0}$ and $t$ are time-related parameters, respectively. They are set as functions of the number of iterations, shown as:

$$
\begin{gather*}
\overrightarrow{t^{0}}=\frac{1}{\xi} \ln \left[-a \times S\left(\overrightarrow{r^{1}}-0.5\right) \cdot\left(1-e^{-\vec{\xi} t}\right)\right]+t  \tag{3.9}\\
t=\left(1-\frac{k}{K}\right)^{\left(b \frac{k}{K}\right)} \tag{3.10}
\end{gather*}
$$

where $a$ and $b$ are two constant values to adjust the exploration and exploitation ability, respectively. Regarding these parameters, more detailed analysis can be found in [74]. In addition, $r^{1}$ is a random value between 0 and $1 . S()$ represents the sign function, and its value depends on the positive or negative of the value in the parentheses. The parameter $X$ in Eq. (3.7) denotes the generation rate which is important to perform the exploitation. It is defined as follow:

$$
\begin{equation*}
\vec{X}=\overrightarrow{X^{0}} e^{-\vec{\xi}\left(t-t^{0}\right)} \tag{3.11}
\end{equation*}
$$

where $X^{0}$ represents the initial generation rate, shown as:

$$
\begin{gather*}
X_{i, d}^{0}=F_{i, d} \cdot\left(z_{i, d}-\xi_{i, d} \cdot C_{i, d}\right)  \tag{3.12}\\
i=1,2, \ldots . N \quad d=1,2, \ldots, D \\
\vec{F}=\left\{\begin{array}{cc}
0.5 \overrightarrow{r^{\vec{G}}} & r^{P} \geq P \\
\overrightarrow{0} & r^{P}<P
\end{array}\right. \tag{3.13}
\end{gather*}
$$

Here $F$ is called a generation rate control parameter, and it determines the probability that the generation rate will take effect during the update. $r^{G}$ and $r^{P}$ are two random value between 0 to 1 , respectively, and they affect the value of $F$. This process affects the number of particles that are updated using the generation rate.

### 3.3 Adaptive chaotic equilibrium optimizer (CEO)

### 3.3.1 Motivation

In the process of EO , the particles in the equilibrium pool are taking part in each particle update. Along with iterations, the particle's quality in the equilibrium pool is improved and the quality of the population is also gradually improved. It is reasonable to infer that the quality of the particles in the equilibrium pool is crucial for the population. Therefore, enhancing the search performance of the algorithm by improving the quality of the equilibrium pool is taken into account in this study.

To realize this, a direct approach is to perform a local search operation for the four best particles in each generation. When a better particle is found by the local search, it will replace the current particle, thus improving the overall quality of the equilibrium pool. This local search is expected to be adaptive and lead to a better balance between exploration and exploitation. First, a differential radius is considered, which can be combined with the characteristics of the EO itself. The distribution of the four best particles in the equilibrium
(a) Logistic map

(b) Gaussian map


Figure 3.2: Histogram of two typical chaotic maps.
pool in the complex problem is from divergence to convergence. To clearly illustrate this, Fig. 3.3 describes the convergence process of EO on the a benchmark function (F22) taken from CEC2017, where the red square indicates the location of the global optimum and the red dots indicate the four best particles of the current generation. The differential radius is the difference between two of these four particles at random, which also decreases with iteration.

As mentioned above, the random values used to adjust the radius are replaced by the values generated by chaotic maps, since some researches have shown the advantage of chaotic numbers over random numbers. Chaotic maps have different rules for generating values, which leads to their own characteristics for radius adjustment. As an example, Fig. 3.2 shows the distribution of values generated by the logistic map and the Gaussian map. It counts the distribution of 10,000 generated values by these two maps. From it, it can be observed that the logistic map produces more values near the boundary, which means that it is more likely to have a larger variation in the scale of the radius adjustment. On the other hand, the Gaussian map produces values with a decreasing frequency from 0 to 1 , indicating that it is more possibly to have a small scale radius adjustment. Additionally, multi-chaos mechanism has made achievements, an adaptive selection method of chaotic maps can bring improvement to the algorithm. In this study, the selection method is designed to depend on the degree of contribution each chaotic map that makes to optimization. The variable that records this degree is named success intensity. The success intensity of each chaotic map is accumulated separately, and the higher the cumulative success intensity, the larger the probability of a chaotic map being selected. Furthermore, the chaotic maps


Figure 3.3: Diagram of the position change of the four best particles with iterations.
required by the algorithm at different convergence stages are different. Therefore, only the intensity in the latest several times of success is recorded and accumulated. This is also to avoid the impact of the huge convergence rate in the early stage on the later stage.

### 3.3.2 CLS in CEO

When it comes to local search, it is necessary to determine the radius of the search. CEO adopts an adaptive radius based on chaos and difference to enhance the exploration in the early stage and the exploitation in the later stage. It can be expressed as follows:

$$
\begin{gather*}
\overrightarrow{C_{g^{\prime}}^{q, j}}(k)=\overrightarrow{C_{g}^{q}}+M_{g}^{j}(k)\left(\overrightarrow{C^{r 1}}(k)-\overrightarrow{C^{r 2}}(k)\right)  \tag{3.14}\\
g=1,2,3,4, \quad j=1,2,3, \ldots, J, \quad k=1,2,3, \ldots, K
\end{gather*}
$$

where $\overrightarrow{C_{g}^{q}}$ denotes one particle in the equilibrium pool, $\overrightarrow{C_{g^{\prime}}^{q, j}}$ is the particles temporarily generated by the CLS, which will replace the original one $\overrightarrow{C_{g}^{q}}$ if it is better than $\overrightarrow{C_{g}^{q}} \cdot \overrightarrow{C^{r 1}}$ and $\overrightarrow{C^{r 2}}$ are two of the four best particles in the current iteration, and they are selected randomly. In this study, $\overrightarrow{C^{r 1}}-\overrightarrow{C^{r 2}}$ is regarded as the differential radius. $M_{g}^{j}(k)$ denotes a value generated by the $j$ th chaotic map, and it is used to adjust the search radius. There are
$J$ chaotic maps, and one of them is selected in each local search using a roulette wheel.
In roulette wheel selection, the percentage of each chaotic map depends on the magnitude of the improvement they bring to the algorithm. The greater the improvement, the bigger the percentage. It aims to pick the appropriate chaotic map to adjust the local search radius. This magnitude is referred to as the success intensity. It is the difference between the temporary particle and the current particle only when the local search finds a better particle. The success intensity is defined as:

$$
\begin{equation*}
\Delta_{n}^{j}=f\left(C_{g}^{q}(k)\right)-f\left(C_{g^{\prime}}^{q, j}(k)\right) \tag{3.15}
\end{equation*}
$$

where $f()$ is the objective function to calculate the fitness of the particle. $\Delta_{n}^{j}$ denotes the success intensity brought by the $j$ th chaotic map at the $n$th successful local search. $\Delta_{n}^{j}$ is not recorded in every generation; it is executed only when a local search is performed successfully.

It is widely accepted that the operations currently perform well might also be a good choice for the remaining iterations. To maintain the long time influence of a selection result, the cumulative success intensity is used to calculate the roulette percentage. It is the sum of the success intensity brought by each chaotic maps in $L$ times of successful local search. It is worth noting that most heuristic algorithms converge fast in the early stage and slow in the later stage. This results in an algorithm to require different values to adjust the search radius at different stages. It, thus, suggests that the adjustment of the radius must be timely. If the value of $L$ is too large, a larger success intensity in the early stages is likely to affect the selection in the later stages. That is, the cumulative success intensity only records information of $L$ times of local search before the current generation. Here $L$ is set to 100 based on empirical testing. With the cumulative success intensity, The percentage of each chaotic map in roulette is expressed as follows:

$$
\eta^{j}(k)=\left\{\begin{array}{cc}
\sum_{n=1}^{l} \Delta_{n}^{j} & l \leq L  \tag{3.16}\\
\sum_{n=l-L+1}^{l} \Delta_{n}^{j} & l>L
\end{array}\right.
$$

```
Algorithm 4: Chaotic local search
    Function CLS \((l, \lambda, J)\) :
        for \(g=1: \lambda\) do
            Select two particles \(C^{r 1}\) and \(C^{r 2}\) randomly from the top 4 best particles
            Mark the top \(g\) particle as \(C_{g}\)
            Generate an adjustment value \(M\) by the roulette
            \(C_{g^{\prime}} \leftarrow C_{g}+M \cdot\left(C^{r 1}-C^{r 2}\right)\)
            if \(C_{g^{\prime}}<C_{g}\) then
                    \(C_{g} \leftarrow C_{g^{\prime}} ;\)
                    \(l \leftarrow l+1\)
                Calculate cumulative success intensity \(\eta\)
                Update the success intensity percentage \(p\) of chaotic maps
                Update \(P\) by \(1 / J\)
                Reset the roulette
```

$$
\begin{gather*}
p^{j}(k)=\frac{\eta^{j}(k)}{\sum_{j=1}^{\eta^{j}(k)}}+\frac{1}{J}  \tag{3.17}\\
P^{r, j}(k)=\frac{p^{j}(k)}{\sum_{j=1}^{j} p^{j}(k)} \tag{3.18}
\end{gather*}
$$

In Eq. (3.16), $\eta^{j}(k)$ denotes the cumulative success intensity of the $j$ th chaotic map in the latest $L$ times of local search. $l$ refers to the total number of successful local searches so far. $p^{j}$ is the variable used to avoid unfairness, since the roulette may lead to certain chaotic maps that are never selected in the $L$ times of local search. This will cause the cumulative success intensity of these chaotic maps to be recorded as 0 . To give every chaotic map a chance of being selected, $1 / J$ is introduced to keep the possibility of each chaotic map to be selected, which is shown in Eq. (3.17). $J$ represents the number of chaotic maps. In this study, 12 widely chaotic maps are considered (i.e., $J=12$ ), including the logistic map, piecewise linear chaotic map, singer map, sine map, sinusoidal map, tent map, bernoulli shift map, chebyshev map, circle map, cubic map, guassian map, and iterative chaotic map with infinite collapses. More details regarding the used 12 chaotic maps can be referred in [79]. $P^{r, j}$ in Eq. (3.18) is the percentage of a chaotic map for roulette in the actual algorithmic process.


Figure 3.4: Descriptive process of CLS in CEO.

```
Algorithm 5: Chaotic equilibrium optimizer
    Function CEO ( \(N, F E s\) ):
        Initialize the population with N particles
        for \(N F E s=1: F E s\) do
            Evaluate the population
            Construct the equilibrium pool with four best particles
            Perform CLS
            Update \(w\) with Eqs. (3.8)~(3.10)
            Update generation rate \(X\) with Eqs. (3.11)~(3.13)
            Update the population
```

Algorithm 4 shows the pseudo-code of the CLS in CEO. In it, $\lambda$ indicates the number of CLS in each iteration. As the CLS acts on the four best particles in the equilibrium pool, the $\lambda$ here equals to four. The pseudo-code of the proposed CEO is represented in Algorithm 5, where NFEs denotes the number of current evaluations, FEs means the maximum number of function evaluations, and it is used as the termination condition of the algorithm.

Fig. 3.4 describes the operation of the CLS in the CEO, which expresses the two ideal cases of jumping out of the local optimal and further performing exploitation. On the left side of the diagram, Chaos $_{1}$ to Chaoss $_{J}$ are the distribution histograms of these chaotic maps, which expresses the distribution of the values generated between 0 and 1 . The yellow bars beside them represent their cumulative success intensity. The greater the cumulative success intensity, the larger the percentage in the roulette of being selected to perform CLS. $C_{1}^{e}$ to $C_{4}^{e}$ denote the four best particles in the equilibrium pool, respectively. $C_{1}^{e \prime}$ and $C_{2}^{e \prime}$ are two particles generated by the CLS. The search information of $C_{1}^{e}$ comes from $C_{3}^{e}$ and $C_{4}^{e}$, which makes the particle jump out of the local optimal. The search information of $C_{2}^{e}$ is
arisen from $C_{3}^{e}$ and $C_{1}^{e}$, which makes the particle perform to perform further exploitation. As illustrated in Fig. 3.4, it can be expected that CEO can possess a better balance of exploration and exploitation of search.

### 3.4 Experiment

To verify the performance of CEO, the main experiment was divided into two phases. In the first phase, we compared CEO with EO on the benchmark function set CEC2017 [54]. CEC2017 contains 29 test functions, labeled as F1 to F29, where F1 and F2 are unimodal functions, F3 to F9 are simple multimodal functions, F10 to F19 are hybrid functions, and F20 to F29 are composition functions. Then two real-world optimization problems [55], i.e., the spread spectrum radar polly phase code design problem and the dynamic economic dispatch problem, were introduced to further verify the performance of the algorithm. In the second phase, CEO is compared with several recently proposed mainstream algorithms, including genetic learning particle swarm optimization (GLPSO) [51], grey wolf optimizer (GWO) [80], improved gravitational search algorithm (IGSA) [58], sine cosine algorithm (SCA) [61], and wingsuit flying search (WFS) [81]. Two additional real-world optimization problems, including the large scale transmission pricing problem and the spacecraft trajectory optimization problem are also tested [55].

### 3.4.1 Experiment setup

For the fairness of the experiment, all algorithms were set with the same maximum number of function evaluations as the termination condition. It was set to $D * 10^{4}$, where $D$ represents the dimension of the test function. In this experiment, CEC2017 benchmark functions with 30 and 50 dimensions were used to evaluate the quality of the obtained solutions, respectively. The dimension of the real-world optimization problem varies from problem to problem, which will be clarified in the description of the experiment. To avoid randomness, all experiments were run 51 times independently and the mean value was evaluated as the final result.

Table 3.1: Friedman test for multi-chaotic maps discussion.

| Algorithm | Rank | Final Rank |
| :--- | :--- | ---: |
| CEO_M | 7.2759 | 1 |
| CEO_1 | 7.6897 | 7 |
| CEO_2 | 7.6552 | 6 |
| CEO_3 | 7.8966 | 10 |
| CEO_4 | 8.4828 | 14 |
| CEO_5 | 7.6207 | 5 |
| CEO_6 | 7.8276 | 8 |
| CEO_7 | 7.8621 | 9 |
| CEO_8 | 8.0345 | 11 |
| CEO_9 | 7.3103 | 2 |
| CEO_10 | 7.3793 | 3 |
| CEO_11 | 8.069 | 12 |
| CEO_12 | 8.4483 | 13 |
| NoCEO | 11.0345 | 15 |
| RandEO | 7.4138 | 4 |

### 3.4.2 Discussion of multi-chaos mechanism

Before the main experiment, a preliminary experiment was performed to ensure that the multi-chaos mechanism worked. The experiment used CEC2017 as the test function and the dimension was set to 30 . The 12 chaotic maps used in the multi-chaos mechanism are used separately in the same local search mechanism. Table 3.1 shows the results of this experiment, where CEO_1 to CEO_12 represent the 12 single-chaos versions. In addition, the no-chaos mechanism version and the rand-based version are added to the comparison objects, labeled as NoCEO and RandEO, respectively. The Friedman test [56] is used to rank the performance of the algorithms. It can be found that the local search mechanism of multi-chaos outperforms other search mechanisms. In addition, NoCEO, which uses only difference without chaos for adjustment, has the least satisfactory search performance. These allow the competitiveness of multi-chaos CEO mechanism to be confirmed.

### 3.4.3 Comparison experiments with EO on benchmark functions

Since the improvement of CEO is based on EO, the most direct way to judge whether the solution is effective is to observe the quality of the solution of these two. The experiments

Table 3.2: Experiment data of CEO versus EO on CEC2017 benchmark functions with 30 dimensions.

| Algorithm | CEC2017 D30 F1 | CEC2017 D30 F2 | CEC2017 D30 F3 | CEC2017 D30 F4 | CEC2017 D30 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CEO | $6.05 \mathrm{E}+03 \pm 5.59 \mathrm{E}+03$ | $3.36 \mathrm{E}+04 \pm 8.77 \mathrm{E}+03$ | $8.72 \mathrm{E}+01 \pm 3.94 \mathrm{E}-01$ | $2.33 \mathrm{E}+01 \pm 6.93 \mathrm{E}+00$ | $4.34 \mathrm{E}-02 \pm 7.97 \mathrm{E}-02$ |
| EO | $4.94 \mathrm{E}+03 \pm 4.91 \mathrm{E}+03 \approx$ | $4.71 \mathrm{E}+01 \pm 6.13 \mathrm{E}+01-$ | $7.87 \mathrm{E}+01 \pm 2.59 \mathrm{E}+01-$ | $6.33 \mathrm{E}+01 \pm 1.86 \mathrm{E}+01+$ | $9.79 \mathrm{E}-03 \pm 3.32 \mathrm{E}-02-$ |
|  | CEC2017 D30 F6 | CEC2017 D30 F7 | CEC2017 D30 F8 | CEC2017 D30 F9 | CEC2017 D30 F10 |
| CEO | $5.30 \mathrm{E}+01 \pm 5.61 \mathrm{E}+00$ | $2.61 \mathrm{E}+01 \pm 6.53 \mathrm{E}+00$ | $\mathbf{2 . 8 5 E - 0 1} \pm$ 3.15E-01 | $1.50 \mathrm{E}+03 \pm 5.71 \mathrm{E}+02$ | $3.66 \mathrm{E}+01 \pm 2.86 \mathrm{E}+01$ |
| EO | $8.84 \mathrm{E}+01 \pm 1.64 \mathrm{E}+01+$ | $6.22 \mathrm{E}+01 \pm 1.48 \mathrm{E}+01+$ | $9.95 \mathrm{E}+00 \pm 1.38 \mathrm{E}+01+$ | $3.40 \mathrm{E}+03 \pm 6.28 \mathrm{E}+02+$ | $4.34 \mathrm{E}+01 \pm 2.70 \mathrm{E}+01+$ |
|  | CEC2017 D30 F11 | CEC2017 D30 F12 | CEC2017 D30 F13 | CEC2017 D30 F14 | CEC2017 D30 F15 |
| CEO | $5.46 \mathrm{E}+05 \pm 5.03 \mathrm{E}+05$ | $4.54 \mathrm{E}+04 \pm 2.28 \mathrm{E}+04$ | $4.47 \mathrm{E}+04 \pm 3.30 \mathrm{E}+04$ | $3.49 \mathrm{E}+03 \pm 4.43 \mathrm{E}+03$ | $5.25 \mathrm{E}+01 \pm 9.51 \mathrm{E}+01$ |
| EO | 7.43E+04 $\pm 5.96 \mathrm{E}+04-$ | $1.97 \mathrm{E}+04 \pm 1.80 \mathrm{E}+04-$ | $7.95 \mathrm{E}+03 \pm 7.00 \mathrm{E}+03-$ | $5.68 \mathrm{E}+03 \pm 7.93 \mathrm{E}+03 \approx$ | $6.03 \mathrm{E}+02 \pm 2.86 \mathrm{E}+02+$ |
|  | CEC2017 D30 F16 | CEC2017 D30 F17 | CEC2017 D30 F18 | CEC2017 D30 F19 | CEC2017 D30 F20 |
| CEO | 3.72E+01 $\pm$ 5.03E+01 | $1.09 \mathrm{E}+05 \pm 5.75 \mathrm{E}+04$ | $7.02 \mathrm{E}+03 \pm 1.15 \mathrm{E}+04$ | $4.51 \mathrm{E}+01 \pm 4.02 \mathrm{E}+01$ | $2.21 \mathrm{E}+02 \pm 5.08 \mathrm{E}+00$ |
| EO | $2.06 \mathrm{E}+02 \pm 1.26 \mathrm{E}+02+$ | $1.65 \mathrm{E}+05 \pm 1.41 \mathrm{E}+05+$ | $1.03 \mathrm{E}+04 \pm 1.55 \mathrm{E}+04 \approx$ | $2.33 \mathrm{E}+02 \pm 1.46 \mathrm{E}+02+$ | $2.49 \mathrm{E}+02 \pm 1.27 \mathrm{E}+01+$ |
|  | CEC2017 D30 F21 | CEC2017 D30 F22 | CEC2017 D30 F23 | CEC2017 D30 F24 | CEC2017 D30 F25 |
| CEO | $1.00 \mathrm{E}+02 \pm 6.93 \mathrm{E}-01$ | $3.67 \mathrm{E}+02 \pm 8.13 \mathrm{E}+00$ | $4.37 \mathrm{E}+02 \pm 7.83 \mathrm{E}+00$ | $3.87 \mathrm{E}+02 \pm 5.23 \mathrm{E}-01$ | $1.03 \mathrm{E}+03 \pm 2.19 \mathrm{E}+02$ |
| EO | $1.38 \mathrm{E}+03 \pm 1.67 \mathrm{E}+03 \approx$ | $4.08 \mathrm{E}+02 \pm 1.68 \mathrm{E}+01+$ | $4.78 \mathrm{E}+02 \pm 1.81 \mathrm{E}+01+$ | $3.89 \mathrm{E}+02 \pm 9.52 \mathrm{E}+00+$ | $1.48 \mathrm{E}+03 \pm 3.61 \mathrm{E}+02+$ |
|  | CEC2017 D30 F26 | CEC2017 D30 F27 | CEC2017 D30 F28 | CEC2017 D30 F29 | w/t/l |
| CEO | $5.08 \mathrm{E}+02 \pm 7.29 \mathrm{E}+00$ | $4.19 \mathrm{E}+02 \pm 1.91 \mathrm{E}+01$ | $4.68 \mathrm{E}+02 \pm 5.37 \mathrm{E}+01$ | $1.43 \mathrm{E}+04 \pm 7.59 \mathrm{E}+03$ |  |
| EO | $5.16 \mathrm{E}+02 \pm 8.21 \mathrm{E}+00+$ | $3.36 \mathrm{E}+02 \pm 4.90 \mathrm{E}+01-$ | $6.23 \mathrm{E}+02 \pm 1.27 \mathrm{E}+02+$ | $6.19 \mathrm{E}+03 \pm 5.49 \mathrm{E}+03-$ | 17/4/8 |

Table 3.3: Experiment data of CEO versus EO on CEC2017 benchmark functions with 50 dimensions.

| Algorithm | CEC2017 D50 F1 | CEC2017 D50 F2 | CEC2017 D50 F3 | CEC2017 D50 F4 | CEC2017 D50 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CEO | $5.39 \mathrm{E}+03 \pm 5.22 \mathrm{E}+03$ | $9.44 \mathrm{E}+04 \pm 1.54 \mathrm{E}+04$ | $1.20 \mathrm{E}+02 \pm 3.01 \mathrm{E}+01$ | $5.37 \mathrm{E}+01 \pm 9.38 \mathrm{E}+00$ | $7.52 \mathrm{E}-02 \pm 3.34 \mathrm{E}-02$ |
| EO | $2.82 \mathrm{E}+03 \pm 4.70 \mathrm{E}+03-$ | $3.06 \mathrm{E}+03 \pm 2.71 \mathrm{E}+03-$ | $6.86 \mathrm{E}+01 \pm 4.61 \mathrm{E}+01-$ | $1.55 \mathrm{E}+02 \pm 3.28 \mathrm{E}+01+$ | $8.51 \mathrm{E}-02 \pm 1.49 \mathrm{E}-01-$ |
|  | CEC2017 D50 F6 | CEC2017 D50 F7 | CEC2017 D50 F8 | CEC2017 D50 F9 | CEC2017 D50 F10 |
| CEO | $1.05 \mathrm{E}+02 \pm 8.64 \mathrm{E}+00$ | $6.03 \mathrm{E}+01 \pm 9.94 \mathrm{E}+00$ | $1.55 \mathrm{E}+00 \pm 1.29 \mathrm{E}+00$ | $3.70 \mathrm{E}+03 \pm 8.53 \mathrm{E}+02$ | $1.61 \mathrm{E}+02 \pm 4.03 \mathrm{E}+01$ |
| EO | $1.92 \mathrm{E}+02 \pm 3.08 \mathrm{E}+01+$ | $1.58 \mathrm{E}+02 \pm 3.85 \mathrm{E}+01+$ | $1.43 \mathrm{E}+02 \pm 2.97 \mathrm{E}+02+$ | $6.07 \mathrm{E}+03 \pm 7.96 \mathrm{E}+02+$ | $1.03 \mathrm{E}+02 \pm 3.52 \mathrm{E}+01-$ |
|  | CEC2017 D50 F11 | CEC2017 D50 F12 | CEC2017 D50 F13 | CEC2017 D50 F14 | CEC2017 D50 F15 |
| CEO | $3.42 \mathrm{E}+06 \pm 2.02 \mathrm{E}+06$ | $2.36 \mathrm{E}+04 \pm 1.22 \mathrm{E}+04$ | $7.84 \mathrm{E}+04 \pm 6.63 \mathrm{E}+04$ | $1.68 \mathrm{E}+04 \pm 6.47 \mathrm{E}+03$ | $4.40 \mathrm{E}+02 \pm 2.54 \mathrm{E}+02$ |
| EO | $8.92 \mathrm{E}+05 \pm 6.69 \mathrm{E}+05-$ | $8.92 \mathrm{E}+03 \pm 9.03 \mathrm{E}+03-$ | $4.27 \mathrm{E}+04 \pm 3.28 \mathrm{E}+04-$ | $1.20 \mathrm{E}+04 \pm 6.77 \mathrm{E}+03-$ | $1.37 \mathrm{E}+03 \pm 4.55 \mathrm{E}+02+$ |
|  | CEC2017 D50 F16 | CEC2017 D50 F17 | CEC2017 D50 F18 | CEC2017 D50 F19 | CEC2017 D50 F20 |
| CEO | $2.14 \mathrm{E}+02 \pm 1.67 \mathrm{E}+02$ | $2.95 \mathrm{E}+05 \pm 1.89 \mathrm{E}+05$ | $1.87 \mathrm{E}+04 \pm 1.19 \mathrm{E}+04$ | $9.05 \mathrm{E}+01 \pm 1.16 \mathrm{E}+02$ | $2.53 \mathrm{E}+02 \pm 1.06 \mathrm{E}+01$ |
| EO | $9.95 \mathrm{E}+02 \pm 3.04 \mathrm{E}+02+$ | $3.53 \mathrm{E}+05 \pm 2.31 \mathrm{E}+05 \approx$ | $1.98 \mathrm{E}+04 \pm 1.29 \mathrm{E}+04 \approx$ | $7.53 \mathrm{E}+02 \pm 2.89 \mathrm{E}+02+$ | $3.23 \mathrm{E}+02 \pm 2.58 \mathrm{E}+01+$ |
|  | CEC2017 D50 F21 | CEC2017 D50 F22 | CEC2017 D50 F23 | CEC2017 D50 F24 | CEC2017 D50 F25 |
| CEO | $1.62 \mathrm{E}+03 \pm 2.01 \mathrm{E}+03$ | $4.60 \mathrm{E}+02 \pm 1.31 \mathrm{E}+01$ | $5.38 \mathrm{E}+02 \pm 1.25 \mathrm{E}+01$ | $5.23 \mathrm{E}+02 \pm 3.55 \mathrm{E}+01$ | $1.44 \mathrm{E}+03 \pm 3.55 \mathrm{E}+02$ |
| EO | $6.41 \mathrm{E}+03 \pm 1.36 \mathrm{E}+03+$ | $5.48 \mathrm{E}+02 \pm 2.82 \mathrm{E}+01+$ | $6.12 \mathrm{E}+02 \pm 2.91 \mathrm{E}+01+$ | $5.65 \mathrm{E}+02 \pm 3.34 \mathrm{E}+01+$ | $2.56 \mathrm{E}+03 \pm 5.76 \mathrm{E}+02+$ |
|  | CEC2017 D50 F26 | CEC2017 D50 F27 | CEC2017 D50 F28 | CEC2017 D50 F29 | w/t/l |
| CEO | $5.57 \mathrm{E}+02 \pm 3.06 \mathrm{E}+01$ | $4.67 \mathrm{E}+02 \pm 1.75 \mathrm{E}+01$ | $4.21 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02$ | $9.08 \mathrm{E}+05 \pm 2.11 \mathrm{E}+05$ |  |
| EO | $6.25 \mathrm{E}+02 \pm 5.07 \mathrm{E}+01+$ | $4.91 \mathrm{E}+02 \pm 1.96 \mathrm{E}+01+$ | $8.86 \mathrm{E}+02 \pm 2.44 \mathrm{E}+02+$ | $1.03 \mathrm{E}+06 \pm 2.35 \mathrm{E}+05+$ | 18/2/9 |

were conducted using CEC2017 as the test function with 30 and 50 dimensions, respectively. The experimental results are shown in Table 3.2 and Table 3.3. The table records the mean and standard deviation of the results of 51 times of independent experiments. " + ", "-" and " $\approx$ " indicate the statistical results of the Wilcoxon signed rank test. Significant wins are marked as " + ", failures are marked as "-", and non-significant differences are marked as " $\approx$ ". modColorFor ease of observation, the winning side is bolded in the table. The " $w / t / l$ " at the end of the table shows that over the 29 test problems with 30 dimensions, the CEO achieved 17 wins, 4 ties, and 8 losses. Among the four problems that tied, the CEO achieved a lower mean on three of them. In addition, most of the problems that the CEO wins are multimodal functions, including simple multimodal functions, hybrid functions and composition functions. This proves that CEOs do have a better ability to bal-

(c) CEC2017 F16 D=30

(e) CEC2017 F20 D=30


(d) CEC2017 F19 D=30



Figure 3.5: Convergence graphs of CEO versus EO on CEC2017 benchmark functions with 30 dimensions.
ance global exploration with local exploitation. Similarly on problems with 50 dimensions, CEO obtained 19 wins, 2 ties, and 9 losses. All these results suggest that CEO significantly outperform EO in terms of solution quality.

Observing the change process of the solution helps understand the properties of the algorithm. Fig. 3.5 shows several typical convergence graphs, which depict the CEO on simple multimodal functions (F4, F7), hybrid functions (F16, F19) and composition func-
tions (F20, F22). The x-axis represents the number of function evaluations and the $y$-axis represents the average quality of the solution searched by the algorithm. It can be observed that EO possesses a higher convergence rate at the beginning, which is shown by the steep gradient before 50,000 evaluations and better solutions before 150,000 evaluations. But soon its convergence gradient becomes flat, which is possibly due to falling into a local optimum. While the CEO converges smoothly at the beginning, the steep increase in gradient during convergence makes it find better solutions at the later stage. Especially on F16, the CEO experienced two steep gradients. This situation is usually caused by the algorithm jumping out of the current local optimum. This is one of the reasons that CEO is considered to have a better balance between exploitation and exploration.

To observe the distribution of the obtained solutions, the box-and-whisker diagrams are shown in Fig. 3.6. The box-and-whisker diagram can express the overall distribution of solutions over the 51 times of experiment. In the figure, the red line indicates the median of the experimental results, and the top and bottom edges of the blue box indicate the first and third quartiles, respectively. The red + indicates that the extreme value deviates from the distribution. The black lines above and below the blue box represent the maximum and minimum values, respectively. The distance between the two black lines reflects the stability of the algorithm. The smaller the distance, the more stable it is. The position of the box-and-whisker plot expresses the strength of the algorithm. The lower the position, the better the solution it can find. Through Fig. 3.6, it can be found that CEO has a strong search ability ans robustness in the above-mentioned test functions.

In addition, the convergence graph (Fig. 3.7) and the box-and-whisker graph (Fig. 3.8) for 50 dimensions are also presented. It can be found that the convergence process of the CEO on the 50 dimensions is similar to that on the 30 dimensions, both showing a gentle early stage and an accelerated convergence in the later stage. Again, the stability of CEO is also verified.


Figure 3.6: Box-and-whisker diagrams of CEO versus EO on CEC2017 benchmark functions with 30 dimensions.


Figure 3.7: Convergence graphs of CEO versus EO on CEC2017 benchmark functions with 50 dimensions.


Figure 3.8: Box-and-whisker diagrams of CEO versus EO on CEC2017 benchmark functions with 50 dimensions.

Table 3.4: Experiment data of CEO versus EO on RPCDP.

| Algorithm | RPCDP | Significance |
| :--- | :---: | :---: |
| CEO | $\mathbf{7 . 2 2 E - 0 1} \pm \mathbf{1 . 9 3 E - 0 1}$ |  |
| EO | $1.01 \mathrm{E}+00 \pm 1.83 \mathrm{E}-01$ | + |

### 3.4.4 Comparison experiments with EO on real-world optimization

In this section, two real-world optimization problems are used to further evaluate the performance of the CEO. The first problem, the radar polyphase code design problem (RPCDP) [55], arises from pulse compression techniques in radar systems. In a new method for polyphase pulse compression code synthesis, the problem is modeled as a minimum-maximum continuous optimization problem. This is an NP-hard problem, and its dimension is 20 . Table 3.4 gives the results of the experiment in the form of "mean $\pm$ standard deviation" for 51 times of experiment. Fig. 3.9 gives the convergence graph and box-and-whisker diagram for the CEO and EO on this problem. It can be found that the CEO is slightly less stable than the EO, but the quality of the whole solution is better than that of EO, as shown by the third quartile. These experimental results show that CEO has better ability to solve low-dimensional problems than EO.

The second problem is the dynamic economic dispatch problem (DEDP) [55], which is part of a power system that needs to take into account the ever-changing hourly power demand and needs to consider multiple constraints. The experiment was executed on a 216-


Figure 3.9: Convergence graph and box-and-whisker diagram of CEO versus EO for RPCDP.

Table 3.5: Experiment data of CEO versus EO on DEDP.

| Algorithm | DEDP | Significance |
| :--- | :---: | :---: |
| CEO | $\mathbf{1 . 7 3 E}+\mathbf{0 7} \pm \mathbf{6 . 4 3 E}+\mathbf{0 3}$ |  |
| EO | $1.75 \mathrm{E}+07 \pm 1.73 \mathrm{E}+05$ | + |

dimensional instance to verify the performance of the CEO. Although, the advantage of the CEO's convergence curve is not so obvious from Fig. 3.10, it is undeniable that the CEO achieves a better solution, as can be seen from Table 3.5. The box-and-whisker plot also apparently shows that CEO is more stable. All these results show that CEOs are capable of achieving better solutions and are more stable when facing high-dimensional problems.

### 3.4.5 Comparison experiments with other algorithms on benchmark functions

The algorithms used for comparison include GLPSO, GWO, IGSA, SCA and WFS. To be specific, GLPSO hybridizes PSO with genetic evolution to enhance its overall performance. GWO is inspired by the leadership hierarchy and hunting behavior of the grey wolves to search the optimum. IGSA adopts a self-adaptive mechanism to adjust the gravitational parameter to maintain a balance between exploration and exploitation. SCA lets individuals fluctuate in the search space to find out the optimum with a mathematical model based on sine and cosine functions. WFS is new algorithm that simulates the extreme sport -



Figure 3.10: Convergence graph and box-and-whisker diagram of CEO versus EO for DEDP.

Table 3.6: Parameter settings of compared algorithms.

| Algorithm | Parameters |
| :--- | :--- |
| GLPSO | $\omega=0.7298, c=1.49618, p_{m}=0.01, s_{g}=7$ |
| GWO | a linearly decrease from 2 to 0 |
| IGSA | $\alpha_{\text {mean }}(0)=20, \sigma=0.3, p=0.1, k=6$ |
| SCA | $a=2$ |
| WFS | $v>0$ |

wingsuit flying to search for the optimum in space. Their parameter settings are listed in Table 3.6. The test function set is still CEC2017 with 30 and 50 dimensions.

Table 3.7 and Table 3.8 summarize the mean and standard deviation obtained by each algorithm. " $\mathrm{w} / \mathrm{t} / \mathrm{l}$ " in Table 3.7 shows that CEO gets the first place 19 times on 30 dimensions. CEO significantly outperforms its opponents on 24, 27, 21, 28 and 27 out of 29 benchmark functions, respectively. Table 3.8 exhibits that CEO achieves the first place 20 times on 50 dimensions. Also it is significantly better than its peers on 24, 28, 22, 29 and 28 out of 29 benchmark functions, respectively.

Fig. 3.11 shows the change process of the solutions of CEO and other algorithms on CEC2017 benchmark functions with 30 dimensions. It can be observed that on F4 and F5 (simple multimodal functions), IGSA has a significant advantage in the early stage of convergence, however, it is surpassed by CEO in the late stage. F15 and F19 are hybrid functions and F26 and F28 are composition functions, on these functions CEO still shows excellent search capabilities in the late stage. Fig. 3.12 depicts the box-and-whisker diagrams of CEO and other algorithms. From the length and position of the graphs, it can be observed that the quality of the solutions found by the CEO is better and more stable than that of its opponents. Fig. 3.13 and 3.14 are the convergence graphs and box-and-whisker diagrams on CEC2017 benchmark functions with 50 dimensions, respectively. The convergence trend and solution distribution of CEO are roughly the same as that on 30 dimensions, also showing better properties than its peers.

Table 3.7: Experiment data of CEO versus its peers on CEC2017 benchmark functions with 30 dimensions.

| Algorithm | CEC2017 D30 F1 | CEC2017 D30 F2 | CEC2017 D30 F3 | CEC2017 D30 F4 | CEC2017 D30 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CEO | $6.05 \mathrm{E}+03 \pm 5.59 \mathrm{E}+03$ | $3.36 \mathrm{E}+04 \pm 8.77 \mathrm{E}+03$ | 8.72E+01 $\pm 3.94 \mathrm{E}-01$ | $\mathbf{2 . 3 3 E}+01 \pm 6.93 \mathrm{E}+00$ | $4.34 \mathrm{E}-02 \pm 7.97 \mathrm{E}-02$ |
| GLPSO | $9.85 E+04 \pm 4.74 \mathrm{E}+05-$ | $2.19 \mathrm{E}+04 \pm 5.15 \mathrm{E}+03-$ | $2.91 \mathrm{E}+02 \pm 9.24 \mathrm{E}+01+$ | $1.76 \mathrm{E}+02 \pm 1.92 \mathrm{E}+01+$ | $5.09 \mathrm{E}+00 \pm 2.06 \mathrm{E}+00+$ |
| GWO | $9.89 \mathrm{E}+08 \pm 7.80 \mathrm{E}+08+$ | $2.99 \mathrm{E}+04 \pm 1.05 \mathrm{E}+04-$ | $1.62 \mathrm{E}+02 \pm 4.26 \mathrm{E}+01+$ | $8.67 \mathrm{E}+01 \pm 3.32 \mathrm{E}+01+$ | $4.43 \mathrm{E}+00 \pm 2.72 \mathrm{E}+00+$ |
| IGSA | $1.89 \mathrm{E}+03 \pm 1.36 \mathrm{E}+03-$ | $5.99 \mathrm{E}+04 \pm 7.47 \mathrm{E}+03+$ | $1.23 \mathrm{E}+02 \pm 2.40 \mathrm{E}+01+$ | $4.36 \mathrm{E}+01 \pm 9.54 \mathrm{E}+00+$ | $3.52 \mathrm{E}-03 \pm 1.21 \mathrm{E}-02-$ |
| SCA | $1.23 \mathrm{E}+10 \pm 1.89 \mathrm{E}+09+$ | $3.52 \mathrm{E}+04 \pm 6.48 \mathrm{E}+03 \approx$ | $9.43 \mathrm{E}+02 \pm 2.41 \mathrm{E}+02+$ | $2.78 \mathrm{E}+02 \pm 2.06 \mathrm{E}+01+$ | $4.96 \mathrm{E}+01 \pm 5.78 \mathrm{E}+00+$ |
| WFS | $7.06 \mathrm{E}+08 \pm 3.32 \mathrm{E}+08+$ | $1.50 \mathrm{E}+04 \pm 4.39 \mathrm{E}+03-$ | $2.45 \mathrm{E}+02 \pm 5.22 \mathrm{E}+01+$ | $1.45 \mathrm{E}+02 \pm 2.98 \mathrm{E}+01+$ | $2.55 \mathrm{E}+01 \pm 5.93 \mathrm{E}+00+$ |
|  | CEC2017 D30 F6 | CEC2017 D30 F7 | CEC2017 D30 F8 | CEC2017 D30 F9 | CEC2017 D30 F10 |
| CEO | $5.30 \mathrm{E}+01 \pm 5.61 \mathrm{E}+00$ | $2.61 \mathrm{E}+01 \pm 6.53 \mathrm{E}+00$ | $2.85 \mathrm{E}-01 \pm 3.15 \mathrm{E}-01$ | $1.50 \mathrm{E}+03 \pm 5.71 \mathrm{E}+02$ | $3.66 \mathrm{E}+01 \pm 2.86 \mathrm{E}+01$ |
| GLPSO | $1.62 \mathrm{E}+02 \pm 5.41 \mathrm{E}+01+$ | $1.53 \mathrm{E}+02 \pm 3.82 \mathrm{E}+01+$ | $1.41 \mathrm{E}+01 \pm 9.25 \mathrm{E}+00+$ | $6.54 \mathrm{E}+03 \pm 3.35 \mathrm{E}+02+$ | $1.32 \mathrm{E}+02 \pm 6.01 \mathrm{E}+01+$ |
| GWO | $1.32 \mathrm{E}+02 \pm 3.03 \mathrm{E}+01+$ | $7.65 \mathrm{E}+01 \pm 2.34 \mathrm{E}+01+$ | $4.95 \mathrm{E}+02 \pm 3.89 \mathrm{E}+02+$ | $3.18 \mathrm{E}+03 \pm 9.33 \mathrm{E}+02+$ | $4.12 \mathrm{E}+02 \pm 3.93 \mathrm{E}+02+$ |
| IGSA | $4.48 \mathrm{E}+01 \pm 5.71 \mathrm{E}+00-$ | $3.40 \mathrm{E}+01 \pm 6.78 \mathrm{E}+00+$ | $6.69 \mathrm{E}-15 \pm 2.70 \mathrm{E}-14-$ | $2.68 \mathrm{E}+03 \pm 5.12 \mathrm{E}+02+$ | $1.84 \mathrm{E}+02 \pm 7.61 \mathrm{E}+01+$ |
| SCA | $4.24 \mathrm{E}+02 \pm 3.85 \mathrm{E}+01+$ | $2.50 \mathrm{E}+02 \pm 1.86 \mathrm{E}+01+$ | $4.32 \mathrm{E}+03 \pm 9.18 \mathrm{E}+02+$ | $7.22 \mathrm{E}+03 \pm 2.89 \mathrm{E}+02+$ | $1.03 \mathrm{E}+03 \pm 4.36 \mathrm{E}+02+$ |
| WFS | $2.34 \mathrm{E}+02 \pm 3.75 \mathrm{E}+01+$ | $1.35 \mathrm{E}+02 \pm 3.10 \mathrm{E}+01+$ | $1.77 \mathrm{E}+03 \pm 1.13 \mathrm{E}+03+$ | $4.60 \mathrm{E}+03 \pm 6.50 \mathrm{E}+02+$ | $3.21 \mathrm{E}+02 \pm 6.94 \mathrm{E}+01+$ |
|  | CEC2017 D30 F11 | CEC2017 D30 F12 | CEC2017 D30 F13 | CEC2017 D30 F14 | CEC2017 D30 F15 |
| CEO | $5.46 \mathrm{E}+05 \pm 5.03 \mathrm{E}+05$ | $4.54 \mathrm{E}+04 \pm 2.28 \mathrm{E}+04$ | $4.47 \mathrm{E}+04 \pm 3.30 \mathrm{E}+04$ | $\mathbf{3 . 4 9 E + 0 3} \pm 4.43 \mathrm{E}+03$ | $5.25 \mathrm{E}+01 \pm 9.51 \mathrm{E}+01$ |
| GLPSO | $7.84 \mathrm{E}+06 \pm 1.33 \mathrm{E}+07+$ | $5.50 \mathrm{E}+04 \pm 2.30 \mathrm{E}+05-$ | $\mathbf{3 . 5 3 E}+04 \pm 8.10 \mathrm{E}+04-$ | $8.49 \mathrm{E}+03 \pm 8.31 \mathrm{E}+03+$ | $1.36 \mathrm{E}+03 \pm 2.05 \mathrm{E}+02+$ |
| GWO | $3.28 \mathrm{E}+07 \pm 3.58 \mathrm{E}+07+$ | $3.74 \mathrm{E}+06 \pm 1.92 \mathrm{E}+07+$ | $1.38 \mathrm{E}+05 \pm 2.83 \mathrm{E}+05 \approx$ | $1.99 \mathrm{E}+05 \pm 4.71 \mathrm{E}+05+$ | $7.02 \mathrm{E}+02 \pm 2.69 \mathrm{E}+02+$ |
| IGSA | $1.66 \mathrm{E}+06 \pm 1.38 \mathrm{E}+06+$ | $\mathbf{2 . 8 8 E}+04 \pm \mathbf{8 . 8 7 E}+03-$ | $2.51 \mathrm{E}+05 \pm 1.50 \mathrm{E}+05+$ | $1.21 \mathrm{E}+04 \pm 4.31 \mathrm{E}+03+$ | $1.11 \mathrm{E}+03 \pm 2.45 \mathrm{E}+02+$ |
| SCA | $1.04 \mathrm{E}+09 \pm 2.39 \mathrm{E}+08+$ | $4.17 \mathrm{E}+08 \pm 1.85 \mathrm{E}+08+$ | $1.37 \mathrm{E}+05 \pm 7.29 \mathrm{E}+04+$ | $1.20 \mathrm{E}+07 \pm 9.82 \mathrm{E}+06+$ | $2.00 \mathrm{E}+03 \pm 2.17 \mathrm{E}+02+$ |
| WFS | $9.80 \mathrm{E}+07 \pm 7.88 \mathrm{E}+07+$ | $7.47 \mathrm{E}+05 \pm 8.14 \mathrm{E}+05+$ | $7.67 \mathrm{E}+03 \pm 7.82 \mathrm{E}+03-$ | $1.55 \mathrm{E}+05 \pm 1.58 \mathrm{E}+05+$ | $9.72 \mathrm{E}+02 \pm 2.50 \mathrm{E}+02+$ |
|  | CEC2017 D30 F16 | CEC2017 D30 F17 | CEC2017 D30 F18 | CEC2017 D30 F19 | CEC2017 D30 F20 |
| CEO | $3.72 \mathrm{E}+01 \pm 5.03 \mathrm{E}+01$ | $1.09 \mathrm{E}+05 \pm 5.75 \mathrm{E}+04$ | $7.02 \mathrm{E}+03 \pm 1.15 \mathrm{E}+04$ | $4.51 \mathrm{E}+01 \pm 4.02 \mathrm{E}+01$ | $\mathbf{2 . 2 1 E}+02 \pm 5.08 \mathrm{E}+00$ |
| GLPSO | $2.78 \mathrm{E}+02 \pm 1.65 \mathrm{E}+02+$ | $6.95 \mathrm{E}+05 \pm 7.50 \mathrm{E}+05+$ | $9.55 \mathrm{E}+03 \pm 1.39 \mathrm{E}+04 \approx$ | $2.79 \mathrm{E}+02 \pm 1.38 \mathrm{E}+02+$ | $3.74 \mathrm{E}+02 \pm 2.34 \mathrm{E}+01+$ |
| GWO | $2.53 \mathrm{E}+02 \pm 1.17 \mathrm{E}+02+$ | $5.46 \mathrm{E}+05 \pm 7.05 \mathrm{E}+05+$ | $6.00 \mathrm{E}+05 \pm 6.49 \mathrm{E}+05+$ | $3.47 \mathrm{E}+02 \pm 1.27 \mathrm{E}+02+$ | $2.76 \mathrm{E}+02 \pm 2.02 \mathrm{E}+01+$ |
| IGSA | $5.36 \mathrm{E}+02 \pm 1.61 \mathrm{E}+02+$ | $3.33 \mathrm{E}+05 \pm 2.20 \mathrm{E}+05+$ | $1.45 \mathrm{E}+04 \pm 1.08 \mathrm{E}+04+$ | $4.51 \mathrm{E}+02 \pm 1.69 \mathrm{E}+02+$ | $2.54 \mathrm{E}+02 \pm 6.84 \mathrm{E}+00+$ |
| SCA | $6.99 \mathrm{E}+02 \pm 1.65 \mathrm{E}+02+$ | $3.33 \mathrm{E}+06 \pm 1.54 \mathrm{E}+06+$ | $2.47 \mathrm{E}+07 \pm 1.33 \mathrm{E}+07+$ | $6.32 \mathrm{E}+02 \pm 1.28 \mathrm{E}+02+$ | $4.56 \mathrm{E}+02 \pm 1.68 \mathrm{E}+01+$ |
| WFS | $3.22 \mathrm{E}+02 \pm 1.07 \mathrm{E}+02+$ | $2.16 \mathrm{E}+05 \pm 1.48 \mathrm{E}+05+$ | $1.10 \mathrm{E}+06 \pm 1.13 \mathrm{E}+06+$ | $3.92 \mathrm{E}+02 \pm 1.08 \mathrm{E}+02+$ | $3.33 \mathrm{E}+02 \pm 2.85 \mathrm{E}+01+$ |
|  | CEC2017 D30 F21 | CEC2017 D30 F22 | CEC2017 D30 F23 | CEC2017 D30 F24 | CEC2017 D30 F25 |
| CEO | $1.00 \mathrm{E}+02 \pm 6.93 \mathrm{E}-01$ | $3.67 \mathrm{E}+02 \pm 8.13 \mathrm{E}+00$ | $4.37 \mathrm{E}+02 \pm 7.83 \mathrm{E}+00$ | $\mathbf{3 . 8 7 E}+02 \pm 5.23 \mathrm{E}-01$ | $1.03 \mathrm{E}+03 \pm 2.19 \mathrm{E}+02$ |
| GLPSO | $1.02 \mathrm{E}+02 \pm 2.32 \mathrm{E}+00+$ | $5.93 \mathrm{E}+02 \pm 2.10 \mathrm{E}+01+$ | $6.56 \mathrm{E}+02 \pm 2.18 \mathrm{E}+01+$ | $4.33 \mathrm{E}+02 \pm 2.13 \mathrm{E}+01+$ | $2.94 \mathrm{E}+03 \pm 9.36 \mathrm{E}+02+$ |
| GWO | $1.45 \mathrm{E}+03 \pm 1.45 \mathrm{E}+03+$ | $4.38 \mathrm{E}+02 \pm 2.75 \mathrm{E}+01+$ | $5.16 \mathrm{E}+02 \pm 5.09 \mathrm{E}+01+$ | $4.52 \mathrm{E}+02 \pm 2.27 \mathrm{E}+01+$ | $1.82 \mathrm{E}+03 \pm 3.45 \mathrm{E}+02+$ |
| IGSA | $1.00 \mathrm{E}+02 \pm 1.00 \mathrm{E}-13-$ | $4.40 \mathrm{E}+02 \pm 2.10 \mathrm{E}+01+$ | $4.22 \mathrm{E}+02 \pm 2.24 \mathrm{E}+01-$ | $4.20 \mathrm{E}+02 \pm 8.29 \mathrm{E}+00+$ | $2.37 \mathrm{E}+02 \pm 4.88 \mathrm{E}+01-$ |
| SCA | $5.88 \mathrm{E}+03 \pm 2.51 \mathrm{E}+03+$ | $6.84 \mathrm{E}+02 \pm 2.39 \mathrm{E}+01+$ | $7.64 \mathrm{E}+02 \pm 2.41 \mathrm{E}+01+$ | $7.05 \mathrm{E}+02 \pm 7.41 \mathrm{E}+01+$ | $4.33 \mathrm{E}+03 \pm 3.17 \mathrm{E}+02+$ |
| WFS | $3.03 \mathrm{E}+02 \pm 8.44 \mathrm{E}+01+$ | $5.31 \mathrm{E}+02 \pm 3.99 \mathrm{E}+01+$ | $5.79 \mathrm{E}+02 \pm 3.66 \mathrm{E}+01+$ | $5.23 \mathrm{E}+02 \pm 3.62 \mathrm{E}+01+$ | $2.54 \mathrm{E}+03 \pm 7.02 \mathrm{E}+02+$ |
|  | CEC2017 D30 F26 | CEC2017 D30 F27 | CEC2017 D30 F28 | CEC2017 D30 F29 | w/t/l |
| CEO | $5.08 \mathrm{E}+02 \pm 7.29 \mathrm{E}+00$ | $4.19 \mathrm{E}+02 \pm 1.91 \mathrm{E}+01$ | $4.68 \mathrm{E}+02 \pm 5.37 \mathrm{E}+01$ | $1.43 \mathrm{E}+04 \pm 7.59 \mathrm{E}+03$ |  |
| GLPSO | $6.67 \mathrm{E}+02 \pm 2.15 \mathrm{E}+01+$ | $5.46 \mathrm{E}+02 \pm 7.72 \mathrm{E}+01+$ | $8.68 \mathrm{E}+02 \pm 1.78 \mathrm{E}+02+$ | $9.17 \mathrm{E}+04 \pm 1.54 \mathrm{E}+05+$ | 24/1/4 |
| GWO | $5.38 \mathrm{E}+02 \pm 1.81 \mathrm{E}+01+$ | $5.59 \mathrm{E}+02 \pm 5.61 \mathrm{E}+01+$ | $7.82 \mathrm{E}+02 \pm 1.53 \mathrm{E}+02+$ | $5.65 \mathrm{E}+06 \pm 5.05 \mathrm{E}+06+$ | 27/1/1 |
| IGSA | $6.57 \mathrm{E}+02 \pm 5.12 \mathrm{E}+01+$ | $4.55 \mathrm{E}+02 \pm 2.87 \mathrm{E}+01+$ | $1.07 \mathrm{E}+03 \pm 1.90 \mathrm{E}+02+$ | $3.15 \mathrm{E}+05 \pm 2.56 \mathrm{E}+05+$ | 21/0/8 |
| SCA | $7.05 \mathrm{E}+02 \pm 4.12 \mathrm{E}+01+$ | $1.02 \mathrm{E}+03 \pm 1.15 \mathrm{E}+02+$ | $1.75 \mathrm{E}+03 \pm 2.52 \mathrm{E}+02+$ | $6.67 \mathrm{E}+07 \pm 2.42 \mathrm{E}+07+$ | 28/1/0 |
| WFS | $6.19 \mathrm{E}+02 \pm 3.09 \mathrm{E}+01+$ | $6.33 \mathrm{E}+02 \pm 7.87 \mathrm{E}+01+$ | $1.01 \mathrm{E}+03 \pm 1.44 \mathrm{E}+02+$ | $6.90 \mathrm{E}+06 \pm 5.63 \mathrm{E}+06+$ | 27/0/2 |



Figure 3.11: Convergence graphs of CEO versus its peers on CEC2017 benchmark functions with 30 dimensions.


Figure 3.12: Box-and-whisker diagrams of CEO versus its peers on CEC2017 benchmark functions with 30 dimensions.


Figure 3.13: Convergence graphs of CEO versus its peers on CEC2017 benchmark functions with 50 dimensions.


Figure 3.14: Box-and-whisker diagrams of CEO versus its peers on CEC2017 benchmark functions with 50 dimensions.

Table 3.8: Experiment data of CEO versus its peers on CEC2017 benchmark functions with 50 dimensions.

| Algorithm | CEC2017 D50 F1 | CEC2017 D50 F2 | CEC2017 D50 F3 | CEC2017 D50 F4 | CEC2017 D50 F5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| CEO | $5.39 \mathrm{E}+03 \pm 5.22 \mathrm{E}+03$ | $9.44 \mathrm{E}+04 \pm 1.54 \mathrm{E}+04$ | $1.20 \mathrm{E}+02 \pm 3.01 \mathrm{E}+01$ | $5.37 \mathrm{E}+01 \pm 9.38 \mathrm{E}+00$ | $7.52 \mathrm{E}-02 \pm 3.34 \mathrm{E}-02$ |
| GLPSO | $6.14 \mathrm{E}+06 \pm 4.05 \mathrm{E}+07-$ | $7.83 \mathrm{E}+04 \pm 1.10 \mathrm{E}+04-$ | $8.64 \mathrm{E}+02 \pm 2.49 \mathrm{E}+02+$ | $3.57 \mathrm{E}+02 \pm 4.19 \mathrm{E}+01+$ | $1.47 \mathrm{E}+01 \pm 2.96 \mathrm{E}+00+$ |
| GWO | $4.99 \mathrm{E}+09 \pm 2.61 \mathrm{E}+09+$ | $7.19 \mathrm{E}+04 \pm 1.58 \mathrm{E}+04-$ | $4.57 \mathrm{E}+02 \pm 1.83 \mathrm{E}+02+$ | $1.90 \mathrm{E}+02 \pm 3.75 \mathrm{E}+01+$ | $1.07 \mathrm{E}+01 \pm 3.01 \mathrm{E}+00+$ |
| IGSA | $2.36 \mathrm{E}+03 \pm 1.44 \mathrm{E}+03-$ | $1.23 \mathrm{E}+05 \pm 1.07 \mathrm{E}+04+$ | $2.03 \mathrm{E}+02 \pm 3.51 \mathrm{E}+01+$ | $7.84 \mathrm{E}+01 \pm 1.18 \mathrm{E}+01+$ | $3.80 \mathrm{E}-03 \pm 6.92 \mathrm{E}-03-$ |
| SCA | $3.84 \mathrm{E}+10 \pm 5.66 \mathrm{E}+09+$ | $1.01 \mathrm{E}+05 \pm 1.57 \mathrm{E}+04+$ | $5.66 \mathrm{E}+03 \pm 1.35 \mathrm{E}+03+$ | $5.51 \mathrm{E}+02 \pm 2.92 \mathrm{E}+01+$ | $6.87 \mathrm{E}+01 \pm 4.96 \mathrm{E}+00+$ |
| WFS | $1.67 \mathrm{E}+09 \pm 5.86 \mathrm{E}+08+$ | $3.40 \mathrm{E}+04 \pm 5.75 \mathrm{E}+03-$ | $4.72 \mathrm{E}+02 \pm 1.19 \mathrm{E}+02+$ | $2.75 \mathrm{E}+02 \pm 4.78 \mathrm{E}+01+$ | $3.17 \mathrm{E}+01 \pm 8.12 \mathrm{E}+00+$ |
|  | CEC2017 D50 F6 | CEC2017 D50 F7 | CEC2017 D50 F8 | CEC2017 D50 F9 | CEC2017 D50 F10 |
| CEO | $1.05 \mathrm{E}+02 \pm 8.64 \mathrm{E}+00$ | $6.03 \mathrm{E}+01 \pm 9.94 \mathrm{E}+00$ | $1.55 \mathrm{E}+00 \pm 1.29 \mathrm{E}+00$ | $3.70 \mathrm{E}+03 \pm 8.53 \mathrm{E}+02$ | $1.61 \mathrm{E}+02 \pm 4.03 \mathrm{E}+01$ |
| GLPSO | $3.68 \mathrm{E}+02 \pm 8.17 \mathrm{E}+01+$ | $3.62 \mathrm{E}+02 \pm 3.85 \mathrm{E}+01+$ | $1.49 \mathrm{E}+03 \pm 1.10 \mathrm{E}+03+$ | $1.23 \mathrm{E}+04 \pm 4.41 \mathrm{E}+02+$ | $7.27 \mathrm{E}+02 \pm 6.01 \mathrm{E}+02+$ |
| GWO | $3.01 \mathrm{E}+02 \pm 6.11 \mathrm{E}+01+$ | $1.99 \mathrm{E}+02 \pm 4.68 \mathrm{E}+01+$ | $4.19 \mathrm{E}+03 \pm 1.87 \mathrm{E}+03+$ | $5.79 \mathrm{E}+03 \pm 8.45 \mathrm{E}+02+$ | $1.79 \mathrm{E}+03 \pm 1.15 \mathrm{E}+03+$ |
| IGSA | $7.98 \mathrm{E}+01 \pm 1.18 \mathrm{E}+01-$ | $8.13 \mathrm{E}+01 \pm 1.24 \mathrm{E}+01+$ | $1.51 \mathrm{E}-01 \pm 7.62 \mathrm{E}-01-$ | $4.25 \mathrm{E}+03 \pm 6.75 \mathrm{E}+02+$ | $6.17 \mathrm{E}+02 \pm 1.90 \mathrm{E}+02+$ |
| SCA | $9.07 \mathrm{E}+02 \pm 6.45 \mathrm{E}+01+$ | $5.51 \mathrm{E}+02 \pm 3.04 \mathrm{E}+01+$ | $2.08 \mathrm{E}+04 \pm 3.71 \mathrm{E}+03+$ | $1.33 \mathrm{E}+04 \pm 4.10 \mathrm{E}+02+$ | $4.80 \mathrm{E}+03 \pm 1.21 \mathrm{E}+03+$ |
| WFS | $4.31 \mathrm{E}+02 \pm 6.07 \mathrm{E}+01+$ | $2.73 \mathrm{E}+02 \pm 4.18 \mathrm{E}+01+$ | $7.83 \mathrm{E}+03 \pm 4.20 \mathrm{E}+03+$ | $8.58 \mathrm{E}+03 \pm 1.04 \mathrm{E}+03+$ | $6.74 \mathrm{E}+02 \pm 1.19 \mathrm{E}+02+$ |
|  | CEC2017 D50 F11 | CEC2017 D50 F12 | CEC2017 D50 F13 | CEC2017 D50 F14 | CEC2017 D50 F15 |
| CEO | $3.42 \mathrm{E}+06 \pm 2.02 \mathrm{E}+06$ | $\mathbf{2 . 3 6 E + 0 4} \pm 1.22 \mathrm{E}+04$ | $7.84 \mathrm{E}+04 \pm 6.63 \mathrm{E}+04$ | $1.68 \mathrm{E}+04 \pm 6.47 \mathrm{E}+03$ | $4.40 \mathrm{E}+02 \pm 2.54 \mathrm{E}+02$ |
| GLPSO | $1.25 \mathrm{E}+08 \pm 3.15 \mathrm{E}+08+$ | $2.88 \mathrm{E}+06 \pm 1.28 \mathrm{E}+07-$ | $2.81 \mathrm{E}+05 \pm 4.38 \mathrm{E}+05+$ | $6.18 \mathrm{E}+03 \pm 6.44 \mathrm{E}+03-$ | $2.79 \mathrm{E}+03 \pm 4.03 \mathrm{E}+02+$ |
| GWO | $3.85 \mathrm{E}+08 \pm 5.98 \mathrm{E}+08+$ | $9.06 \mathrm{E}+07 \pm 1.31 \mathrm{E}+08+$ | $4.25 \mathrm{E}+05 \pm 4.26 \mathrm{E}+05+$ | $6.73 \mathrm{E}+06 \pm 1.31 \mathrm{E}+07+$ | $1.33 \mathrm{E}+03 \pm 4.16 \mathrm{E}+02+$ |
| IGSA | $5.11 \mathrm{E}+06 \pm 2.53 \mathrm{E}+06+$ | $3.88 \mathrm{E}+04 \pm 1.65 \mathrm{E}+04+$ | $5.17 \mathrm{E}+05 \pm 4.46 \mathrm{E}+05+$ | $1.14 \mathrm{E}+04 \pm 4.80 \mathrm{E}+03-$ | $1.07 \mathrm{E}+03 \pm 3.71 \mathrm{E}+02+$ |
| SCA | $1.15 \mathrm{E}+10 \pm 2.63 \mathrm{E}+09+$ | $2.66 \mathrm{E}+09 \pm 8.45 \mathrm{E}+08+$ | $1.94 \mathrm{E}+06 \pm 9.17 \mathrm{E}+05+$ | $3.40 \mathrm{E}+08 \pm 1.46 \mathrm{E}+08+$ | $3.79 \mathrm{E}+03 \pm 3.44 \mathrm{E}+02+$ |
| WFS | $3.32 \mathrm{E}+08 \pm 1.77 \mathrm{E}+08+$ | $3.38 \mathrm{E}+06 \pm 3.23 \mathrm{E}+06+$ | $1.11 \mathrm{E}+05 \pm 9.38 \mathrm{E}+04+$ | $9.22 \mathrm{E}+05 \pm 1.02 \mathrm{E}+06+$ | $1.79 \mathrm{E}+03 \pm 4.81 \mathrm{E}+02+$ |
|  | CEC2017 D50 F16 | CEC2017 D50 F17 | CEC2017 D50 F18 | CEC2017 D50 F19 | CEC2017 D50 F20 |
| CEO | $2.14 \mathrm{E}+02 \pm 1.67 \mathrm{E}+02$ | $2.95 \mathrm{E}+05 \pm \mathbf{1 . 8 9 E + 0 5}$ | $1.87 \mathrm{E}+04 \pm 1.19 \mathrm{E}+04$ | $9.05 \mathrm{E}+01 \pm 1.16 \mathrm{E}+02$ | $2.53 \mathrm{E}+02 \pm 1.06 \mathrm{E}+01$ |
| GLPSO | $1.51 \mathrm{E}+03 \pm 2.73 \mathrm{E}+02+$ | $3.87 \mathrm{E}+06 \pm 4.31 \mathrm{E}+06+$ | $6.48 \mathrm{E}+04 \pm 3.81 \mathrm{E}+05-$ | $1.31 \mathrm{E}+03 \pm 3.19 \mathrm{E}+02+$ | $5.76 \mathrm{E}+02 \pm 2.58 \mathrm{E}+01+$ |
| GWO | $9.15 \mathrm{E}+02 \pm 1.91 \mathrm{E}+02+$ | $2.18 \mathrm{E}+06 \pm 2.22 \mathrm{E}+06+$ | $1.99 \mathrm{E}+06 \pm 4.52 \mathrm{E}+06+$ | $7.31 \mathrm{E}+02 \pm 2.54 \mathrm{E}+02+$ | $3.86 \mathrm{E}+02 \pm 3.00 \mathrm{E}+01+$ |
| IGSA | $1.25 \mathrm{E}+03 \pm 2.71 \mathrm{E}+02+$ | $1.64 \mathrm{E}+06 \pm 6.72 \mathrm{E}+05+$ | $3.38 \mathrm{E}+04 \pm 1.37 \mathrm{E}+04+$ | $5.67 \mathrm{E}+02 \pm 2.03 \mathrm{E}+02+$ | $2.83 \mathrm{E}+02 \pm 8.92 \mathrm{E}+00+$ |
| SCA | $2.58 \mathrm{E}+03 \pm 2.44 \mathrm{E}+02+$ | $1.42 \mathrm{E}+07 \pm 6.72 \mathrm{E}+06+$ | $2.20 \mathrm{E}+08 \pm 1.06 \mathrm{E}+08+$ | $1.77 \mathrm{E}+03 \pm 1.89 \mathrm{E}+02+$ | $7.62 \mathrm{E}+02 \pm 3.22 \mathrm{E}+01+$ |
| WFS | $1.29 \mathrm{E}+03 \pm 2.47 \mathrm{E}+02+$ | $1.60 \mathrm{E}+06 \pm 9.38 \mathrm{E}+05+$ | $1.95 \mathrm{E}+06 \pm 1.40 \mathrm{E}+06+$ | $9.67 \mathrm{E}+02 \pm 2.35 \mathrm{E}+02+$ | $4.73 \mathrm{E}+02 \pm 4.94 \mathrm{E}+01+$ |
|  | CEC2017 D50 F21 | CEC2017 D50 F22 | CEC2017 D50 F23 | CEC2017 D50 F24 | CEC2017 D50 F25 |
| CEO | $1.62 \mathrm{E}+03 \pm 2.01 \mathrm{E}+03$ | $4.60 \mathrm{E}+02 \pm 1.31 \mathrm{E}+01$ | $5.38 \mathrm{E}+02 \pm 1.25 \mathrm{E}+01$ | $5.23 \mathrm{E}+02 \pm 3.55 \mathrm{E}+01$ | $1.44 \mathrm{E}+03 \pm 3.55 \mathrm{E}+02$ |
| GLPSO | $1.12 \mathrm{E}+04 \pm 3.84 \mathrm{E}+03+$ | $9.86 \mathrm{E}+02 \pm 4.88 \mathrm{E}+01+$ | $1.06 \mathrm{E}+03 \pm 4.61 \mathrm{E}+01+$ | $9.21 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02+$ | $5.96 \mathrm{E}+03 \pm 6.94 \mathrm{E}+02+$ |
| GWO | $5.69 \mathrm{E}+03 \pm 1.53 \mathrm{E}+03+$ | $6.27 \mathrm{E}+02 \pm 5.96 \mathrm{E}+01+$ | $7.13 \mathrm{E}+02 \pm 1.00 \mathrm{E}+02+$ | $8.80 \mathrm{E}+02 \pm 1.88 \mathrm{E}+02+$ | $3.30 \mathrm{E}+03 \pm 4.96 \mathrm{E}+02+$ |
| IGSA | $1.00 \mathrm{E}+02 \pm 1.97 \mathrm{E}-13-$ | $5.77 \mathrm{E}+02 \pm 4.12 \mathrm{E}+01+$ | $5.50 \mathrm{E}+02 \pm 2.55 \mathrm{E}+01+$ | $6.54 \mathrm{E}+02 \pm 3.04 \mathrm{E}+01+$ | $3.01 \mathrm{E}+02 \pm 7.65 \mathrm{E}+00-$ |
| SCA | $1.37 \mathrm{E}+04 \pm 3.71 \mathrm{E}+02+$ | $1.21 \mathrm{E}+03 \pm 5.62 \mathrm{E}+01+$ | $1.26 \mathrm{E}+03 \pm 5.27 \mathrm{E}+01+$ | $3.43 \mathrm{E}+03 \pm 5.34 \mathrm{E}+02+$ | $9.06 \mathrm{E}+03 \pm 6.19 \mathrm{E}+02+$ |
| WFS | $8.18 \mathrm{E}+03 \pm 2.08 \mathrm{E}+03+$ | $8.06 \mathrm{E}+02 \pm 6.41 \mathrm{E}+01+$ | $8.49 \mathrm{E}+02 \pm 7.06 \mathrm{E}+01+$ | $9.04 \mathrm{E}+02 \pm 9.02 \mathrm{E}+01+$ | $4.74 \mathrm{E}+03 \pm 5.02 \mathrm{E}+02+$ |
|  | CEC2017 D50 F26 | CEC2017 D50 F27 | CEC2017 D50 F28 | CEC2017 D50 F29 | w/t/1 |
| CEO | $5.57 \mathrm{E}+02 \pm 3.06 \mathrm{E}+01$ | $4.67 \mathrm{E}+02 \pm 1.75 \mathrm{E}+01$ | $4.21 \mathrm{E}+02 \pm 1.12 \mathrm{E}+02$ | $9.08 \mathrm{E}+05 \pm 2.11 \mathrm{E}+05$ |  |
| GLPSO | $1.42 \mathrm{E}+03 \pm 1.13 \mathrm{E}+02+$ | $1.21 \mathrm{E}+03 \pm 2.20 \mathrm{E}+02+$ | $2.04 \mathrm{E}+03 \pm 4.92 \mathrm{E}+02+$ | $1.24 \mathrm{E}+07 \pm 6.86 \mathrm{E}+06+$ | 24/0/3 |
| GWO | $8.06 \mathrm{E}+02 \pm 1.35 \mathrm{E}+02+$ | $1.09 \mathrm{E}+03 \pm 2.84 \mathrm{E}+02+$ | $1.27 \mathrm{E}+03 \pm 2.17 \mathrm{E}+02+$ | $6.51 \mathrm{E}+07 \pm 2.21 \mathrm{E}+07+$ | 28/0/1 |
| IGSA | $9.72 \mathrm{E}+02 \pm 1.41 \mathrm{E}+02+$ | $6.09 \mathrm{E}+02 \pm 8.17 \mathrm{E}+01+$ | $2.34 \mathrm{E}+03 \pm 4.79 \mathrm{E}+02+$ | $3.59 \mathrm{E}+07 \pm 7.50 \mathrm{E}+06+$ | 22/0/7 |
| SCA | $1.67 \mathrm{E}+03 \pm 1.66 \mathrm{E}+02+$ | $3.53 \mathrm{E}+03 \pm 4.53 \mathrm{E}+02+$ | $4.26 \mathrm{E}+03 \pm 5.92 \mathrm{E}+02+$ | $5.83 \mathrm{E}+08 \pm 1.84 \mathrm{E}+08+$ | 29/0/0 |
| WFS | $1.07 \mathrm{E}+03 \pm 1.12 \mathrm{E}+02+$ | $1.26 \mathrm{E}+03 \pm 3.10 \mathrm{E}+02+$ | $1.98 \mathrm{E}+03 \pm 3.94 \mathrm{E}+02+$ | $2.00 \mathrm{E}+08 \pm 3.75 \mathrm{E}+07+$ | 28/0/1 |

### 3.4.6 Comparison experiments with other algorithms on real-world optimization

The first test function of this experiment, i.e., the large scale transmission pricing problem (LSTPP) [55], is on transmission pricing. In modern, electricity has been deregulated, thus bringing about transmission owner as a separate identity. This has led to a division of users of electricity into two types: bilateral customers and pool customers. In this case, the pricing scheme becomes complex. This test function is used to help find the appropriate pricing scheme. It is a function with 126 dimensions constrained by a linear equality. Table 3.9 shows the results of the experiment, where the CEO achieved the best results. The convergence graph in Fig. 3.15 illustrates that CEO converges quickly at the beginning and accelerates again from about the 5000th iteration, and it always maintains a lower

Table 3.9: Experiment data of CEO versus its peers on LSTPP.

| Algorithm | LSTPP | Significance |
| :--- | :---: | :---: |
| CEO | $\mathbf{3 . 1 6 E}+\mathbf{0 3} \pm \mathbf{8 . 3 8 E}+\mathbf{0 2}$ |  |
| GLPSO | $1.33 \mathrm{E}+06 \pm 7.22 \mathrm{E}+04$ | + |
| GWO | $5.94 \mathrm{E}+03 \pm 2.95 \mathrm{E}+03$ | + |
| IGSA | $7.90 \mathrm{E}+05 \pm 1.11 \mathrm{E}+05$ | + |
| SCA | $8.24 \mathrm{E}+05 \pm 9.02 \mathrm{E}+04$ | + |
| WFS | $8.01 \mathrm{E}+05 \pm 1.00 \mathrm{E}+05$ | + |



Figure 3.15: Convergence graph and box-and-whisker diagram of CEO and its peers for LSTPP.
curve than the other algorithms. The box-and-whisker diagram expresses that CEO is more stable than most of its peers. Although GWO also performs well, it is still slightly inferior to CEO.

The second test function, the spacecraft trajectory optimization problem (STOP) [55], is used to evaluate the distance values required for the spacecraft to reach Saturn in a particular fly-by sequence. The trajectory model of the spacecraft allows the use of deep space maneuvers between each planet making the problem complex. The problem has 22 dimensions. The results of the experiments are given in Table 3.10 and Fig. 3.16. It can be seen that the CEO has the best search ability and stability.


Figure 3.16: Convergence graph and box-and-whisker diagram of CEO and its peers for STOP.

### 3.5 Discussion

### 3.5.1 Analysis of population diversity

Population diversity reflects the difference among individuals in a population, which is related to the search performance of the algorithm. The loss of algorithm diversity often leads to a lack of ability to jump out of the local optimum and thus convergence stagnates. In CEO, the differential search radius is a method to maintain population diversity. It combines the original feature of EO, which is inherited from four best particles in the equilibrium pool. These four particles are likely to be distributed in different regions when facing with multimodal functions or composition functions. This allows the local search to have a large radius, producing particles far from the current one, thus maintaining the differences among the particles. Moreover, in the later convergence phase of the algorithm,

Table 3.10: Experiment data of CEO versus its peers on STOP.

| Algorithm | STOP | Significance |
| :--- | :---: | :---: |
| CEO | $\mathbf{1 . 8 3 E}+\mathbf{0 1} \pm \mathbf{2 . 4 1 E}+\mathbf{0 0}$ |  |
| GLPSO | $2.38 \mathrm{E}+01 \pm 2.99 \mathrm{E}+00$ | + |
| GWO | $2.29 \mathrm{E}+01 \pm 2.80 \mathrm{E}+00$ | + |
| IGSA | $3.37 \mathrm{E}+01 \pm 5.49 \mathrm{E}+00$ | + |
| SCA | $3.49 \mathrm{E}+01 \pm 2.65 \mathrm{E}+00$ | + |
| WFS | $2.65 \mathrm{E}+01 \pm 3.39 \mathrm{E}+00$ | + |



Figure 3.17: Population diversity analysis on CEC2017 30 dimensions.
when the particles are concentrated in a certain region, the search radius becomes smaller, which facilitates the exploitation of the current region.

Population diversity on CEC2017 benchmark functions with 30 dimensions was used as a reference for the analysis. A diversity equation based on the distance among individuals was used here, shown as:

$$
\begin{gather*}
\mu=\frac{1}{N} \cdot \sqrt{\sum_{i=1}^{N}\left(\left\|C_{i}-\bar{C}\right\|\right)^{2}}  \tag{3.19}\\
\bar{C}=\frac{1}{N} \cdot \sum_{i=1}^{N} C_{i} \tag{3.20}
\end{gather*}
$$

where $\mu$ denotes the diversity, $\bar{C}$ is the average of particles. Fig. 3.17 depicts the change process of diversity with the iteration of the algorithm. The commonality of these graphs is that the population diversity of the CEO is larger than that of the EO in the early stage, while the two tend to be similar in the late stage of convergence. In addition, the diversity curve of CEO has a larger amplitude, which may be due to the large search radius that makes the population more divergent.

### 3.5.2 Analysis of computational complexity

CEO has shown its effectiveness in benchmark functions and real-world problems. Its computational complexity also needs to be analyzed. Considering the size of the particle population $N$, the number of iterations $K$, the number of chaotic maps $J$, and using the generic notation $O$, the time complexity of CEO's key steps is shown as follows:
(1) Population initialization: $O(N)$
(2) Population boundary control: $O(N)$
(3) Population evaluation: $O(N)$
(4) Pick out the four best particles: $O(N)+O(N)+O(N)+O(N)=4 \cdot O(N)$
(5) The chaotic map selection: $O(J)$
(6) CLS for one particle: $O(1)$
(7) CLS boundary control: $O(1)$
(8) CLS evaluation: $O(1)$
(9) Population update: $O(N)$

Thus the total time complexity is calculated as follows:

$$
\begin{align*}
& O(N)+K[O(N)+O(N) \\
& +4(O(N)+O(J)+O(1)+O(1)+O(1))+O(N)]  \tag{3.21}\\
& =O(N)+K(7 \cdot O(N)+4 \cdot O(J)+12 \cdot O(1)) \\
& =(7 K+1) \cdot O(N)+4 \cdot O(J)+12 \cdot O(1)
\end{align*}
$$

Since $J$ is a constant, the total time complexity of CEO is $O(N)$. The operations brought by CLS are of constant level, which makes the time complexity of CEO comparable to that of EO.

### 3.6 Conclusion

This paper presents an adaptive algorithm CEO based on differential radius and chaotic local search. The differential radius allows the algorithm to be more divergent in the early stage and still possess convergence in the later stage. This endows the CEO with higher population diversity and a better balance of exploration and exploitation. The radius is adjusted by the values generated by the chaotic maps. Multiple chaotic maps are used here, and they are selected by an adaptive mechanism. This mechanism gives each chaotic map a variable called success intensity and uses the success intensity to play roulette. The success intensity records the improvement that each successful local search brings to the algorithm. The higher the cumulative success intensity, the larger the probability of a chaotic map being selected. All these allow the CEO to have the appropriate search radius at different stages to gain the ability to jump out of the local optimal or further exploitation. In addition, the results of the Friedman test show that multiple chaotic maps mechanism outperforms
that of single chaotic map. Benchmark function set CEC2017 and several real-world problems were used to test the performance of CEO. The results show that CEO has a better ability to jump out of the local optimal in comparison with with EO and some other state-of-the-art algorithms.

However, there are some related issues that aroused our interest. For EO, it is valuable to study other selection criteria for the equilibrium pool, such as directly selecting a particle farthest from the population to control the population diversity. For CLS, other available information besides the success intensity, such as the number of successes, or even the use of multiple criteria for selection, might be beneficial to the selections. The success of CLS is inextricably linked to the equilibrium pool of EO, and whether this mechanism can be combined well with other MHAs is still a open question. In addition, the proposed CEO can also be extended to tackle multiple/many objective optimization problems arisen from Internet of things [82-84], bio-informatics [85], and so on.

## Chapter 4

## General conclusions and remarks

In this thesis, we introduced the reasons for the birth of metaheuristic algorithms and summarized four algorithm classes, including evolutionary algorithms, population intelligence algorithms, physics-based algorithms, and human-based algorithms. And the representative algorithms of these four classes, GA, PSO, GSA and BSO, are described in detail.

Then a success intensity-based chaotic local search is proposed to improve the performance of the metaheuristic algorithms. The key to this strategy lies in a differential search radius and a chaotic maps selection mechanism based on the success intensity. The differential radius is overall decreasing with iteration, which benefits exploration in the early stages and exploitation in the later stages. Since the chaotic sequence generated by the chaotic map has been proved to be better than the standard random number generator on some problems, in this paper, chaotic random values are used instead of standard random values to adjust the radius of the local search. In addition, there are references that show the use of multiple chaotic sequences is superior to that of single chaotic sequences. Therefore, the chaotic random values in this paper are derived from multiple chaotic sequences, and the selection of chaotic sequences depends on the success intensity. Success intensity is a quantity used to measure the magnitude of the improvement brought to the algorithm by each chaotic sequence. It accumulates the increment of the fitness of each chaotic sequence at the successful search. The higher the success intensity of a chaotic sequence, the higher the probability that the chaotic sequence will be selected to participate in the next iteration. This strategy of local search allows the algorithm to achieve a better balance between exploration and exploitation and improves the search performance.

We apply this strategy to two new algorithms, the spherical evaluation algorithm and the equilibrium optimizer, and proposed chaotic spherical evolution algorithm (CSE) and chaotic equilibrium optimizer (CEO). The improved algorithms perform better than the original algorithms on both benchmark functions and real-world optimization problems. And they are also competitive with some mainstream algorithms.

Success intensity as a kind of historical information is used in this paper to adjust the radius of local search. We also consider that there may be other useful historical information. In the future, finding other suitable historical information for local search will be one of the focus of work. This also includes strategies to improve the algorithm by using multiple historical information together. Moreover, other ways of using chaotic maps in metaheuristic algorithms are also part of our considerations.
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