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Abstract

Artificial Intelligence (AI) is being increasingly used to assist complex decision-making
such as financial investing. As most AI systems rely on black-box machine learning models,
understanding how to support human decision-makers and gaining users’ trust becomes
important. Explainable Artificial Intelligence (XAI) has been proposed to address these
issues by making the decision-making process of AI systems understandable to users. How-
ever, existing XAI approaches fail to take into account users’ domain experience, and fail
to support users with limited domain expertise. This work aims to fill this gap. We pre-
sented an approach to integrate domain expertise into XAI, and showed that this approach
can have a number of benefits to users of XAI systems such as improved task performance
and better assessment of XAI. The main contributions of this work include identifying the
benefits of adding domain knowledge to XAI, demonstrating the usefulness of Cognitive
Work Analysis (CWA) in XAI, and developing recommendations for future design of AI
systems.

First, through a Work Domain Analysis (WDA) approach, we identified opportunities
to improve the existing XAI approaches by augmenting the explanations with domain
knowledge and conducted an online study with 100 participants on users’ perceptions of
AI in a credit approval context. Results showed some benefits in improving user perceptions
and highlighted the importance of contextual factors.

Next, we introduced a testbed for exploring user behavior and task performance in
a financial decision-making task. We designed decision-support aids based on domain
knowledge and explored their effectiveness in an experimental study with 60 participants.
In the study, participants engaged with an AI assistant and made investing decisions.
Depending on the condition, participants had access to domain knowledge presented on a
separate display, domain knowledge embedded in the AI assistant, or no access to domain
knowledge. The results showed that participants who had access to domain knowledge
relied less on AI when it was incorrect, and obtained better task performance. The effect
of domain knowledge on perceptions of AI was limited.

Next, we analyzed the user interviews that were part of the previous study. We iden-
tified users’ mental models of AI and multiple ways they integrated the AI into their
decision-making process. The analysis also revealed the complexity of designing for non-
expert users, and we developed recommendations for future research and design.

Finally, we conducted a Control Task Analysis and Strategies Analysis to synthesize
the qualitative and quantitative findings and developed decision ladders and information
flow maps. The analyses provided insights into the influence of AI on the decision-making
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process, challenges associated with non-expert users, and opportunities to improve AI user
interface design.
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Chapter 1

Introduction

Recent developments in the field of Artificial Intelligence (AI) such as neural networks and
deep learning [101] opened up new ways to support people and make the work processes
more efficient. From finance to healthcare to defence, almost all fields and industries are
currently seeking to take advantage of AI to improve health, safety, and effectiveness.
At the core of modern AI lies the recent advancements in machine learning, which are
driven by the advancements in computing power and the availability of data to produce
AI technologies that learn how to carry out complex tasks that were not possible before.

As AI invades work and everyday life in the form of products and services, understand-
ing how users interact with these systems and addressing challenges related to usability,
trust, and adoption becomes important [155, 81, 177]. Similar to many technologies that
came before that, understanding the human-AI interaction and identifying issues, and pro-
viding solutions is key for the adoption of AI in a healthy way that achieves the goal of
augmenting human experience and human cognition [3, 63]. In this dissertation, we present
a human factors perspective to human-AI interaction and study how users interact with
AI to solve problems.

The field of human-AI interaction is growing rapidly. As the AI systems become more
accessible due to developments in a number of technologies (e.g. cloud-based applications)
surrounding the AI ecosystem, AI will be part of daily life, and increasingly replace ex-
isting technologies. We are already seeing this happening in certain spaces. For example,
recommendation systems [20] have been replacing information seeking activities. There are
many efforts to bring AI into other spaces as well, including finance [25], transportation
[166], healthcare [94], among other others. As the capability to collect data increases (e.g.,
wearables, mobile sensors, and the internet of things), the application areas for AI are

1



expected to increase significantly.

One of the key challenges of AI is that due to the complex nature of the underlying
processes, understanding and comprehending AI becomes difficult for users [176, 141]. To
address this challenge, human-centered approaches to designing AI have been proposed
[154, 176, 5]. A key component of these approaches is helping users understand why and
how an AI system arrives at a decision (prediction, advice) [69]. There is growing consensus
that AI systems that are not able to explain their behaviors will not achieve the desired
adoption and proper use [1, 89].

In this work, we investigated how users make sense of AI and integrate it into their
decision-making process. Specifically, we focused on the role of domain knowledge as it is
one of the key components for making sense of AI and appropriately utilizing it [169, 67, 24]
yet an understudied area in AI research. We explored how domain knowledge can be
leveraged to improve existing tools and methods that provide explanations regarding an
AI agent’s decisions to improve users’ understanding and help them make more informed
decisions when using the AI system.

1.1 Motivation and Research Questions

As AI technologies are being integrated into different fields, it is important to understand
how users will interact with them and identify challenges associated with developing an
appropriate understanding of AI. This becomes especially important if the AI is set to
solve challenging problems and make high-stake decisions. For example, Dorton et al.
[47] describes a real event that happened on an aircraft carrier: Before deploying the
aircraft carrier off the coast of Virginia, a junior officer, who was working with an AI
system that classified the contacts in the region, reported a dangerous aerial threat to the
Tactical Action Officer (TAO) who was in charge of the ship’s weapon systems. Luckily,
the description of the threat did not make sense to the TAC, and further inspection was
conducted on the AI system’s classification. It turned out that the AI system was set to
classify the contacts as highest possible threat as possible, but the junior officer was not
aware of this. Since the AI system did not disclose why it classified a contact a high threat
and what information it used to make the classification, the junior officer had no way of
knowing if the AI should be trusted or not. Had this happened in contested waters, this
event would potentially involve engaging weapon systems and have a catastrophic ending
[47].

To address the issues with understanding of AI, growing number of researchers have
been exploring the concept of Explainable AI (XAI) as a solution. XAI aims to develop
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tools and techniques to help users understand and make sense of AI [144]. XAI is an inter-
disciplinary effort drawing from research in artificial intelligence, psychology, and human-
computer interaction. At its core, XAI is concerned with developing techniques that can
reveal why an AI made a prediction, and designing user interfaces that convey this infor-
mation in an understandable way. This work is built on current efforts in the XAI field,
however we adopted a slightly different approach to the problem.

One of the premises of modern AI is to provide decision-making support to individu-
als who deal with complex problems. These individuals are usually professionals who are
considered domain experts (e.g., financial analyst, physician) and the AI systems that are
developed are expected to augment their decision making [73]. However, there is growing
evidence suggesting that even for professionals, lack of domain expertise can lead to over-
reliance on AI and incorrect judgments. For example, less experienced physicians tend
to perceive the quality of AI advice (even if it is incorrect) higher than more experienced
physicians [60]. Similarly, less experienced physicians were more likely to adhere to er-
roneous AI advice [116] than more experienced physicians. These findings suggest that
domain knowledge is an important factor for appropriately incorporating AI advice into
decision-making. XAI approaches, on their own, do not close this cap, and may lead to
misjudgments of the capability of the AI system [169, 150].

Additionally, recent developments suggest that AI that was developed for complex
decision-making is making its way to everyday life, allowing non-expert users to make
complex decisions without the need for a domain expert. Examples include AI-based
investing advisors [174], mental health assistants [52], and personalized diet assistants
[98], among others. In these cases, the problems associated with understanding the AI
will remain an important challenge, therefore the need to research and implement XAI
becomes essential. Research shows that among non-expert users (non-professionals), the
level of domain expertise affects how AI is utilized. For example, users with less domain
experience are less likely to identify incorrect AI advice [91], more likely to rely on AI
advice [150], and trust AI more than users with more domain experience [129].

To address these issues, we argue that understanding the role of domain knowledge
when interacting with XAI systems and integrating domain knowledge into XAI systems is
critical. In this work, we focused on integrating domain knowledge into XAI and explored
opportunities to support users and increase their ability to make sense of AI through
domain knowledge. The overarching research questions in this thesis were:

• What is the role and importance of domain knowledge in human-AI interaction?

– In what ways can domain knowledge be used to support users to make better
decisions when working with an AI system?
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– How does domain knowledge affect perceptions and use of an AI system?

• How can we leverage Cognitive Work Analysis in understanding and designing AI
systems?

– How can CWA be used to gain a deeper understanding of a human-AI interac-
tion?

– How can CWA be used to design better AI systems?

1.2 Background

In the following sections, we present a brief high-level overview of the main concepts that are
the focus of this work and provide justification for research questions. Note that following
chapters present more in-depth literature reviews pertaining to the work presented in the
corresponding chapter.

1.2.1 From Human-Automation Interaction to Human-AI Inter-
action

Human-automation interaction has been a subject of attention in human factors research
since the 1960s [74]. At that time, the primary function of automation was to carry out
physical tasks. However, with the computerization of work, the focus of human-automation
interaction evolved into supervisory control [151, 131, 173]. Typically, the problems of
interest were in the form of levels of automation or proper role allocation between humans
and automation. Early forms of automation were mostly used in complex technical systems
such as power plants and aircraft. However, with recent advancements in AI, there is a new
form of human-automation interaction that has much broader applicability than traditional
automation systems. These aspects of automation have been captured, to some extent, in
the expert systems literature [107].

As the focus of this work is AI systems, it is important to identify the differences
between current AI systems and traditional automation. First, the type of automation
typically studied in the literature was mostly concerned with types of systems that are de-
signed for expert users, or for complex systems, such as power plants. However, current AI
systems that are being built have many end-user properties, from recommendation systems
to decision-making aids, such as intelligent investing assistants, personal healthcare assis-
tants, and self-driving cars. Second, the traditional automation systems were mostly built
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around rules and were mostly rule-based systems. Given an input (or multiple inputs),
these systems followed certain decision paths constrained by hard-coded rules to provide
an output. In most cases, these systems were less probabilistic and easier to understand.
If the user knows the rules, they could understand how the input is transformed into the
output. Of course, there were uncertainties, for example, sensor noise and similar environ-
mental factors that added (external) uncertainty. Machine learning-based AI systems are
probabilistic by nature. Usually, there are no explicit rules (or little explicit rules), and the
goal is to train the machine learning models by letting them observe data that exists in the
real world to learn the patterns and associations, and produce a reasonable input-output
relationship. A classic example is an image detection algorithm that is able to detect faces
by training over a large sample (could range from hundreds to millions) of images that
may or may not include a face. Such algorithms learn, over time, to differentiate an image
where there is a human face present, from an image where there is no human face.

Compared to rule-based systems, the learning process of current AI systems is not
bounded by rules, and learning the patterns does not necessarily constitute rule-based rea-
soning. Since the model learns associations between data points, and since these tend to be
more correlational in nature, the input-output relationship ultimately becomes probabilis-
tic. This probabilistic nature has implications for users, as it becomes relatively difficult to
understand how the model came up with a particular input-output relationship. Compared
to traditional automation systems, this may require a different way of thinking and mental
model of the system. In traditional automation, failures or breakdowns in the system can
be traced easily by examining the rules that led to that failure, and appropriate action can
be taken. In an AI system, however, finding faults in the system requires re-examining
the algorithm itself, or the training data that was fed into the algorithm, and this process
is relatively more complex. The uncertainty can also show itself in the form of ambiguity
which is an essential part of these complex AI systems [148]. To deal with these issues, the
field of XAI emerged in recent years, which we will discuss next.

1.2.2 Overview of Explainable AI

The term explainable AI (XAI) has become popular after a DARPA (Defense Advanced
Research Projects Agency) program [70]. The goal of XAI research is to fill the gap in
understanding the behavior of a machine learning model. In its conception, XAI was
defined as “AI systems that can explain their rationale to a human user, characterize their
strengths and weaknesses, and convey an understanding of how they will behave in the
future.” ([70], p.44). XAI is concerned with both technical aspects (e.g., how to produce
models that are easier to explain) and human-centered aspects (e.g., how to design an
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explanation interface). Since the program launched, there has been a growing interest in
developing techniques and approaches (see [1, 89, 119] for reviews).

In a review by [89], several explanation approaches have been identified, including using
interpretable methods such as decision trees, model-agnostic methods, and example-based
explanations, among others. Explaining the behavior of an AI model can take many forms.
The explanations can be global (i.e., explaining the logic of the entire model) and local
(i.e., explaining the logic of a particular prediction or decision). The explanations can
also be model-specific, limited to certain models, or model-agnostic, applicable to many
different models [1]. Studies that examined XAI techniques so far yielded mixed results.
While in some cases, XAI seems to provide clear benefits [128, 108, 180], other studies
found negative consequences of XAI [34, 96, 23]. It appears that there is more work to do,
as acknowledged by DARPA in their retrospective analysis of the XAI program [72].

In this work, we took a functional approach to XAI. Instead of focusing on the AI
technology itself, our focus was on the function it serves, and the role it plays in a decision-
making situation. While we were interested in evaluating the AI, similar to the typical
approaches used in the XAI literature, we were mostly concerned with the human perfor-
mance at the end. Therefore, the focus was not on specific XAI tools or methodologies.
We acknowledge that the current tools will evolve, and better techniques will be developed.
However, we believe that two challenges will persist: First, what does it all mean for the
user? How will it affect the way they solve problems? Second, how will a user make sense
of the AI itself and any proposed explanation approach?

1.2.3 Trust in AI

One of the key motivating factors behind Explainable AI is to increase user trust in the
AI system, especially when high stake decisions are on the table [70]. Ideally, the user
should have appropriate levels of trust in the AI [103]. In human-automation interaction,
trust in automation has been a fundamental concept [77, 103, 131]. Failure to calibrate
trust in an automated system properly may result in misuse (overreliance) and disuse
(underreliance) of automation [131], decreased performance and less adoption. Trust in
automation has been extensively studied (See [77], for a review; [147] for a meta-analysis
on factors influencing trust). One of the most influential approaches to studying trust in
automation comes from Lee and See [103]. According to Lee and See, three factors are
critical in trusting an automated agent: performance, process, and purpose. Performance is
defined as a human’s observation of results, the process is defined as a human’s assessment
of how the system works, and purpose is defined as the intention of the system. To establish
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appropriate levels of trust, these three factors should match with each other in a human’s
mind. For example, if the observed performance matches the human’s understanding of
the system (process), then appropriate levels of trust can be developed. Trust and reliance
on automation increase with the perceived reliability of the automation [145, 142, 120].
Trust can mediate the relationship between beliefs and reliance [51, 167]. It decreases with
automation error [102, 18], but providing explanations of why the error occurred (observing
the process; [103]) can increase trust and reliance despite the errors. Explaining behavior
increases trust especially when the automation is less reliable [168]. Overall, the goal of
system designer should not increase or decrease users’ trust without providing matching
levels of automation reliability. This is key to achieving optimal performance.

In the context of XAI, trust in automation can be translated into trust in the AI system
where the user must understand the process, observe the performance and evaluate if they
match the intention of the system in order to trust in the system appropriately. Overtrust
and overreliance on AI, similar to overtrust in automation, can lead to misuse of the system.
Having appropriate levels of trust in the capabilities of AI algorithms would benefit users
when interacting with the content suggested by these systems. For example, by calibrating
their trust towards a particular AI decision-maker more appropriately, a user can decide
when to rely on the AI, and when to ignore its suggestions. Moreover, if the user can make
sense of why the AI system makes a prediction or a decision, they will be more likely to
(1) calibrate their trust based on the explanations provided by the AI system (i.e. Is the
explanation sound?), and (2) develop better mental models of the AI system (i.e. What is
it sensitive to?). It is also worth noting that interacting with AI systems may not always
lead to binary situations, i.e., whether to trust the AI or not. Since most AI systems are
probabilistic in nature, trust can also affect the extent to which a user’s decision process
is influenced by AI.

While there has been extensive research on trust in automated systems [77], and in
trust in XAI [99], there is a lack of research on how domain knowledge influences trust
in black-box machine learning algorithms. This thesis, therefore, aims to fill this gap by
looking at how trust in AI is impacted when interacting with XAI.

1.2.4 The Need for a Domain-Centric Approach

Regardless of how good an AI system is at explaining its behavior, model, and process,
interpreting these outputs requires some domain expertise [11]. Most XAI approaches
focus on a group of users who are experts in the task domain the AI is operating in
[93] and make clear distinctions between domain experts and non-experts [4]. However,
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domain expertise is not binary [157], and studies have shown that users with varying levels
of domain expertise interact differently with XAI, and in most cases, non-expert users
demonstrated poorer task performance and unwarranted trust in AI [60, 116, 91, 150], as
they may struggle to make sense of the explanations [169]. Therefore, it is important that
XAI systems go beyond explanations and provide reasoning facilities [46] as otherwise the
user’s background domain knowledge can lead to inaccurate representations about why the
AI makes a decision [93, 61].

Here, we argue that a domain-centric perspective can be useful, and this is the approach
we adopted in this work. As the name suggests, the domain-centric approach starts with
understanding the task domain, the expertise required to perform at an optimal level, and
the challenges associated with decision-making in the task domain. This perspective is then
used to understand and evaluate how the current users work, and to explore ways to apply
the insights, findings, and recommendations to technology design (e.g., user interfaces) to
support decision-making and task performance. We argue that this approach is critical
in systems where non-expert decision-makers may rely on AI for decision support. By
understanding what really matters in the task domain, we can develop tools to support
non-expert decision-makers to (1) gain a deeper understanding of the problem, and (2)
make better sense of the AI system they are interacting with. Our fist research question
is concerned with this approach:

Research Question 1: What is the role and importance of domain knowledge in human-
AI interaction?

• In what ways can domain knowledge be used to support users to make better decisions
when working with an AI system?

• How does domain knowledge affect perceptions and use of an AI system?

1.2.5 Cognitive Work Analysis as A Domain-Centric Tool

In this work, we used a CWA approach to develop a domain-centric approach and to
understand and improve human-AI interaction. CWA is a framework to analyze complex
systems and focuses on identifying the information support that helps users to become
“flexible, adaptive problem solvers” ([164], p.136). A key characteristic of CWA is to
understand the constraints of a system that reduces the degree of freedom while at the
same time presenting opportunities for flexible adaptation.

CWA is a comprehensive framework that was developed to analyze and improve complex
socio-technical systems [137, 163]. It was initially developed to understand the complexity
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of work environments such as power plants, however the flexibility of the approach led to
explorations of CWA in many different domains. For example, Read et al. [139] identified
that CWA has been used many diverse fields including aviation, ground transportation,
defence applications, healthcare, and finance. The unique characteristic of CWA is its
focus on constraints of the work environment that ultimately determines the behavior
of the actors (humans and automation) while giving them the flexibility to achieve the
goals in multiple ways, which is key to deal with unexpected events. CWA offers five
phases that address different types of constraints and dimensions of the work environment
[122]. These include Work Domain Analysis (WDA), Control Task Analysis (ConTA),
Strategies Analysis (SA), Social Organization and Cooperation Analysis (SOCA), and
Worker Competencies Analysis (WCA). Below is a short summary of what each phase
aims to accomplish:

• Work Domain Analysis (WDA): WDA aims to identify physical and goal-related
constraints of the work environment, and has been the most influential phase in the
history of CWA. WDA uses abstraction-decomposition space (ADS) to represent
the functional relationships between elements in a task domain. ADS consists of a
decomposition hierarchy and an abstraction hierarchy (AH, Figure 2.2). The decom-
position hierarchy describes the part-whole relationships of a domain (i.e., systems
and subsystems). The AH focuses on identifying the constraints at different levels
of abstractions, including functional purpose (purpose of the system), abstraction
function (rules and laws that limit the action), generalized function (functions that
are achieved), physical function (physical, tangible components) and physical form
(descriptions and appearance of physical characteristics) levels. According to Vicente
[164], the number of levels of abstraction and the content is domain-dependent, how-
ever, it appears that historically these five levels have been useful to describe a wide
variety of domains.

• Control Task Analysis (ConTA): ConTA aims to identify the constraints and
requirements related to known, recurring situations [163]. Using decision ladders,
ConTA describes the cognitive steps that are taken to achieve a specific goal. It also
aims to identify expert performance by identifying particular steps the experts took
or skip. ConTA has been used to understand working with automation in the past
[104].

• Strategies Analysis (SA): SA aims to identify strategies that can be used to
achieve certain goals. These goals are usually identified in the ConTA. For example,
a ConTA can reveal what task needs to be done (e.g. risk assessment), and SA can
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reveal different ways of accomplishing the task (e.g. various ways of conducting risk
assessment). Compared to WDA and ConTA, SA is an understudied phase of CWA.
The primary tool used in a SA is information flow maps. Compared to WDA and
ConTA, there are fewer instances of SA in the literature [38].

• Social Organization and Cooperation Analysis (SOCA): SOCA deals with
requirements associated with the organizational structure. It aims to identify how
different actors (humans and machines) can coordinate and share responsibilities.

• Worker Competencies Analysis (WCA): WCA is akin to a user-centered ap-
proach where the requirements associated with users are identified. Through Skills,
Rules, Knowledge (SRK) Taxonomy, WCA aims to map the constraints and re-
quirements identified in other phases of CWA to human capabilities and limitations.
WCA has direct implications for design, as it concerned with how information should
be represented (e.g., on a user interface) that allows appropriate level of cognitive
engagement (skill-based, rule-based, or knowlege-based).

While CWA has traditionally been applied to complex socio-technical systems such as
power plants [163], transportation [15], and healthcare [16], it is a versatile framework that
is applicable to a number of different fields, and to solve a number of different problems,
including interface design, work design, and training requirements.

Ultimately, CWA is about understanding the work and identifying insights and op-
portunities to improve work. Therefore, the usefulness of this approach, similar to other
approaches, is bounded by its utility and influence on improving the understanding of
the context, and the ability to find opportunities to improve the tools, technologies, and
workflows. This work presents an exploration of using CWA in the context of AI/XAI,
and while using CWA to understand the dynamics of interacting with an XAI system and
to explore the design opportunities, it also aims to present a case study for evaluating its
usefulness. The following research question was developed with regards to CWA:

Research Question 2: How can we leverage Cognitive Work Analysis in understanding
and designing AI systems?

• How can CWA be used to gain a deeper understanding of a human-AI interaction?

• How can CWA be used to design better AI systems?
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1.2.6 Conceptualizing Domain Knowledge

What constitutes “domain knowledge” has been discussed extensively in the learning liter-
ature [2] and numerous ways to conceptualize domain knowledge has been proposed. For
example, one way to conceptualize it is to consider declarative, procedural, and conditional
knowledge about a subject matter. This could also include topic knowledge, discipline
knowledge, and so on. This approach resembles the “textbook” knowledge [175] where
domain knowledge is more about the body of knowledge about a particular field.

Another approach is to define domain knowledge from expert-novice differences in a
task domain [33], which is the approach we adopted in this work. In this approach, do-
main knowledge is conceptualized by observing how experts reason and behave, and how
they differ from novices. These differences provide insights into what constitutes domain
knowledge in a field.

In this work, we conceptualized domain knowledge as the conceptual understanding,
reasoning, and strategic actions that experts rely on to do their job. We operationalized it
as “the decision rules and criteria used by experts to make credit and lending decisions”.
When we mention “domain knowledge” in studies presented in Chapters 2, 3, and 4, we
refer to a set of rules and guidelines that expert credit underwriters rely on when making
credit approval decisions. These guidelines and rules can be external (e.g., set by an
association in the lending industry) or internal (developed based on personal experience).
In the CWA literature, these are usually described as “expert knowledge” [16, 163] and
one of the goals of CWA is to elicit this knowledge by conducting field studies with experts
and making it explicit through the analysis of the work domain.

1.3 Contributions

The work has a number of contributions to research and design. The main contributions
included the following:

• We demonstrated that adding domain knowledge to XAI has a number of benefits
to users. Through experimental studies, we explored how domain knowledge affects
perceptions and use of AI in a financial decision-making task. We showed that non-
expert users can benefit from having access to domain knowledge when interacting
with an AI system. While the role of domain expertise in the context of AI and XAI
have been studied in the past, to our knowledge, this is one of the first attempts
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at supporting users to overcome the limitations of the lack of domain expertise. We
also demonstrated that embedding domain knowledge into XAI is valuable in helping
users avoid relying on AI when it makes a mistake. Taken together, these findings
present opportunities to improve future AI systems (through integration of domain
knowledge), as well as contribute to the growing body of research on domain expertise
in XAI.

• We presented a novel use case of Cognitive Work Analysis (CWA). We leveraged
Work Domain Analysis (WDA) to improve the existing explainable AI techniques.
Furthermore, we applied Control Task Analysis and Strategies Analysis to under-
stand how AI influences non-expert users’ decision-making process. This work builds
on and extends the CWA research on reasoning about automation [19] and mod-
eling automation [104]. This work made a unique contribution to CWA research
by investigating an understudied area (XAI) and by demonstrating the usefulness
an under-utilized component of CWA (strategies analysis) while providing unique
insights that can be leveraged to design future AI systems.

• Through user interviews, we identified perceptions of AI, and how AI is being inte-
grated into decision-making by non-expert users. We identified a number of issues
pertaining to XAI, and opportunities to improve design of XAI. Furthermore, our
analysis revealed the complexity of designing for non-expert users, and recommen-
dations for future research and design were developed.

• We introduced a testbed that simulates a realistic financial investing decision-making
situation that can be used to explore future research questions in the investing space
or human-AI interaction. We demonstrated different use cases for the testbed and
explored multiple aspects of the human-AI interaction.

• This work also provides insights about how non-expert users engage in investing,
and has implications for integrating AI systems to Peer-to-Peer lending platforms
and similar investing contexts. We demonstrated how information presented on the
user interface influences investors’ decision-making processes and their investment
decisions.

1.4 Thesis Overview

In the first half of this thesis, we explored how domain knowledge can be added to XAI
and provided results of a series of experimental studies that investigated various aspects of
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decision-making performance and perceptions of AI. In the second half, we took a broader
approach to human-AI interaction and provided insights into how non-experts integrate
AI into their decision-making process. We also utilized CWA to synthesize the findings
and provided recommendations for design and future research. In addition to the brief
overview of the literature presented in this chapter, each chapter includes a background
literature section that focuses on the subject and the study presented.

This thesis is organized into six chapters, excluding this introduction chapter. A brief
overview of each chapter is presented below:

• In Chapter 2, we present results from an online experiment that looked at the ef-
fects of augmenting explanations with domain knowledge on users’ perceptions of
XAI. This study also presents an exploration of utilizing WDA to produce domain
knowledge explanations.

• In Chapter 3, we present an experimental study that investigated the effects of pro-
viding domain knowledge on task performance and perceptions of XAI in a complex
financial decision-making context.

• In Chapter 4, we discuss an extension to the study presented in Chapter 3. An
additional condition was tested using the same procedure and material, and the
results were compared to the findings presented in Chapter 3.

• In Chapter 5, we present a CWA approach to synthesize the findings and insights
gained so far and discuss implications of applying CWA to the current context.

• In Chapter 6, we provide a general discussion, contributions to research and design,
the limitations we encountered, and our recommendations for future work.
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Chapter 2

Study 1: Exploring Abstraction
Hierarchy-Based Explanations

2.1 Introduction

In this chapter, we present a study that served as an initial exploration of CWA in the
XAI context. The primary motivation for this study was to address the issue that users
of XAI systems may lack the required domain expertise needed to make sense of the AI
explanations, as the current XAI techniques provide only data-driven explanations for
predictions without explaining the domain relevance. One of the immediate application
areas of a WDA is that it provides a model of the domain knowledge, and in this way
could serve as a way to identify domain knowledge that might be helpful to add to AI
explanations.

In the following study, we explored the application of CWA in the context of XAI.
We built an AI system using loan evaluation data set and applied an XAI technique to
obtain data-driven explanations for predictions. Using an AH, we generated explanations
that convey domain knowledge to accompany data-driven explanations. An online exper-
iment was conducted to test the usefulness of AH-based explanations. Participants read
financial profiles of loan applicants, the AI system’s loan approval/rejection decisions, and
explanations that justify the decisions. Presence or absence of AH-based explanations was
manipulated, and participants’ perceptions of the explanation quality was measured. The
results showed that providing AH-based explanations helped participants learn about the
loan evaluation process and improved the perceived quality of explanations. We conclude

14



that a CWA approach may increase understandability in explaining the decisions made by
AI systems. This work was published as a conference article [44].

In the following sections, we present the study and discuss the key findings. More
details about the study, including additional analyses, can be found in the Appendix.

2.2 Abstraction Hierarchy Based Explainable Artifi-

cial Intelligence

As Artificial Intelligence (AI) becomes integrated into complex socio-technical systems
such as healthcare, finance and defence, there is an increasing concern that the black-
box nature of these systems may result in adverse situations where the AI misbehaves
or makes incorrect predictions in high-stake decisions. Explainable Artificial Intelligence
(XAI) field emerged to combat these concerns and make the black-box AI systems more
understandable by providing explanations that justify the decisions made my AI systems
[70].

This work extends these efforts and explores a domain-driven approach to assist cur-
rent XAI techniques by utilizing Cognitive Work Analysis (CWA). By combining domain
knowledge from the Abstraction Hierarchy (AH) and data-driven explanations from cur-
rent XAI methods, we present a unified solution that can provide better support to users
of AI systems.

2.2.1 Background

When building user-facing AI systems, providing appropriate information regarding why
the system behaves in a particular way is key to achieve trustworthiness and evaluation
capability [117], which became more important after European Union’s regulations on
“right to explain” [64]. While there are many definitions of explanations in the AI context,
for the purpose of this work, we used explainability as “the ability to explain or to present in
understandable terms to a human” ([48], p.2). XAI is a recent and an active research area,
and several review articles have already been published (e.g. [119]). Currently, the most
common method to achieve explanations is looking at the existing relationships between
data attributes and finding evidence for the AI’s decision. Extracting these relationships
is easier in linear models (ante-hoc explanation models; [82]) and more difficult in black-
box models. However, recently, researchers started to unpack the black-box algorithms by
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applying explanation models on top of black-box methods (post-hoc explanation models;
[82]). These techniques (e.g. LIME; [140]) can be model-agnostic and locally faithful
to the prediction model. Other approaches use different methods, however the common
thread among these techniques is that they are data-driven. Below is a sample result from
applying such an approach in a loan evaluation context.

User Profile:
Loan Amount = $20,000, Duration = 24 Months, Savings Account Balance = $5000.
Decision:
AI rejected the loan because Savings Account Balance was $5000. If the user had at
least $10,000 in savings, the loan would be approved.

While these approaches can produce understandable explanations, as other researchers
have pointed out [143, 82], explaining an AI agent’s decision using only data-driven ap-
proaches is not sufficient without the context, the domain relevance, and the reasoning
behind the observed relationships. As AI systems are getting more involved in high-stakes
decisions, providing domain-driven and comprehensive explanations becomes more impor-
tant.

Cognitive Work Analysis to Understand the Domain

Data-driven methods, in most cases, do not provide the reasoning behind the decisions.
For example, a person may be denied a loan because the loan duration was longer than
24 months, however from a user’s perspective the importance of this may be difficult to
grasp. A user facing such explanations will rely on their existing knowledge which may be
inaccurate [119]. Therefore, providing the reasoning behind decisions by drawing from the
domain knowledge, like an expert human would, can help users understand the decisions
better. CWA [163], especially the first step, work domain analysis, can be particularly
useful in analyzing and mapping the work domain and identifying the underlying reasons
behind data-driven explanations. The “Why-How” structure of the abstraction hierarchy
can be used as a knowledge representation framework [19] that provides rich and meaningful
descriptions of how elements in a system are related. Such descriptions can explain why
the data that is used as justification for AI decisions matters and the functions it serves.
We argue that combining such descriptions with data-driven explanations can support
users in (a) making sense of the explanations (b) considering alternative strategies when
making action decisions. In the following sections, we present a prototype system and an
experiment to explore how CWA can be used in the context of explaining decisions made
by an AI system.
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2.2.2 Overview of the System

To explore how AH can be applied to XAI, we created a prototype using a data set well
known in machine learning research, the “German Credit” data set [49], which features
1000 loan applicant profiles and 20 variables such as account balance and loan purpose and
labels for each profile (good or bad applicant). We used good and bad as “loan approved”
and “loan rejected” in this study. To create the AI system, we trained a random forest
classifier on the data (80/20 train-test split, AUC score = .65). Then, we applied the
LORE technique (Local rule-based explanations; [68] ) which samples data points that are
close to an instance that needs to be explained, builds a decision tree, and extracts the
decision rules for that instance and the conditions that would change the decision of a
system (counterfactuals; [165]). In total, we selected 15 cases from the data set to explain
and use in the experiment. The outcome of this process is shown in Figure 2.1.

Next, we built an AH to better understand the loan evaluation context, as shown in
Figure 2.2. Our goal was to create a model that supports explaining the concepts, therefore
the AH was strictly limited to the features of interest. The features in the data set were
considered as physical functions. The generalized function level was the main emphasis in
this model, which resulted in identifying various assessment processes and sub-processes.
We used 5C Framework of Credit [8] as an approach to customer risk assessment. Abstract
function and functional purpose levels were modeled but not utilized.

To generate explanations, for each factor mentioned in data-driven explanations (Figure
2.1), we created explanations based on the AH using the following logic: Find the element
in the AH, find the function it serves, search for one other factor that achieves the same
function, and finally, describe how these are connected to the decision (i.e. approval or
rejection). Figure 2.3 illustrates the flow used to generate AH-based explanations. Once
the explanations were generated, they were attached to the data-driven explanations and
served as additional clarifications, as shown in Figure 2.4. Note that the descriptions
provided by the AH are domain related but not necessarily AI related, and they serve to
provide better understanding of the factors the data-driven techniques extract from the
model.

Overview of the Study

To examine the usefulness of using AH-based explanations, we designed an online exper-
iment, manipulated the presence of AH-based explanations, and measured users’ percep-
tions of explanation quality.
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Figure 2.1: One of the fifteen cases used in the study. Information about the loan appli-
cant’s financial situation, loan details, AI system’s decision and explanations are presented
on a single page.
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Figure 2.2: Abstraction hierarchy of loan evaluation system.
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Figure 2.3: The flow used to generate explanations. In this example, liquid assets (e.g. ac-
count balances) achieve the generalized function CAPITAL (1), which can also be achieved
using hard assets (2). CAPITAL influences decision (3) such that higher capital leads to
better chances of approval.
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Figure 2.4: AH-based explanations. For each factor mentioned in the data-driven expla-
nations, a description based on AH was presented (dotted box at the bottom).

2.2.3 Method

Participants

We recruited 100 participants on Amazon Mechanical Turk platform. The mean age was
37.8 (SD = 10.5). Gender distribution was 57% female, 43% male.

Design

The experiment was a between-subjects design with two conditions: Baseline condition
(data-driven only explanations) and AH-based explanations condition (data-driven + AH-
based explanations). In the baseline condition, after presenting the predictions of the AI
system, explanations generated using the LORE technique were presented, namely decision
rules and counterfactuals (Figure 2.1). In AH-based explanations condition, decision rules
and counterfactuals were presented similar to the baseline. Additionally, for each concept
that was mentioned (e.g. “account balance”), a textual explanation about the concept’s
domain significance (generated using AH) was presented (Figure 2.4).
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Procedure

The experiment was designed in a five-part survey format. A total of fifteen loan application
cases (applicant’s financial profile information, AI model’s prediction, and explanations)
were presented to participants in a static format. In the first part, demographics and back-
ground questions were asked and description of the AI system was provided. In the second
part, five training cases were presented. For each case, after reading the applicant’s profile
and explanations, participants had to answer simple questions (e.g. “What is the account
balance?”). These questions were used as an attention test. In the third part, five case
were presented, and participants were asked about their perceptions of the explanations. In
both conditions, the cases included financial profile, AI system’s decision, and data-driven
explanations. Additionally, in AH-based explanations condition, data-driven explanations
were accompanied by AH-based descriptions. Of the five cases presented in this part, three
were rejections and two were approvals. In the fourth part, five more cases were presented.
This time, only financial profiles and decisions were presented, and explanations were omit-
ted, therefore both conditions were similar. Participants were asked, for each case, to write
what they would do to change AI system’s decision. The cases presented in this part were
rejections, and participants had to figure out which property they would change and how
much to get an “approval”. The final part of the study included open-ended questions
about the AI system. Average completion time of the survey was 35 minutes.

Measures

Table 1 shows the measures used in the experiment. Confidence in AI, human-likeness,
adequate justification, and understandability questions were adapted from [53]. These
four questions, along with the satisfaction question constituted user perception questions,
and were asked after presenting explanations in the third part of the survey. Behavioral
intention question was asked after presenting each case (without explanation) in the fourth
part of the survey. Perceived learning and information amount questions were asked in the
final part.

Hypotheses

Based on the literature, we developed three hypotheses:
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Measure Response Form
Confidence in AI: The explanation makes
me confident in the agent’s ability to perform
its task.
Human-likeness: This explanation looks
like it was made by a human.
Adequate Justification: This explanation
adequately justifies the decision made by the
agent.
Understandability: This explanation
helped me understand why the agent
decided as it did.
Satisfaction: This explanation was. . .

7-point scales, from “strongly dis-
agree” to “strongly agree” for
confidence, human-likeness, ad-
equate justification, and under-
standability; from “unsatisfac-
tory” to “satisfactory” for the sat-
isfaction question.

Behavioral Intention: If this were your
loan application, what would you do to in-
crease your chance of getting approval?

Open-ended response.

Perceived Learning: How much did the
explanations help you learn about loan deci-
sion process?

7-point scale, from “too little” to
“too much”.

Information Amount: The information
provided when explaining the decisions was...

7-point scale, from “too little” to
“too much”.

Table 2.1: Measures used in the experiment.
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Hypothesis 1: Participants in AH-based explanations condition will provide higher rat-
ings in user perception questions than participants in the baseline condition. The literature
on explanations [119] provide factors that make an explanation ‘good’, namely importance
of causal reasoning, providing explanations that are suited to the user’s goals, and pro-
viding both explanations of local actions and global operations. AH-based explanations
address several aspects of “good explanations”; they provide pathways users can choose
based on their goals, global explanations through higher level abstractions, and convey
more understandability by making the causal relationships in the domain explicit.

Hypothesis 2: Participants will report richer behavioral intentions in AH-based expla-
nations condition compared to baseline condition. We defined richer behavioral intention
as “mentioning more strategies in the behavioral intention questions”. The strategies could
include actions such as increasing account balances, reducing debt, and so on. AH-based
explanations provide information about both a feature’s significance in the domain and how
features collectively achieve higher level functions. In other words, it provides a “map”
where users can form multiple strategies to achieve the same outcome [56]. Participants
in AH-based explanations condition will have a glimpse of this map through the richer de-
scriptions and may consider alternative strategies better than participants in the baseline
condition.

Hypothesis 3: Participants will report learning more about the loan evaluation process
in AH-based explanations condition than participants in the baseline condition. While
exposure to the data-driven explanations can help participants understand how the system
works, with AH-based explanations, users have a better chance to form appropriate mental
models regarding how the various elements relate to each other through the exposure to
higher-level concepts and functional relationships identified in AH.

2.2.4 Results

Three participants could not complete the survey due to technical issues. Further, we
remove one participant from the data as they failed in more than 50% of the attention
questions. Therefore, the following analysis was conducting using data from 96 partici-
pants. Unless otherwise noted, comparisons were done using t-tests.

Perceptions of Explanation Quality

Hypothesis 1 stated that AH-based explanations would be perceived superior than data-
driven only explanations. To test this, we first collapsed all five cases and created average
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scores for each of the five perception questions and conducted t-tests. Overall, the con-
ditions did not differ significantly in user perception questions. Next, we examined the
cases individually and observed significant differences in one of the cases (case 4). Specif-
ically, there were significant differences in confidence in AI, t(95) = 2.01, p = .047, and
understandability, t(95) = 2.11, p = .04. There was also a marginally significant difference
in perceived human-likeness, t(95) = 1.78, p = .079. Participants in AH-based condition
reported more confidence in AI (M = 5.33, SD = 1.32), more understandability (M =
5.45, SD = 1.16), and more human-likeness (M = 4.63, SD = 1.52) than participants in
the baseline condition (M = 4.75, SD = 1.48 for confidence in AI, M = 4.9, SD = 1.39 for
understandability, and M = 4.01, SD = 1.58 for human-likeness). These results provide
some evidence to support hypothesis 1, however it seems like there is a context effect as
these differences were observed in only one of the cases.

Behavioral Intention

The behavioral intention questions were coded in two ways. First, the number of concepts
that were mentioned were counted. For example, if the answer suggested that loan amount
should be lower and loan duration should be higher, the number of concepts mentioned
would be two. Second, the answers were scored based on correctness. A t-test showed
no significant difference in the number of concepts mentioned between conditions, t(95)
= .02, p = .98. On average, participants suggested 2.2 strategies in each case. There
was a marginally significant difference in accuracy, t(95) = 1.73, p = .086. The accuracy
in the AH-based explanations condition was 60% (SD = .18) and the accuracy in the
baseline condition was 53% (SD = .2). These results suggest that addition of AH-based
explanations may improve the accuracy of predicting AI’s behavior, however we should
note that participants were incorrect in significant number of cases. Overall, hypothesis
2 was not supported as AH-based explanations did not improve the number of strategies
mentioned by the participants.

Perceived Learning

A t-test showed a significant difference between conditions in perceived learning, t(95) =
2.18, p = .031. Participants indicated that they learned more about the loan decision
process in AH-based explanations condition (M = 5.8, SD = .97) than participants in the
baseline condition (M = 5.4, SD = .81). Hypothesis 3 was supported.
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Information Overload

A t-test showed that participants did not differ in their perceptions of the information
amount between conditions, t(95) = .77, p = 0.44. Overall participants perceived that the
amount of information was moderate, M = 3.9, SD = 1.03 in the baseline condition, and
M = 4.1, SD = 1.07 in the AH-based explanations condition. This result suggests that
addition of AH-based descriptions did not increase perceived information amount provided
in explanations.

2.2.5 Discussion

In this experiment, we investigated the effects of adding AH-based explanations to the data-
driven explanations on user perceptions of a loan evaluation AI system. The results showed
that AH-based explanations improved perceptions of explanation quality in one of the five
cases. Further, participants reported learning more about the loan evaluation process in the
AH-based explanations condition. We did not observe a difference in behavioral intentions.

We found some evidence suggesting that adding an AH-based component to data-
driven explanations can improve perceived confidence in AI, perceived humanness of the
explanations and perceived helpfulness of explanations in learning about the AI system.
However, it seems like the context matters as only one of the cases (case 4) revealed these
effects. A comparison between case 4 and other cases showed that this case was one of
the two cases where the AI system “approved” the loans, and the most important factor
in approval was the assets the loan applicant had. A closer inspection of open-ended
comments revealed that some participants were confused about the explanations involving
assets. It is possible that providing domain knowledge-based information might be helpful
in situations with particular characteristics (e.g. when familiarity with the situation is
low), which is also consistent with what CWA aims to achieve [162]. It appears that AH-
based explanations helped reduce the confusion some participants may have experienced
with data-driven explanations. Still, these results call for a systematic investigation of
contextual factors (e.g. ambiguity, complexity and familiarity) to identify the conditions
where AH-based explanations are most useful.

We observed no differences in the number of strategies participants expressed to change
the AI system’s decision. We believe two factors play a role here. First, the system
was relatively simple, and some of the properties (e.g. loan amount and loan duration)
were repeatedly mentioned in data-driven explanations. It is possible that, in this setup,
providing data-driven explanations might be sufficient to obtain a good mental model of
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how the system behaves. Second, the explanation generation process was kept simple to
avoid lengthy descriptions. It is possible that providing more details may be needed in order
to in consider alternative strategies. For example, instead of limiting the explanations
to only a few concepts, the entire AH could be revealed to participants and all of the
pathways could be shown. Future work should systematically examine what kind of AH-
based information is most useful in providing action support.

As hypothesized, participants in the AH-based explanations condition reported that
they learned more about how the loan evaluation process works than participants in the
baseline condition. These results support the idea that providing domain-relevant infor-
mation can help users increase their knowledge and expertise. As black-box AI systems
become part of the everyday life and work, non-expert users will increasingly have to deal
with complex AI decisions and need to make sense of it. Providing domain knowledge along
with data-driven explanations seems to be a promising approach in educating users about
the problem space. Moreover, this approach can also be used in the training process in
complex systems. Future domain experts who must work with black-box AI systems from
day one can benefit from a tight integration of data-driven and domain knowledge-driven
decision support systems.

Overall, these results are promising, and they invite further exploration of applying
CWA in the explainable AI context and studying conditions under which a CWA approach
would be most helpful in supporting users’ understanding and decisions.

In this work, we explored a novel use case of CWA and utilized the AH to improve
the quality of explanations of an AI system’s predictions. CWA offers a strong toolkit to
examine and analyze complex systems, and as AI systems start to tackle more complex
problems, we believe CWA has an important role to play when it comes to supporting
users of future AI systems.

2.3 Contributions and Conclusion

In this chapter, we presented an investigation of using AH to augment data-driven AI
explanations. This study makes two contributions. First, we introduced a novel method
to augment AI explanations with domain expertise. By taking advantage of CWA and the
AH, we laid out the functional structure of the task domain (means-ends relationships) the
AI is trained on. We then applied the relationships identified in the AH to a model-agnostic
and local explanation technique to improve data-driven explanations. By combining data-
driven and domain knowledge explanations, we presented a unified explanation interface
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and identified how users’ perceptions are affected by introducing domain knowledge into
an XAI system. The second contribution was the way we utilized CWA. CWA has been
traditionally used to gain a deeper understanding of the task domain, and the constraints
identified in the analysis are then applied to graphical user interfaces (EID; [21]), training
[121], and team design [16]. This work builds on the ideas presented in [19] and extends
the current use cases of CWA and demonstrates that CWA, and in particular WDA can
be beneficial in contextualizing the AI explanations by using the means-end relationships
identified in the AH.
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Chapter 3

Study 2: Investigating the Role of
Domain Knowledge in Explainable AI

3.1 Introduction

In the previous chapter (Chapter 2), we explored how combining XAI with domain knowl-
edge affects users’ perceptions of explanations. However, the study did not adequately
assess task performance in a realistic way due to the nature of the experimental setup.
Understanding how domain knowledge influences perceptions of AI is valuable, however,
it is not clear how it can help users to make better decisions and achieve better task per-
formance. To address this gap, in this chapter, we present an experimental study that
measured user behavior including task performance in a simulated environment. Similar
to the previous study, we were interested in how integrating domain knowledge into an XAI
interface affects user perceptions and user behavior, so we compared an AI-only situation
with an AI + domain knowledge situation.

In this work, we explored how domain knowledge, identified by expert decision-makers,
can be used to achieve a more human-centered approach to AI. We measured the effect of
domain knowledge on trust in AI, reliance on AI, and task performance in an AI-assisted
complex decision-making environment. In a peer-to-peer lending simulator, non-expert
participants made financial investments using an AI assistant. The presence or absence of
domain knowledge was manipulated. The results showed that participants who had access
to domain knowledge relied less on the AI assistant when the AI assistant was incorrect
and indicated less trust in the AI assistant. However, overall investing performance was not
affected. These results suggest that providing domain knowledge can influence how non-
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expert users use AI and could be a powerful tool to help these users develop appropriate
levels of trust and reliance. This work was published as a journal article [45].

In the following sections, we present the study and discuss key findings. Additional
information about the study, including additional analyses, can be found in the Appendix.
Moreover, this study involved semi-structured interviews in addition to the experimental
protocol. The analysis of the interviews will be discussed separately in Chapter 5.

3.2 The Effects of Domain Knowledge on Trust in Ex-

plainable AI and Task Performance: A Case of

Peer-to-Peer Lending

Today, Artificial Intelligence (AI) is being used to assist with complex decision-making in
socio-technical systems such as finance and healthcare. Complex and capable AI systems
utilize black-box algorithms [1], and there is an increasing concern about the negative
consequences of using such systems. Not understanding how and why an AI system makes
a decision may lead to distrust and under-reliance even if the AI advice is very accurate.
Conversely, over-trusting a failing AI system can lead to devastating outcomes in high-stake
decisions.

The field of Explainable AI (XAI) is trying to address these concerns by developing
tools that help understand how an AI system makes a decision and what goes into it [69].
There are many different technical approaches to XAI [1], and the number of user studies
on XAI is increasing. However, XAI approaches are driven more by revealing the workings
of the AI, than by a human-centred approach.

This work aims to propose a human-centred approach to XAI by incorporating the
domain knowledge of expert decision makers in an XAI interface. In particular, for non-
expert users, gaps in domain knowledge can lead to misunderstandings, failure to interpret
the explanations, and inappropriate levels of trust in and reliance on AI systems. Includ-
ing the domain knowledge of expert users should allow less expert users to make better
decisions.

To explore these issues, we present an experiment that examines the effects of providing
domain knowledge to non-expert users on use, trust, and task performance when using AI
in a complex financial decision-making situation. In the next sections, we will provide an
overview of the related work, introduce research questions, describe our method, present
the results and discuss the findings.
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3.2.1 Background and Related Work

Explainable AI

It is crucial to provide information about why an AI system behaves in a particular way
to establish trustworthiness and evaluation capability [117]. XAI has been proposed to
achieve these objectives [1] by revealing information about how an AI system behaves and
help users make sense of its predictions. XAI has multiple goals, including generating trust
and understanding, satisfying legal and regulatory needs, ensuring social responsibility and
fairness, among others [62].

XAI is a rapidly growing field [1, 89, 119]. In a review by [89], several explanation
approaches have been identified, including using an interpretable method such as deci-
sion trees, model-agnostic methods, example-based explanations, among others. Instead
of focusing only on explanations, recent approaches involve building AI systems that have
interpretability and causability built into them by incorporating domain knowledge, allow-
ing better reasoning about its output [86, 54]. Explaining the behavior of an AI model
can take many forms. The explanations can be global (i.e., explaining the logic of the
entire model) and local (i.e., explaining the logic of a particular prediction or decision).
The explanations can also be model-specific, limited to certain models, or model-agnostic,
applicable to many different models [1]. Each method has its distinct advantages and dis-
advantages, and recently comprehensive approaches to explainability have been proposed.
For example, [105] lay out a question-driven framework focusing on understanding user
needs and then selecting the appropriate explanation method. However, ensuring that
XAI meets the needs of decision makers remains a significant challenge. Evaluating the
quality of the explanations therefore becomes important to address this. There are many
approaches that have been investigated to accurately evaluate the explanation quality
(See [183], for a review on evaluating explanation quality). According to [48], explana-
tions can be evaluated by experimenting with end-users in a real-world application setting
(application-grounded), non-expert users in a simplified environment (human-grounded),
or by a quantitative approach using formal definitions (functionality-grounded). Each ap-
proach requires defining a different set of measures to evaluate the explanation quality. For
human-centered evaluations, one of the key metrics is trust towards AI [183].

In human-automation interaction, trust in automation has been a fundamental con-
cept [77, 103, 131]. Failure to calibrate trust in an automated system properly may result
in misuse (overreliance) and disuse (underreliance) of automation [131], decreased perfor-
mance and less adoption. Trust in automation has been extensively studied (See [77], for a
review; [147] for a meta-analysis on factors influencing trust). One of the most influential
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approaches to studying trust in automation comes from [103]. According to Lee and See,
three factors are critical in trusting an automated agent: performance, process, and pur-
pose. Performance is defined as a human’s observation of results, the process is defined as
a human’s assessment of how the system works, and purpose is defined as the intention of
the system. To establish appropriate levels of trust, these three factors should match with
each other in a human’s mind. Explanations in XAI can provide clues about the process,
thereby helping users calibrate their trust towards AI appropriately.

User studies have shown some benefits of providing explanations on user perceptions
and performance. For example, [128] showed that explainability features could reduce
the time it takes to review summary case documents. [108] demonstrated that providing
“why” (Why this prediction?) and “why not” (Why not the other prediction?) improved
users’ understanding of AI, increased trust, and led to better task performance. Similarly,
providing confidence metrics about an AI system’s predictions can lead to appropriate
trust calibration [180], such as revealing the relationship between inputs and outputs [182].
On the other hand, the usefulness of explanations may depend on the cognitive load the
user. [181] found that communicating the prediction uncertainty under high cognitive load
led to lower trust in AI as participants did not have capacity to process the uncertainty
information.

Explainability does not always work and can result in unintended outcomes. For ex-
ample, it can lead to the illusion of explanatory depth [34], where users overestimate their
understanding of AI by observing the explanations. Moreover, explanations can mislead
users into believing that AI is more capable and correct than it is. For example, [96]
showed that participants perceived an incorrect AI as more correct (or less incorrect) when
explanations (post-hoc example-based) were present. Similarly, [23] demonstrated that
healthcare practitioners over-relied on a clinical decision support tool when it was incor-
rect and when comprehensive explanations accompanied the diagnosis predictions. Con-
versely, participants also demonstrated under-reliance when the explanations were limited.
Further evidence comes from [160], who showed that both rule-based and example-based
explanations led to following an AI system’s advice more compared to no explanations
even if the advice was incorrect. These findings highlight the complexity of explaining
the predictions of an AI system for appropriate reliance. [90] demonstrated that clinicians
performed worse when presented with an incorrect machine learning recommendation in
a treatment selection study. Furthermore, in this study, providing feature-based expla-
nations (i.e., contribution of features to a prediction) was associated with lower accuracy
scores when the recommendation was incorrect.

These findings point to a potentially negative aspect of providing explanations: If the AI
system fails to make a correct decision, explanations can lead to over-reliance and negative
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task outcomes. This finding is a major concern, especially in high-stake decisions. We argue
that to prevent these outcomes, accurate interpretation of explanations is important, which
partly depends on having sufficient knowledge about a task domain. It is reasonable to
assume that some users, when presented with elaborate explanations of a machine learning
prediction, will be willing to perceive the explanations as a sign of AI’s capability, and
this may lead to unwarranted trust in AI. This behavior is especially likely when the
domain is complex and and the decision makers are less expert. Therefore, providing
domain knowledge to users may mitigate these explanation effects and help them make
more accurate assessments of an AI system and its explanations.

Domain Knowledge

No matter how good an AI system is at explaining its behavior, model, and process, inter-
preting these outputs becomes very difficult without necessary domain expertise. Paradox-
ically though, we often employ AI systems to help less expert users with complex decisions.
Examples of AI for less expert users include healthcare AI assistants designed for patients,
and financial investing AI assistants designed for retail investors.

Previous work suggests that domain expertise might be an essential factor in the con-
text of XAI. For example, [169] found that when people lack domain knowledge, common
explanation approaches such as feature importance and feature contribution did not satisfy
the key goals of XAI, such as understanding, uncertainty awareness, and trust calibration.
In another study, [150] found that participants with less task familiarity relied on AI more
than participants with high task familiarity. Similarly, [129] showed that less expert users
trusted an AI system than more expert users. Users with less expertise may also be prone
to accepting AI advice when it is incorrect. For example, less experienced physicians were
more likely to adhere to erroneous AI advice [116]. In another study, less experienced
physicians considered the advice coming from AI as equally high quality as the advice
coming from other physicians, while more experienced physicians perceived the quality of
AI advice lower [60]. [180] concluded that task performance in the context of XAI may de-
pend on factors beyond explanations, including “whether the human can bring in a unique
set of knowledge that complements the AI’s errors” (p.296). These findings suggest that
domain expertise in interpreting AI is important even in the case of domain experts.

One approach to address these challenges is to embed domain expertise in the user
interface to improve the understandability and interpretability of AI recommendations.
For example, [44] showed that adding knowledge-based explanations, derived from a cog-
nitive work analysis, led to more positive perceptions of AI and better understanding of
the situation. A similar approach is suggested by [109] in the form of “superimposition”,
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which aims to map feature-based explanations to higher level concepts of a domain. [149]
introduced the concept of “ambiguity-aware AI” which provides domain knowledge-based
explanations about potential conflicting rules to facilitate medical reasoning. More com-
prehensive approaches utilizing domain knowledge have also been explored. For example,
[43] used domain knowledge in the form of formal representations to build a hybrid AI
with improved model accuracy that generated customized explanations.

While these studies propose promising approaches, they focus explicitly on providing
model-driven explanations for the AI recommendations. This approach can lead to brittle-
ness, as it supports only the user’s interpretation of the AI recommendation, rather than
the user’s decision making process as a whole. In this work we propose taking a broader
human-centred approach, starting with understanding how expert decision makers make
their decisions, then embedding their domain knowledge in the interface. We hypothesize
that this approach should help less expert users to identify failures of the AI and lead to
appropriate trust and reliance.

Decision-Making in Finance

The context of this work is is Peer-to-Peer (P2P) lending. P2P lending platforms “provide
a facility creating a marketplace where investors who wish to lend funds can find poten-
tial borrowers and provide credit through P2P Agreements” ([130], p.5). This objective is
achieved by providing technology and infrastructure to facilitate interactions between in-
vestors (lenders) and borrowers. P2P lending platforms may offer a number of functions to
assist borrowers and investors, such as identity verification, setting interest rates, money
transfer from borrowers to investors, and ensuring legal compliance [130]. P2P lending
platforms allow borrowers to obtain loans at lower cost and function as an alternative in-
vesting opportunity for investors as the risk-return trade-off and returns are close to other
similar financial instruments [130]. In general, there are two categories of P2P lending:
business and consumer. In business lending, investors lend money to (mostly small) busi-
nesses, whereas in consumer lending, loans are issued to individuals. The context of this
study is consumer lending.

In its simplest form, P2P lending works the following way: Borrowers apply for loans
by providing their information, and lenders can offer loans or fund the requested loans [7].
As the borrower pays back the loan, lenders earn interest. Depending on the website or the
platform, the mechanisms through which the loans are funded may change. For example,
a common approach is crowdfunding: Instead of each investor issuing a loan to one person,
multiple investors can fund multiple loans by making smaller investments to reduce the
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risk. Since the loans are unsecured in P2P lending in most cases, there is a considerable
risk of losing the investments if borrowers default.

From a decision-making perspective, P2P lending provides a unique situation to study
human-XAI interaction. Evaluating a borrower’s financial situation is key to ensure that
the risk is manageable. While most platforms offer decision support tools such as assigning
a grade to loan requests [65], at the end of the day, the decision to invest is left to investors.
As in most lending environments, borrowers with a poorer credit history are subject to
higher interest rates, which means higher returns for investors. Assessing the risk of a
borrower requires an understanding of credit evaluation (i.e., domain expertise). However
unlike banks, most investors don’t have access to advanced decision-support systems such
as mathematical models financial institutions use. For experienced investors, assessing the
risk of a borrower may be relatively easy; however, many P2P platforms are open to both
experienced and inexperienced investors, creating a situation where the domain is complex
(credit evaluation), but the users can be experts and non-experts. For non-expert users,
decision-support tools such as AI may be beneficial, and AI and XAI have been explored in
in credit evaluation in the past [118, 66], including P2P lending [22]. However, the issues
mentioned previously such as lack of domain knowledge, may be a barrier to make sense of
XAI and use it appropriately. Therefore, in this study, we used a P2P lending platform as
a testbed to explore the role of domain knowledge where non-expert investors interacted
with an XAI system.

3.2.2 Research Questions and Hypotheses

The overall research questions we explored in this work are as follows:

• How does providing domain knowledge in the context of XAI affect task performance
and reliance on AI?

• How does providing domain knowledge in the context of XAI affects perceptions of
AI (trust in AI, perceived quality of explanations)?

Providing domain knowledge allows non-expert users to utilize domain expertise to
evaluate the predictions of an AI system and interpret the explanations that support the
prediction. Moreover, domain knowledge can help users make better assessments of the
situation, affecting how the AI is being utilized in the decision-making process.

We argue that in situations where an AI system makes incorrect predictions, relying on
domain knowledge can help users notice that the AI may be failing and help them avoid
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relying on AI. In the absence of domain knowledge, users may be more inclined to trust
and rely on AI as they have limited means to assess the performance of AI. Therefore,
providing domain knowledge leads to more informed and accurate interpretation of AI
output. From this perspective, we developed three hypotheses that reflect the potential
outcomes of providing domain knowledge when interacting with an XAI system:

Hypothesis 1a: Providing domain knowledge will lead to less reliance on AI when the
AI makes incorrect predictions. When an AI system makes a mistake, a meaningful way to
identify the mistake and avoid relying on AI is by looking at the situation from a domain
knowledge lens. For non- expert users, relying on domain knowledge is difficult. Providing
domain knowledge may help them assess the situation more accurately and identify that
the AI is not working correctly.

Hypothesis 1b: Providing domain knowledge will lead to better task performance. If
participants can identify the situations where the AI is not working correctly and avoid
relying on AI advice, this should lead to better task performance.

Hypothesis 2: Providing domain knowledge will lead to less trust in AI. Having access
to domain knowledge can help users notice the discrepancies between the advice offered
by the AI and domain-relevant guidance. They are observing that the AI not is in sync
with their understanding of the task domain. This observation can affect the perceived
capability of AI, leading to less trust, compared to having no access to such information.

Hypothesis 3: Providing domain knowledge will lead to less positive perceptions of ex-
planations. Similar to Hypothesis 2, we expected that having access to domain knowledge
will affect how well the explanations are received. Notably, we expected that users would
have less confidence in AI explanations.

3.2.3 Method

Apparatus

To explore these research questions, we developed a website that mimics a P2P platform.
We used a publicly available dataset to select borrower profiles and build a machine learning
model. The dataset included over a million records of borrowers who obtained loans on
a P2P lending platform. The records included loan details, financial background of the
borrower, payments made and the loan status.
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Machine Learning Model

We used a subset of the dataset to build the machine learning model to predict the risk
of default. We selected cases where the borrowers paid back the loan fully and cases
that resulted in charge-offs or defaults. Whether or not the loan was paid back was the
outcome variable. We trained a gradient boosting classifier (using the CatBoost library)
on the dataset using an 80-20 split. This approach resulted in a model that had a 65%
accuracy. Note that the model’s actual performance did not matter for the purpose of
this study, as the cases that were shown to participants were handpicked from the dataset.
This allowed us to present an AI model that had 75% accuracy among the cases shown to
participants. Instead of using the predicted classes (i.e., default or not), we obtained the
predicted probabilities (e.g., 68% chance of default) and used them throughout the study.

We consider the machine learning model as a black-box model for the purpose of this
study. To explain the predictions of this model, we created the explainability component by
applying the SHAP algorithm to identify each factor’s individual contribution to a partic-
ular prediction. SHAP is a state-of-the-art method for local explanations (i.e., explaining a
specific prediction rather than overall model behavior, [110]). SHAP is an effective method
that addresses multiple explanation needs [1], and it has also been used in credit evalua-
tions in the past (e.g., [22]). Using SHAP allowed us to identify the contribution of each
factor (direction and strength of contribution) to a default risk prediction (see Fig. 3.3, left
panel for the outcome of SHAP). These feature contributions constituted the explanations.

Website

We created a website as a testbed for this study. The website had three main components.
On the loan listing page, participants could see available loans they could invest in (Fig.
3.1). These loans (5 in the training set, 20 in the main experiment) were selected semi-
randomly from the dataset. On the borrower details page (Fig. 3.2), participants could
see loan details (e.g., amount, term, interest rate), financial background of the applicant
(e.g., income, debt, credit utilization). These factors are typically used to assess the
creditworthiness of a borrower in the lending industry. On this page, participants could
also invest in the loan fully or partially. Additionally, participants could hover over the
question marks to read more about the financial terms.

We designed two visualizations that were key elements of the study: The machine learn-
ing assistant and a domain knowledge-based decision aid. The machine learning assistant
(Fig. 3.3, left) included several pieces of information. First, it described the risk of de-
fault. The risk of default was the probability of default predicted by the machine learning
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Figure 3.1: List of available loans.
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Figure 3.2: Financial profile of a borrower.

algorithm, and it could range from 0% to 100%. Next, the machine learning assistant pro-
vided the most important factor that contributed to this prediction. This information was
obtained by applying the SHAP algorithm to extract the contribution of each factor to a
prediction. Next, two graphs were shown to participants: Factors that decrease the risk and
factors that increase the risk. Again, these factors and their contributions were provided
by the SHAP method. We transformed the raw SHAP values into human-understandable
percentages (e.g., Debt-to-Income ratio decreased the risk by 8% compared to an average
applicant) to facilitate interpretation.

We designed a domain knowledge-based decision aid (key indicator panel; Fig. 3.3,
right) to communicate domain knowledge regarding factors that affect the borrower’s cred-
itworthiness. Six key factors were identified through a domain analysis and talking to a
professional credit expert. These six dimensions included credit utilization rate, debt-to-
income ratio, number of late payments in the last 24 months, number of credit inquiries in
the past year, employment length, and account age. For each of these factors, a threshold
for making safe/risky decisions was identified. For example, generally, a credit utilization
rate around 30% is considered a threshold. If the borrower has a credit utilization rate
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higher than 30%, this might be regarded as a red flag and will decrease the chances of
getting credit approval. Likewise, if the utilization rate is below 30%, the borrower can
manage credit, which is considered a positive factor. The particular design we used aimed
to show the ranges and where the borrower stands relative to minimums, maximums, and
threshold values. The safe range (the range that most lenders prefer) is shown using green,
and the risky range was shown using red. We used pins to show where the borrower stands.
This information was not directly related to the risk prediction or AI explanations. Our
goal with the key indicators panel was to give more context and provide a means through
which participants could evaluate the explanations provided by the AI agent. For example,
if a person’s debt-to-income ratio was very high (shown in the red zone on the key indica-
tors panel), and the AI cited debt-to-income ratio as one of the key factors increasing the
default risk, participants were able to observe the match between AI’s interpretation and
expert interpretation of the borrower. In other instances though, AI failed to list debt-to-
income ratio as one of the contributing factors, and participants might want to analyze the
explanations further to understand the situation and interpret the AI more accurately.

Participants also had access to a portfolio page to see various charts to visualize the
distribution of investments and expected returns.

Task

The participants’ task was to play the role of an investor, evaluate borrowers, and use
the available virtual cash to make investments to maximize their profit. Evaluating the
borrowers is a task that is very similar to a real world lending context: Given the credit
history and financial background of the borrower, the default risk (or late payments) must
be assessed. During this task, depending on the condition, participants had access to
additional decision support tools: Machine learning assistant and key indicators panel.
Participants could access additional information by hovering over the question marks on
the website. Participants were allowed to spend their money however they wanted, and they
could keep some (or all) of their money. They could use the machine learning assistant
(and the key indicators panel in experimental condition);, however they didn’t have to.
In fact, during the training, they were told that the machine learning assistant may not
always make the correct prediction, and it was ultimately their responsibility to take the
risk. Participants could invest in any combination of loans out of the 20 loans listed on
the website. There was no time limit, and participants were instructed to submit their
portfolios when they were happy with their investments. Participants were not aware of
the accuracy of the machine learning assistant as we wanted participants to form their
opinions based on the information presented through the explanations and visualizations.
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Figure 3.3: Machine learning assistant (on the left) and domain knowledge-based decision
aid (on the right).
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Study Design

The study was a between-participants design with two conditions: baseline condition and
experimental condition. The baseline condition involved AI-only scenarios, and the exper-
imental condition involved AI + domain knowledge scenarios. In the baseline condition,
participants saw borrower profiles including loan details, financial background of the bor-
rower, and the machine learning assistant. In the experimental condition, participants saw
everything present in the baseline condition. Additionally, participants in the experimental
condition had access to the key indicators panel, and more information in the tooltips. In
the baseline condition, the tooltips described what the term is, and provided the formula
to calculate the value (e.g., “Credit utilization rate is the amount of credit divided by the
credit limit’). In the experimental condition, the tooltips additionally stated why a factor
matters or not, and how it is used by credit underwriters when assessing a borrower (e.g.,
“Having a high utilization rate (more than 30%) is a red flag that implies that the borrower
is not managing debt well. If at any time this person’s income is gone, they will be left with
lots of debt, which increases the risk of default.”). The tooltips in the experimental con-
dition included substantially more domain knowledge about the factors, and we expected
that reading the tooltips in the experimental condition will help participants gain a deeper
understanding about borrower risk assessment. Note that the information presented on
the key indicators panel was identical to the information presented in the tooltips, and key
indicators panel served as a summary of the information that was available in the tooltips.

During the task, 20 available loans were presented. Half of the loans were safe (i.e.,
they were paid back fully), and the other half were defaulting loans (risky). Of the ten
defaulting loans, five were correctly predicted by the machine learning model as high risk
(the default chance > 50%), and the other five were incorrectly predicted as low risk (the
default chance < 50%). As a result, the AI assistant had 75% accuracy.

Sample

The sample consisted of 40 university students. The average age of the participants was
20.7 (SD = 3.1). Nineteen participants identified themselves as male, and 21 participants
identified themselves as female.

Data Collection and Procedure

The study started with a pre-study questionnaire, followed by a training session. Par-
ticipants watched a six-minute video during the training, introducing P2P lending, the
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website, and the task. Then, participants completed a short training session where five
loans were shown on the website. The composition of loans was similar to the loan compo-
sition in the main task. After the training session, participants completed the main task.
The average task completion time was 22.4 minutes (SD = 12.7). After the main task,
participants filled out a post-study questionnaire.

Measures

Several behavioral and subjective measures were collected. Except for background mea-
sures, all other measures were collected during the study or in the post-study questionnaire.
Background questions were asked in the pre-study questionnaire.

Behavioral Measures

We collected the following behavioral measures in the study:

Portfolio Size: The amount of money participants had at the end of the study after
calculating losses and profits.

The number of Safe Investments: The number of investments made in safe loans.

The number of Risky Investments: The number of investments made in defaulting
loans.

The number of Incorrect AI Investments: The number of investments made in
defaulting loans where the AI incorrectly under-predicted the default risk.

Safe Investment Amount: The amount of money invested in safe loans.

Risky Investment Amount: The amount of money invested in defaulting loans.

Incorrect AI Investment Amount: The amount of money invested in defaulting
loans where the AI incorrectly under-predicted the default risk.

Time Spent on Tooltips: The time participants spent reading the tooltips.

Subjective Measures

We collected the following subjective measures in this study:

Trust in AI: A checklist for Trust between People and Automation [92] was used to
measure trust in the machine learning assistant.
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The Perceived Accuracy of AI:: Perceived accuracy of the machine learning assis-
tant was asked on a slider (0-100).

The Explanation Quality: Four 7-point Likert scale items were used to measure
several dimensions of explanation quality: Confidence in AI (The explanation makes me
confident in the agent’s ability to perform its task), human-likeness (This explanation
looks like it was made by a human), adequate justification (This explanation adequately
justifies the decision made by the agent), and understanding (This explanation helped
me understand why the agent decided as it did). These items were adapted from [53]
who developed these metrics based on the Technology Acceptance Model [41] and Unified
Theory of Acceptance and Use of Technology Model [161].

Information Amount: Perceived information amount (the amount of information
presented on the screen) was measured using a 5-point Likert scale.

Task Difficulty: Perceived task difficulty was measured using a 5-point Likert scale.

Additionally, we collected the following background measures:

Financial Literacy: Financial literacy was assessed using items from five instruments
that measure various aspects of financial literacy [178, 57, 28, 80, 40]. We only used items
that could be applicable to the credit and lending context (as opposed to specific financial
instruments such as stocks and bonds). This approach resulted in a 24-item questionnaire.

Risk Attitudes: To measure risk attitudes, we used two instruments: DOSPERT
(Domain-Specific Risk-Taking) scale [170] and SIRI (Stimulating-Instrumental Risk Inven-
tory; [179]). From DOSPERT, we only used investment and gambling sub-scales. SIRI
also provided two sub-scales: SRT (Stimulating Risk Taking) and IRT (Instrumental Risk
Taking).

3.2.4 Results

We used Mann-Whitney U tests for ordinal variables. For continuous variables, we used
independent samples t-tests if the assumptions were met. Otherwise, we used Mann-
Whitney U tests.

We first looked at the time spent reading tooltips, as reading tooltips would mean that
participants were exposed to domain knowledge. There was a significant difference between
conditions in time spent reading the tooltips, t(38) = -4.7, p < .001. Participants in the
experimental condition spent more time (M = 3.02 minutes, SD = 1.61) on reading the
tooltips than participants in the baseline condition (M = 1.1 minutes, SD = .87). This

44



Figure 3.4: The number of risky investments (on the left) and the number of investments
among loans where the AI was incorrect (on the right).

result indicates that participants in the experimental condition were exposed to domain-
knowledge more than participants in the baseline condition.

Task Performance

In this study, we considered two categories of task performance: The number of investments
and the amount invested.

In terms of the overall portfolio (after calculating profits and losses), there was no
significant difference between groups, t(38) = .23, p = .82. The average portfolio size was
$98,011 (SD = $9,280). This result also means that participants lost around $27,000 on
average.

There was no difference between groups in the number of safe investments (Mann–Whitney
U = 221.5, p = .56). However, participants in the experimental condition (M = 4.1, SD =
2.2) made significantly fewer risky investments than participants in the baseline condition
(M = 5.7, SD = 2.7), Mann–Whitney U = 271.5, p = .05. Moreover, among loans where
the AI made incorrect predictions, participants in the experimental group made fewer in-
vestments (M = 2.9, SD = 1.1) than participants in the baseline condition (M = 3.8, SD
= 1.1), Mann–Whitney U = 283.5, p = .02 (Fig. 3.4). These results support Hypothesis
1a.

In terms of the invested amount, there was no difference between conditions in the safe
investment amount (t(38) = -.35, p = .72), risky investment amount (t(38) = .31, p = .75),
and investment amount when the AI was incorrect (t(38) = .61, p = .55). Hypothesis 1b
was not supported.
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Subjective Ratings

Overall trust in AI was not different between conditions, t(38) = 1.77, p = .09. However,
when we explored trust and distrust dimensions of the trust scale separately, we found that
participants in the experimental condition indicated lower ratings in the “trust” dimension
(M = 4.53, SD = .95) than participants in the baseline condition (M = 5.11, SD = .8),
t(38) = 2.1, p = .04. There was no difference between conditions in the distrust dimension,
t(38) = .81, p = .42. Hypothesis 2 was partially supported.

Although there was a 5% difference in perceived accuracy of AI between conditions,
there was no statistical difference, Mann–Whitney U = 239.5, p = .29. Overall, participants
perceived the AI as 77.1% accurate (SD = 10.73), which is close to the actual accuracy of
AI (75%).

There were no differences between conditions in explanation quality measures, all p’s
> .05. Average ratings were: M = 5.4, SD = 1.13 for confidence in explanations; M
= 4.8, SD = 1.32 for human-likeness of explanations; M = 5.6, SD = .78 for adequate
justification; M = 6, SD = .95 for understanding. Hypothesis 3 was not supported.

There was a significant difference between conditions in perceived information amount
(Mann–Whitney U = 261, p = .05). Participants in the experimental condition (M =
2.95, SD = .69) indicated that there was less information presented on the website than
participants in the baseline condition (M = 3.4, SD = .6). There was no difference between
conditions in perceived task difficulty, Mann–Whitney U = 177.5, p = .53.

Correlations

Trust in AI was significantly positively correlated with most of the explanation quality
measures: Confidence in explanations (r(38) = .55, p < .001), adequate justification (r(38)
= .46, p = .003), and understanding (r(38) = .53, p < .001). Trust in AI was also positively
correlated with perceived AI accuracy (r(38) = .43, p = .006). In terms of performance
metrics, trust was positively correlated with overall number of investments (r(38) = .35, p
= .03). Trust was also positively correlated with the number of risky investments in loans
where the AI was incorrect (r(38) = .53, p = .02) and investment amount (r(38) = .47, p
= .04), however this relationship was observed only in the experimental condition.

Financial literacy was negatively correlated with risky investment amount in the ex-
perimental condition (r(38) = -.48, p = .03) but not in the baseline condition (r(38) =
.17, p = .48). No other correlations between financial literacy and task performance met-
rics were significant. Financial literacy was also positively correlated with understanding
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explanation quality only in the experimental condition, r(38) = .60, p = .005. (baseline
condition: r(38) = -.17, p = .49). No other correlations between financial literacy and
other subjective measures were significant. Finally, there were no meaningful correlations
between task performance metrics and risk-taking attitudes (DOSPERT and SIRI scores).

3.2.5 Discussion

In this study, we explored the idea of the domain knowledge gap when interacting with an
XAI system. We examined the effect of providing domain knowledge on task performance,
perceptions and use of AI. The results showed that participants relied on AI less when
domain-relevant guidance was present, and they indicated less trust in AI. However, risk-
taking behavior in terms of investment amount was not affected.

The Effect of Domain Knowledge

Participants made fewer risky investments in the experimental condition. This effect seems
to be driven by fewer investments when the AI was under-predicting the default risk. We
believe that providing domain-relevant guidance was the key factor here. First, the cases
where the AI under-predicted the default risk all had one or more characteristics in the
“risky zone” on the key indicators panel. This was intentional, as we wanted to create a
situation where there was a discrepancy between the AI assistant and the domain-relevant
guidance. For example, in one case, the borrower had over $400,000 annual income and a
low debt-to-income ratio (8.4%) and the default chance was predicted as 32% by the AI
assistant. However, this borrower also had a high credit utilization rate (56%) and had
eight credit inquiries in the past year. These factors were considered as red flags and were
presented in the ”red zone” on the key indicators panel. Looking at the key indicators
panel, it was clear that there were red flags. Here, participants had to make a judgement:
Follow the AI advice (as 32% risk was relatively low among the loan set we had) and invest
or take the red flags indicated by the key indicators graph into account and avoid investing.
It appears participants chose the latter option, as participants in the experimental group
made fewer investments in such loans. Note that these red flags were mentioned in the AI
explanations; however, the AI did not consider these as top factors.

We believe that there could be two explanations. First, looking at the domain-relevant
guidance, participants may have noticed the red flags. This might have led them to consider
the case carefully, or ignore it altogether (i.e., avoid investing), despite the low default
risk prediction by the AI. In this case, the behavior would be primarily driven by the
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presence of additional domain knowledge. However, informal interviews after the study
session showed that almost all participants took the AI assistant into account on risky
loans. Second, participants may have noticed the discrepancies between the AI assistant
and key indicators graph (e.g., seeing red flags on the key indicators graph yet getting a
low default risk prediction from the AI assistant), and question the AI guidance, resulting
in less reliance on AI and more reliance on domain-relevant guidance. This explanation is
also in line with the differences in trust in AI between conditions. Note that other than the
five loans where the AI under-predicted the default risk, in all other cases, the information
presented on the key indicators graph and the AI assistant were congruent, and following
the domain-relevant guidance or relying on AI would not make a difference. These results
suggest that conveying domain knowledge effectively reduced the over-reliance on AI when
it was incorrect.

While we focused on the potential benefits of integrating domain-relevant information
into an AI-based system, the findings also suggest that limited understanding of the domain
(baseline condition) can lead to unwarranted trust and reliance. This finding is in line with
previous research that showed that less expert users are more willing to accept AI advice
than expert users [116, 60], and trust the AI more [129].

These results also highlight the complexity of closing the domain knowledge gap. Sup-
pose an AI system provides domain knowledge to help users to make better sense of the
explanations. In that case, it can also create situations where the AI decision or explana-
tions may not match with domain knowledge. In our case, this led to a situation where
participants could avoid relying on AI when it was incorrect. However, there could be
unintended consequences in other contexts. For example, if the domain knowledge is mis-
understood or is not complete, it can lead to incorrect interpretation of the AI system.
This possibility challenges us to consider how much domain expertise people will need to
make sense of AI and AI explanations, and how this domain knowledge will be obtained
and communicated to the users or embedded into the AI system.

Unexpectedly, financial literacy was barely related to performance metrics. It is likely
that the measures we used were not explicitly addressing P2P lending and credit evaluation,
or were not effective in capturing the level of literacy that was needed in this task. While
we observed some relationships between financial literacy and other metrics, it is difficult
to draw conclusions based on the observed relationships.
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Investments and Risk Taking

We found that participants made fewer risky investments in the experimental condition,
but the amount of money invested was not different between conditions. While people’s
risk-taking behaviors were not the study’s main focus, we need to acknowledge several
factors that may have contributed to these results. First, there was no real consequence
of losing money in the experiment. In the informal interviews after the study, we noticed
that most participants tried to make the right decisions in choosing creditworthy borrowers.
Still, the amount of money they invested in these borrowers was not of concern. Second,
most participants said that they would invest significantly less if they were using their own
money. It appears that risk-taking attitudes were not at play in this study. Therefore, in
future studies, it would be valuable to create an environment that involves real monetary
risks and incentive mechanisms to accurately draw conclusions about risk-taking behavior.

Subjective Measures

Participants in the experimental condition indicated less trust towards AI. We believe
that these differences come from the presence of domain knowledge in the experimental
condition. This further strengthens the argument that participants were able to identify
situations where they should not rely on AI. The presence of domain knowledge may have
resulted in perceptions that AI is not the only source of truth as opposed to the baseline
condition where the only decision support tool was the AI assistant. This might have led
to questioning the AI assistant more in the experimental condition, resulting in less trust
and reliance.

Looking at the correlations, we believe that trust seems to be a central factor. Trust
was both associated with behavioral measures such as investing in risky loans when the AI
was incorrect and perceived explanation quality. These findings are in line with previous
research on the importance of trust in automated systems and AI. [152, 103]. The observed
correlation between trust and the number of investments made in loans that the AI as-
sistant in the experiment condition incorrectly predicted suggests that trust might be the
determining factor especially when there is conflicting information (i.e., the AI assistant
and key indicators panel). In other words, situations where the AI might be failing may
be the true test of trust in AI.

Perceived explanation quality was not different between conditions. These results may
suggest that explanations were strongly tied to the prediction regardless of the accuracy of
the prediction. It is possible that participants were looking for the congruence between the
AI prediction and the explanations. Even if the prediction of AI was incorrect, as long as
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the explanations were in line with the prediction, participants may have developed similar
perceptions in both conditions. Most of the AI predictions in this study were of this type.
It is also possible that perceived explanation quality may depend on and vary between
cases; therefore an aggregate measure may not be the most effective metric. We believe
that it is valuable to ask explanation quality questions separately for each prediction or
a group of predictions (e.g., correct and incorrect predictions) in future studies. Finally,
we only used a limited set of metrics to evaluate the explanation quality. Measuring the
quality and effectiveness of explanations is an emerging area [72], and numerous approaches
have been proposed [79, 183]. In particular, measures related to user mental models [79]
including understanding the causability [83] can help better understand the nuances of
explanation quality.

Surprisingly, participants in the experimental condition indicated that there was less
information content on the website than participants in the baseline condition. Informal
interviews after the study session revealed that some participants were overwhelmed with
the amount of information presented on the website. It is possible that participants in
the experimental condition were able to make more sense of the information presented
as the domain knowledge was more complete and action-driven, therefore did not feel
as overwhelmed as participants in the baseline condition. Domain knowledge and the
additional visualization did not increase task difficulty, so in this case, providing these
additional tools was both beneficial, and was not detrimental in terms of difficulty, task
completion time, or information overload.

Implications

These findings have several implications for designing future AI systems and future research
in human-centered AI. First, we demonstrated that providing domain knowledge could be
potentially useful to help users avoid some of the mistakes AI systems will make, espe-
cially if those mistakes are identifiable by relying on domain knowledge. This information
becomes especially important if the AI is not very reliable.

Second, our findings suggest that domain expertise should be an important considera-
tion when designing or testing AI systems. Considering that one of the areas where AI will
be very useful is to support people with less expertise in a task domain, it is important to
take domain expertise into account in future studies and build explanation facilities that
don’t lead to over-trust and over-reliance. In an ideal world, we would expect an AI system
to implicitly model the domain, and make predictions that align with what we know about
a domain. However, numerous examples and incidents have shown that this is not always
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the case. Therefore, we see value in exploring communicating domain knowledge and AI
to help users make the more informed decisions and develop appropriate trust in AI.

In human factors literature, information displays and visualizations based on extensive
analysis of a task domain have been studied extensively [163, 164, 21, 12]. Usually, these
information displays are built to allow reasoning at multiple levels and allow users to access
the information they need at the right time to make complex decisions or monitor the status
of a system and deal with uncertainties. We argue that a similar approach is worthwhile
to explore in the context of XAI. Understanding what information users will need to make
sense of AI explanations and allowing them to deal with unexpected situations (e.g., AI
failures) can benefit future AI-involved systems.

Limitations

This study had several limitations. First, we selected the loans such that relying on domain
knowledge would always lead to a correct decision, whereas relying on AI would not. In
reality, the situation would be more complex as there would be situations where a borrower
with no apparent red flags (according to the lending industry best practices) may still fail
to pay back the loan. This study did not account for these cases. This study also did
not examine situations where AI over-predicted the risk (false positives) as these were not
deemed critical cases in a lending context.

The accuracy of the AI assistant might be another limitation. While the accuracy of the
AI assistant (75%) closely matched participants’ perceived accuracy (77%), it is possible
the benefits of domain knowledge may depend on the AI accuracy, therefore future studies
should consider using models with high vs. low accuracy to better understand when domain
knowledge is most beneficial.

The choice of the explanation approach is also a limitation, as we used only one of
the many explanation techniques that have been developed. In our model, explanations
provided by the SHAP method did not always make sense. However, since we handpicked
the cases to present to participants, we were able to eliminate such explanations. Still, the
type of explanation that are obtained from this technique (the relative contribution of each
factor) may not be the most appropriate approach to explain the AI in our case. Future
studies should consider other approaches, such as including causability in explanations [84].

Another limitation was that the investment volume was not realistic. In real-world
P2P lending, investors usually partially fund loans and in small amounts. Rather than
each investor fully funding a loan, a group of investors partially fund many loans, which
reduces the risk for an individual investor. Since we didn’t have the crowdfunding aspect
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in our app and we wanted to give the participants the option to fully fund loans, we had
to increase the amount of capital significantly. However, most participants mentioned
that capital they had access to was not unrealistic, perhaps because they were non-expert
investors.

We believe that having no real incentives or the risk of monetary loss affected par-
ticipants’ investment decisions. Future studies should consider creating a situation where
participants would be faced with the risk of losing their real money, as this would help avoid
situations where the participant was aware of the risk but did not care enough because it
was virtual money.

Finally, this study focused on non-expert users. It is likely that non-expert users’
expectations from AI are different than expert users who have significant domain expertise.
Moreover, the way explanations are utilized might also be affected by expertise. Therefore,
future studies should involve both expert and non-expert users.

Future Directions

We believe several future directions are valuable to explore based on the findings from
this study. First, an interesting question is how to synthesize domain knowledge and the
outputs of AI and integrate domain-relevant information more tightly to the AI system.
Several approaches have been proposed in the past that leverage knowledge graphs (e.g.,
[26, 27, 88, 54]). Such approaches are promising as they provide inherent interpretability
and integration of domain knowledge into AI systems, which is critical to make sure users
of future AI systems are better equipped to deal with AI failures. Second, this study has
shown that perceptions of AI can be influenced by the additional information presented on
the system’s interface. This finding opens up the question of whether or not AI systems can
be evaluated in isolation (i.e., decoupled from the actual system) as we expect additional
information to be present for the foreseeable future in complex systems. Finally, some of
the results we obtained might be influenced by domain-specific factors, therefore the role
of domain knowledge when interacting with AI systems should be studied across a range
of domains.

3.3 Contributions and Conclusion

In this work, we presented an experimental study where we examined the role of domain
knowledge when interacting with an XAI system in a realistic decision-making scenario.
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The findings highlighted the importance of domain knowledge in trust and reliance in the
context of XAI, and demonstrated that providing users appropriate domain knowledge
helps them avoid erroneous AI advice..

This chapter made several contributions. First, we presented a study of XAI in a realis-
tic task context. While user behavior in XAI has been studied in the past, relatively fewer
studies have taken place in a realistic context with a complex decision-making problem.
Second, we demonstrated that having access to domain knowledge improved task perfor-
mance, especially when the AI is incorrect. Third, we presented a method to leverage
domain knowledge in the form of visualizations to help users make sense of the situation
and evaluate AI from a domain knowledge perspective.
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Chapter 4

Embedding Domain Knowledge in
Explainable AI

4.1 Introduction

In the previous chapter (Chapter 3), we explored the effects of providing domain knowledge
on task performance in an XAI context. The results revealed the beneficial effects of domain
knowledge in dealing with imperfect AI, however we also identified opportunities to further
improve the design of the AI. Based on the insights gathered from the interviews conducted
as part of the study (presented in Chapter 5), we conducted a follow-up session with
another group of participants and tested a third condition where the domain knowledge
was embedded into the AI explanations. In this chapter, we present the extension of the
previous study in the form of a new design, and present data from 20 participants and
analyze how this condition compares to the previous two conditions tested in Chapter 3.

4.2 Background

We had several motivations for conducting this extension study. First, while we observed
differences between conditions in the previous study, the experimental group was not differ-
ent in terms of the amount of money invested in safe and risky loans, and overall portfolio.
This suggests that perhaps providing domain knowledge, while useful, was not convincing
enough to have an influence on the amount of risk participants were willing to take in terms
of investment amount. During the interviews conducted after each session, we noticed a
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common pattern: Most participants had significant respect for AI and in the capabilities of
the AI system. While participants were aware that the AI might be incorrect, they stated
that the AI likely knows more than them when it comes to this task. We believe that this
“‘AI superiority” effect can be leveraged to communicate domain knowledge more directly,
especially when the AI may be incorrect or there is a conflicting interpretation between
the AI and the domain knowledge.

Instead of providing domain knowledge on a user interface component that is external to
the AI and expecting users to compare AI and expert knowledge, perhaps a more effective
method would be to integrate domain knowledge in AI such that the AI is capable of
evaluating it’s prediction against expert knowledge and communicate possible mismatches
to the user. Such an approach would be akin to communicating the limitations of the AI,
and informing users about the possibility that the AI might not be working well. Previous
research on automation transparency suggests that communicating information about the
uncertainties of an automated system improved human-automation task performance [10,
30]. Moreover, explicitly communicating the situations where the automation has limited
capability improved task performance and trust [115, 30]. This approach is also suggested
by the Situation Awareness-based Agent Transparency (SAT) model [31] which emphasizes
the importance of communicating the limitations to the user to help users make better
sense of the automated agent and it’s capabilities.

Integrating domain knowledge into an AI system has been studied in the past from mul-
tiple angles. Some researchers proposed that by using ontologies and knowledge graphs
that describe the domain(s) of interest, explainable AI systems can be more aware of the
task domain, and the explanation process can be facilitated by contextualizing and provid-
ing explanations that are more understandable [26, 27, 58]. For example, [135] proposed
a methodology to use semantic web to build knowledge-based explainable AI systems in
the biomedical domain. Similarly, Lecue et al. [100] laid out several opportunities for a
knowledge graph approach in AI, including improving AI systems’ reasoning, embedding
causality and semantic connections. Other forms of embedding domain knowledge have
also been suggested. For example, Balayan et al, [9] explored integrating a semantic layer
into a neural network that allows embedding domain knowledge into the model building
process. Similarly, Islam et al. [88, 87] explored the concept of infusing domain knowl-
edge into a black-box machine learning model to enable domain-relevant and interpretable
explanations. While these approaches are promising from a technical perspective, for the
purpose of this study, we imagined what the end result of such an integration would be,
and decided to focus on a situation where the AI assistant’s interpretation did not match
with an expert knowledge interpretation. For example, if the AI predicted a low default
risk but there were clear red flags according to expert knowledge, this might constitute a

55



limitation of the AI for the current prediction, or be an indication that the AI may not
be performing well. In this case, communicating this information to the users may help
them to question the capability of AI further, and may have significant influence on the
decision-making process.

In this study, the embedded domain knowledge was used to highlight the discrepan-
cies between the output of the AI (prediction and explanations) and the expert domain
knowledge (decision rules and guidelines) that was obtained through CWA as discussed in
previous chapters.

4.3 Research Questions and Hypotheses

In this work, we explored the following research questions:

• How does embedding domain knowledge into AI affect user perceptions?

• How does embedding domain knowledge into AI affect task performance?

Similar to the previous study, we developed several hypotheses about the proposed
benefit of embedding domain knowledge into AI. These hypothesis are developed in relation
to the previous conditions used described in Chapter 3. We hypothesized that if the domain
knowledge is embedded into AI:

• Hypothesis 1: Participants will make fewer investments in loans where the AI made
incorrect predictions than participants in the previous two conditions. If the informa-
tion coming from the AI itself would be perceived as more valuable and important,
it is possible that participants might be more hesitant to make investments in loans
where the AI communicates the limitations and the uncertainty. Therefore, we ex-
pected that participants would make even fewer investments than participants in the
previous study.

• Hypothesis 2: Participants will have better portfolios (more money after calculating
profits and losses) than participants in the previous two conditions. Similar to the
first hypothesis, we expected that if receiving communication from the AI itself will
be perceived as a warning sign, then we would expect lower investment amounts in
incorrectly predicted loans, and as a result, participants should have a higher overall
portfolio than participants in the previous two conditions.
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• Hypothesis 3: Participants will provide higher trust ratings for the AI than in the
previous two conditions. In line with previous work [115, 30, 167], we expected that
the AI that discloses it’s weaknesses would be perceived as more trustworthy than
the AI that does not.

4.4 Method

The loan set, task, procedure, and measures were identical to the study presented in
Chapter 3. For the sake of clarity, the condition names we adopted for this analysis was
different than in the main study. Here, we will refer to experimental condition from the
previous study (Chapter 3 as the external condition, signifying that the presentation of
domain knowledge on a panel was external to the AI. The condition we report here is called
the embedded condition as the domain knowledge was integrated into the AI interface.

4.4.1 Apparatus

To create the embedded condition, we designed the AI interface such that it would show
a red box if there is a discrepancy between domain knowledge based interpretation and
AI’s own interpretation, and this applied to only situations where the predicted default
risk was below 50% yet the actual risk was higher (the borrower defaulted). Figure 4.1
shows the user interface for the embedded condition. Note that in the embedded condition,
the domain knowledge based decision aid that was used before, the key indicators panel
(Figure 3.3), was not present. However, the domain knowledge presented in the tooltips
was the same as in the external condition. For each case where there were red flags from a
domain knowledge perspective, the red box provided stated that the prediction may not be
accurate, and provided information about the red flags, Further information was available
upon hovering over “Learn More”, which provided domain knowledge information similar
similar to the information presented in other tooltips.

The red flags indicated in the red boxes were the same red flags that could be obtained
by observing the key indicators panel in the external condition (Pins falling in the red zone
in Figure 3.3. The only difference was that the interpretation of these ref flags were made
explicit and baked into the AI interface to create the perception that it was part of the
machine learning assistant, and not a separate module. These red boxes appeared in five
cases where the AI made incorrect predictions by under-predicting the risk.
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Figure 4.1: The machine learning assistant in the embedded condition. The red alert box
was shown when the risk predicted by the AI was lower than 50% yet the borrower had
red flags according to expert domain knowledge
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4.4.2 Sample

The sample consisted of 20 university students. The average age of the participants was
22.5 (SD = 2). Twelve participants identified themselves as male, and eight participants
identified themselves as female.

4.5 Results

Since the primary purpose of this study is to understand how embedding domain knowledge
into XAI affects task performance, the analysis was a comparison of the task performance
observed in this study with the task performance observed in previous conditions. While we
present a three-way comparison, we only highlighted the comparisons that were relevant to
the embedded condition. The comparison of the baseline and external group was discussed
in Chapter 3 and will not be further discussed. Instead, we present the analysis that
pertains to the research questions and hypotheses introduced in this chapter.

For the following analysis, we report ANOVAs if the assumptions were met (with
Tukey’s HSD post hoc tests). If the normality assumption was not met, we used Kruskal-
Wallis tests for the main analysis and Dunn’s tests with Bonferroni’s correction procedure
for post hoc comparisons. If the normality assumption was met but the samples had
unequal variances, we used Welch’s ANOVA, followed by Games-Howell post hoc tests.

4.5.1 Task Performance

Similar to Chapter 3, we considered two categories of task performance: The number
of investments and the amount invested. All means and standard deviations for task
performance are shown in Table 4.1.

In terms of overall portfolio size (after calculating profits and losses), there was a
significant difference between groups, F (2, 57) = 11.81, p < .001. A post hoc Tukey test
showed that participants in the embedded group had significantly larger portfolios than
participants in the external and baseline groups (both p’s = .001), as shown in Figure

There were no significant differences between groups in the number of safe investments,
F (2, 57) = .47, p = .62, and in the number of risky investments, H(2) = 4.53, p = .10. There
was a significant difference in the number of investments among loans where the AI made
incorrect predictions, H(2) = 10.88, p = .004. Participants in the embedded condition made
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Figure 4.2: Differences in overall portfolio.

significantly fewer investments in these loans than participants in the baseline condition,
p = .003 (Figure 4.3).

In terms of the amount of money invested, there was no difference between groups in
the safe investment amount, F (2, 57) = 1.82, p = .17. However, there was a significant
difference in the risky investment amount, F (2, 57) = 9.44, p < .001. A Tukey post
hoc test showed that participants in the embedded condition invested significantly less
money in risky loans than participants in the baseline (p = .001) and external (p = .002)
conditions (Figure 4.4). Furthermore, this difference seems to come from the differences in
the investments made in loans where the AI made incorrect predictions, H(2) = 20.23, p <
.001. Participants in the embedded condition invested less in such loans than participants
in the baseline (p = .001) and external (p < .001) conditions (Figure 4.4).

4.5.2 Subjective Ratings

Overall trust in AI was not different between groups, F (2, 57) = 2.32, p = .11. Similar
to the previous analysis (Chapter 3 Section 3.2.4), when we analyzed trust and distrust
dimensions, we observed a significant difference in trust, F (2, 57) = 3.07, p = .05 (Figure
4.5) . However, post hoc Tukey tests were not significant, all p’s > .05. The distrust
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Figure 4.3: Differences in the number of investments made in loans where the AI made
incorrect predictions.

Figure 4.4: Differences in the amount of money invested in risky loans (left), and in loans
where the AI made incorrect predictions (right).
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Table 4.1: Descriptive statistics.
Baseline External Embedded

Measure M SD M SD M SD
Portfolio $97,269 $10,535 $98,011 $9,281 $111,847 $12,054
Number of Safe In-
vestments

7.5 2.44 7.1 2 6.75 2.83

Number of Risky In-
vestments

5.7 2.72 4.1 2.17 4.1 2.85

Number of Incorrect
AI Investments

3.75 1.07 2.9 1.07 2.35 1.5

Safe Investment
Amount

$52,471 $17,336 $54,250 $15,212 $43,834 $22,187

Risky Investment
Amount

$50,483 $17,969 $48,842 $14,848 $27,784 $21,784

Incorrect AI Invest-
ment Amount

$39,348 $14,979 $41,973 $12,199 $18,942 $15,085

Trust in AI 5.38 .70 4.94 .86 5.42 .77
Trust in AI - Trust Di-
mension

5.11 .80 4.53 .95 5.14 .88

Trust in AI - Distrust
Dimension

2.26 .69 2.49 1.07 2.18 1.02

Perceived Accuracy of
AI

79.8% 7.6% 74.37% 12.89% 72.35% 19.29%

Perceived Information
Amount

3.4 .60 2.95 .69 3.5 .69

dimension was not different, F (2, 57) = .57, p = .57. The perceived accuracy of the AI
was also not different between groups, H(2) = 2.59, p = .27.

The perceived information amount was different between conditions, H(2) = 6.73, p
= .04. As shown in Figure 4.6, participants in the embedded condition indicated higher
ratings than participants in the external condition, p = .04. Other subjective measures,
including perceptions of explanation quality, were not significantly different, all p’s > .05.

Similar to the results reported in Chapter 3 there were no meaningful relationships
between risk-taking attitudes (DOSPERT and SIRI scores) and task performance metrics.
There was also no relationship between gender and task performance metrics.
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Figure 4.5: Trust in AI (trust dimension).

Figure 4.6: Perceived information amount on the user interface.
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4.6 Discussion

In this work, we explored the effects of embedding domain knowledge into AI on perceptions
and task performance, and compared the results with the results obtained from the previous
study presented in Chapter 3. We found that in most metrics, the performance resembled
the external condition, however the main difference was that participants in the embedded
condition invested less in risky loans, and ultimately had better portfolio performance at
the end of the study.

4.6.1 The Effect of Embedding Domain Knowledge

We found that participants in embedded condition outperformed participants in the base-
line and experimental conditions in terms of the overall portfolio. These results are in a
stark contrast to the previous results where providing domain knowledge on an external
panel in the external condition did not make a difference in the amount of money partici-
pants invested compared to the baseline condition. In the embedded condition, it appears
that the warnings coming from the AI were extremely powerful in preventing people from
investing in those risky loans. These results support the idea that the communicating
an automation’s limitations and indications of failures can improve task performance [31].
Moreover, the fact that the information was coming from AI instead of being displayed
elsewhere may also have played a role. Compared to presenting the information on a sepa-
rate panel, in this case, the information was presented directly on the AI interface, and this
approach seems to be much more powerful. We also observed that, during the interviews
after the study sessions, most participants indicated that they took the warnings seriously,
and adopted a more cautious approach.

Note that except the “interpretation” that the AI prediction might not be accurate,
the reasoning provided as to why it may not be accurate was similar to the interpretation
depicted on the key indicators panel in the external condition. A main difference between
the embedded and external conditions was that the the AI assistant in the embedded condi-
tion only presented explanations for red flags (factors where the borrower stood in the red
zone on the key indicators panel; Figure 3.3). Another difference was that, in the external
condition, the key indicators panel showed richer information with respect to how close or
far away the borrower is from the acceptable thresholds.

Communicating the limitations of the AI provided a clear indication that the AI as-
sistant should not be trusted easily. This in turn could have led to not investing in the
borrower or carefully re-evaluating the situation. This is, to some extent, what we tried
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to achieve with the key indicators panel in the external condition, where we expected the
presence of domain knowledge to increase the likelihood of questioning the AI assistant.
However, it looks like simply providing domain knowledge to less expert users may not
be sufficient to reduce over-reliance on AI completely. Instead, explicitly pointing out the
possible mismatch between domain knowledge and AI prediction seems to be much more
effective.

4.6.2 Subjective Measures

Positive trust results were significant, however the post-hoc tests were not significant.
These results could be due to lack of power of post hoc tests, or the significant omnibus
ANOVA might be a false alarm [158]. It is difficult to draw conclusions based on these
results, however we don’t think there is convincing evidence to support Hypothesis 3. Based
on the automation transparency research [32, 29, 30, 115] we expected higher trust ratings
in the embedded condition as the AI assistant communicated situations when it was not
reliable. One explanation might be that although the AI was communicating when it
was not reliable, the justification for the unreliability involved how credit experts would
assess the borrower. It is possible that participants may have attributed the unreliability
information to the website as a whole rather than to the AI system, which may have
affected the trust ratings. Perhaps more direct measures related to the AI model could
be used, such as uncertainty of predictions [13]. Nevertheless, understanding how trust is
shaped in the XAI context requires more research, as there are conflicting findings in the
literature, e.g. [140, 180].

Surprisingly, perceived information amount in the embedded condition was higher than
external condition, but was not different from baseline condition. These results were
somewhat surprising, as in terms of user interface elements, external condition had the
highest density, yet received the lowest ratings. One explanation is that the key indicators
panel, through visualizations, made it easier to process the available information. As some
participants indicated, it provided the opportunity to quickly glance and understand the
situation of the borrower.

4.6.3 Implications

This work demonstrated an effective method to integrate domain knowledge into AI. This
approach involved explicitly warning the users when there were red flags about a borrower
yet the AI assistant outputted lower default risk predictions. We believe this approach
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will be useful to deal with an imperfect AI. As we will discuss in Chapter 5, participants
relied on a limited understanding of credit and lending to evaluate the AI predictions and
explanations. Leveraging domain knowledge seems to improve this evaluation process. In
the foreseeable future, we expect AI systems to be used along with existing decision-support
systems that were built based on domain expertise, and this study presented a method to
integrate these two types of systems. Moreover, the findings also suggest that using AI as
the primary decision-support system that is able to integrate domain knowledge might be
an effective design approach. The findings also suggest that communicating the reliability
information might be an effective method to help users rely on AI appropriately. While our
goal was to warn the users based on the domain knowledge and not AI related factors such
as model uncertainty [13], communicating the reliability, regardless of the source, might be
effective. This is in line with previous work on disclosing the reliability of an automation
system [142].

4.6.4 Limitations

Looking at the findings, it can be argued that the communicating that the prediction might
be inaccurate might have played an important role. However, both before and after the
training session, the fact that the AI may be inaccurate was emphasized multiple times. In
fact, interviews conducted after the session revealed that most participants were aware that
the AI might be inaccurate in not only the cases where there were explicit warnings but in
other cases as well. Furthermore, some participants indicated that upon seeing a warning,
they assessed the importance of it by looking at the justification for the warning (embedded
domain knowledge). These suggest that perhaps both the presence of the warning itself
and the domain knowledge played a role in this study, and the data is not conclusive as
to which factor was more influential. Therefore, we suggest that future studies should
examine these factors in isolation.

Moreover, the specific language, iconography, and visual design elements may have
played a role as well. The design decisions were made to establish consistency between
the external and embedded conditions, such as using the red color to indicate the red flags
about a borrower, however we acknowledge that this is a limitation, and future studies
should explore multiple designs and language to embed domain knowledge in XAI.
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4.6.5 Future Directions

As discussed before, future studies should systematically examine the language and visual
presentation of reliability warnings. Furthermore, type of reliability information should also
be studied. In this work, we utilized domain knowledge to communicate these warnings,
however it is not clear how well other types of reliability information would be perceived,
or if additional information is needed at all. Perhaps simply warning the users without
giving context could achieve a similar effect. These issues should be addressed in future
studies.

4.7 Contributions and Conclusion

In this chapter, we described our approach to embed domain knowledge in an XAI system,
and presented a comparison of task performance between this condition and the previous
two conditions that are tested in 3. This study extends the findings from the previous
study. The primary contribution of this study was demonstrating how embedding domain
knowledge in XAI can help users to reduce relying on AI when it is incorrect, especially
when domain knowledge is used to “audit” the AI explanations. We showed that highlight-
ing the mismatch between the AI assistant’s assessment and expert knowledge can help
users to critically evaluate the AI assistant and avoid following incorrect advice.
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Chapter 5

Using Cognitive Work Analysis to
Understand Decision-Making with AI

5.1 Introduction

In this chapter, we situate the findings presented in earlier chapters in the context of CWA,
and provide a discussion how CWA can be used and extended in the context of AI and
XAI. Our goal in this chapter is to synthesize the findings from a CWA perspective and
discuss the implications for using CWA in future AI studies, and identify areas where CWA
can be used in designing AI and XAI systems.

We also support the analysis by sharing insights from the 30-minute long semi-structured
interviews that were conducted after each session in studies presented in Chapters 3 and
4. These interviews mainly focused on the lending task and aimed to understand how
participants used different pieces of information that were available to them.

5.2 Method

To understand how investments were made in our experimental study, we conducted ConTA
and SA based on the qualitative and quantitative analyses presented in earlier chapters.
The goal of ConTA was to understand the workflow of the lending task, and the goal of
SA was to identify strategies used by the participants. We only used these two stages
in this chapter as these were the most relevant in our context. We already discussed
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the application of AH to this context in Chapter 2. Our studies did not involve a social
structure, therefore SOCA was left out. Similarly, we didn’t conduct WCA as design was
not within the scope of this analysis. ConTA and SA were used descriptively to better
understand the findings from the experimental studies.

5.3 Modeling Workflow with AI: Control Task Anal-

ysis

We used decision ladders to model the cognitive processes involved in the credit risk as-
sessment task. The decision ladder is a diagram-based tool developed by Rasmussen [136]
to map the mental activity in a sequential way. These activities include data processing
steps (boxes) and the state of knowledge that emerges from those activities (circles).

A general workflow is shown in Figure 5.1. The flow starts with an ALERT which rep-
resents opening up a borrower’s file. Next, the details about the loan, financial background
of the borrower need to be reviewed, which is represented in the OBSERVE step. This step
also involved reviewing the AI assistant and any other information such as the key indica-
tors panel. Next, positive and negative factors about the borrower need to be identified,
and their risk of default needs to be assessed. This is depicted in the IDENTIFY state.
Once the risk is identified (SYSTEM STATE), options about the possible actions need to
be evaluated. In this case, the evaluation may entail investment strategies. For example,
full investment can be made where the borrower receives all the money they were asking
for. However, based on the participant’s goals (represented as GOALS), they may choose
to diversify their portfolio and make a partial investment. Of course, they need to take
into account the interest rate, as well as other opportunities (i.e., other loans which may
have higher yields). Once a decision is made (GOAL STATE), the rest involves deciding
on the task (TASK) and actions (PROCEDURE) to complete the investment. In our app,
this process was straightforward, therefore we will not discuss the right leg of the decision
ladder (from TASK to EXECUTE) in this analysis.

Based on our observations and analysis, we identified that the IDENTIFY part of
the decision ladder was the most complex and the core part of the task. Identifying
risks involved assessing how financial factors come together and creating a picture of the
borrower. To achieve this, participants had access to the financial background of the
borrower, the AI assistant, tooltips that help with the financial factors (domain knowledge),
and depending on the condition, the key indicators graph (external condition) or the
domain knowledge-based warnings (embedded condition).
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Figure 5.1: Decision ladder depicting how investment decisions can be made on the P2P
platform
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Note that the process described above was a generic description of the workflow regard-
less of the presence of AI or domain knowledge on the user interface.

Rasmussen [136] observed that skilled operators can enter this process from any entry
point, and don’t necessarily follow the steps linearly. Instead, they take two types of
shortcuts: As a results of an activity, they can reach a knowledge state that is further down
in the sequence. For example, in a troubleshooting scenario, after observing the signs of the
faults (OBSERVE), expert users can immediately gain an understanding of the problem
(SYSTEM STATE). The second type of shortcut involves achieving a knowledge state from
another knowledge state through association. For example, once the fault is identified
(SYSTEM STATE), the associated actions (TASK) becomes immediately accessible to the
user as they have gained significant experience in the past which leads to an associative
leap from SYSTEM STATE to TASK. In our analysis, we also observed actions that could
be considered as shortcuts. For example, a shortcut from SYSTEM STATE to GOAL
STATE is depicted in Figure 5.1. This shortcut took place in two forms. First, if the
borrower was identified as a very high risk borrower, the decision would be to not invest
and move to another borrower. Second, if the borrower risk is very low, a full investment
without much consideration could be made. We observed this behavior mostly in cases
where the borrower had a very good outlook and were asking for a very low amount (e.g.,
$4,000) compared to the cash available ($125,000).

Two common shortcuts are depicted in Figure 5.2. One shortcut, shortcut B, involved
a scenario where the AI assistant predicted a high default risk for a borrower. What
constitutes “high” depended on the participant, but most participants who have seen that
the AI’s prediction was higher than the risk they wanted to tolerate (OBSERVE) did not
consider the borrower further and did not make any further assessment (GOAL STATE).
This suggests that most participants were not concerned with false negatives, i.e., the AI
predicts high risk but the borrower did well. Instead, participants didn’t want to take
the chance and skipped the borrower in most cases. Participants also used this shortcut,
regardless of the AI assistant’s prediction, if they observed signs of risks based on their
prior beliefs. For example, some participants were very strict about late payments, and
they immediately decided to not invest if the borrower had late payments in the past two
years.

Another shortcut that we observed included premature conclusions when the AI pre-
dicted a low risk (Figure 5.2). In this scenario, the AI predicted a low default risk (according
to the participant’s definition of low risk), and this led to a premature conclusion that the
borrower is safe. At this point, the only decision that needed to be made is how much
money to allocate, and whether to invest now or later. This pattern was observed less than
the previous shortcut, however, we noticed that a low default risk percentage was a key
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Figure 5.2: Decision ladder depicting how investment decisions with the AI assistant can be
made on the P2P platform. In this case, two common shortcuts taken by the participants
were shown. The shortcut A refers to premature conclusions (mostly low-risk assessments)
based on the signs provided by the AI. The shortcut B refers to making a decision when
the AI assistant outputted a high default risk percentage
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factor in achieving a fast conclusion. Most participants, when asked about their preferred
threshold, provided three ranges: a low percentage below which they would consider very
safe, a high percentage above which they would consider very risky, and the range between
the two where they would analyze the case further. For most participants, default risk
percentages below the “low” threshold led to quick decisions about the borrower’s credit-
worthiness. This shortcut was also used in situations where the participant was focusing
only on one or two parameters (based on their prior knowledge), and upon seeing that
these factors were within their risk threshold, they immediately started thinking about
how much to invest.

In both shortcuts, we observed that what constitutes a “low” or “high” risk depended on
the participant. The percentage that was perceived as “high” or “low” risk differed among
participants, ranging from 20% to 70%. Below are some of the comments illustrating the
differences between participants preferred risk thresholds:

• “When I clicked [on the loan] I scrolled down to the percentage that the AI would give
me. And then if it’s about 50, I won’t do it. If it’s under 50, I’ll look closer. [P50]”

• “I think when it said like 40 I was still OK but then when it went to like 70s I was
like maybe not.[P48]”

• “So I first looked at the percent of default risk, and just in terms of my comfort level,
if it was like over 45, I didn’t really go for it.” [P52]

5.4 Modeling Strategies using Strategies Analysis

While control task analysis is mainly concerned with “what” needs to be done, strategies
analysis is mostly concerned with “how” it can be done. The primary motivation to conduct
a strategies analysis is to identify effective processes that can be used to achieve the goal,
depending on the changing situation [163]. For example, in the control task analysis phase,
we outlined the fact that a creditworthiness evaluation has to be done after observing and
processing the financial profile of the borrower and the loan conditions (i.e., amount, term,
interest rate). However, there are multiple ways in which this evaluation can be achieved,
and this is our goal with the strategies analysis in this section.

We used Vicente’s approach to model the strategies [163]. Vicente discussed that certain
procedures (strategies) can be more economical (i.e., require less cognitive resources) than
others. The goal of identifying these strategies is to design for them by including means
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Figure 5.3: The AI-first strategy employed by participants.
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to effectively use these strategies such as providing adequate information support. Vicente
also emphasized the importance of defining strategies as categories as opposed to instances
of those categories, and we adopted this approach. To identify the strategies, we relied on
the interviews that were conducted as part of the experimental study presented in Chapters
3 and 4. We used information flow maps [163] to describe the strategies. Note that our
approach was descriptive, however formative approaches to SA have also been proposed in
the past [75].

In the SA, we focused on the left leg of the decision ladder that was described in
the previous section. Specifically, we analyzed how participants went from OBSERVE to
SYSTEM STATE, namely the risk assessment phase. We used information flow maps as
described by Vicente [163]. The SA revealed a number of strategies that are used by the
participants to assess the risk of the borrower.

During the interviews, we selected a few loans and asked participants to walk us through
their decision-making process and explain how they made their risk assessments. Below are
a few examples that show the diversity of the strategies mentioned during the interviews:

• “First, I do my own check with the variables I just told you and then I go and check
the graph and then look back and forth a bit.” (P13)

• “I’ll start with looking on my own and making my decision then going to the assistant
for more help to see if I should go with it or not.” (P45)

• “I didn’t really pay as much attention to the information about their credit that was
shown. I would scroll down to the chart that was provided by the machine learning
assistant, which helped me evaluate the risks. And honestly, I did rely on that quite
a bit.” [P38]

• “The machine learning assistant is the thing I would look at at first just to give me a
general overview of what the computer thought it was a good idea or not. And then I
had read over all the little question marks, so then I would go through each one and
make sure they fall within low risk.” [P52]

The interviews and the experimental data revealed three strategies. One strategy we
observed was the AI-first strategy. In this strategy (Figure 5.3), participants started
by looking at the AI assistant and the explanations and made sense of the evaluation.
Participants’ preferred risk thresholds and risk perceptions influenced what they made out
of the AI. If the AI assistant suggested that the risk is high, participants would consider

75



Figure 5.4: Manual-first strategy employed by participants.

if they are willing to take the risk. If they didn’t want to take the risk, they finalized
the assessment (i.e., skip the borrower). If they were willing to take the risk or if the
AI suggested a low to medium risk, they would look at the borrower’s profile, and search
for information that supports the AI assistant’s assessment. Finding support led to the
assessment. If they couldn’t find supporting information, they had to make a decision
about whether to follow the AI or not. This decision was influenced by how trustworthy
participants thought the AI was. Some participants indicated that in such cases, they
would think that the AI has much more knowledge than themselves, and would trust the
AI. In other cases, participants indicated that the factors AI considered were not reasonable
and opted to ignore the AI and did their own assessment.
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Another common strategy was Manual-first where participants would start with a man-
ual assessment of the borrower by reviewing the loan-related and financial background-
related factors, forming a preliminary opinion, then checking with the AI to see if they
match. As shown in Figure 5.4, the strategy starts with looking at the borrower profile
and evaluating the risk. Participants’ prior beliefs and priorities affected this evaluation
process. For example, if they believed that income and debt are important but late pay-
ments are not important, they would form their opinions based on income and debt alone.
Next, they would check the AI assistant to see if it supports their evaluation. If they could
find support, this led to a quick assessment. If not, they would evaluate the AI assistant’s
assessment. Similar to the AI-first strategy, participants’ risk perceptions and preferred
risk thresholds played a role in this process. After checking the AI assistant, if they were
convinced, they relied on the AI instead of their own assessment. If not, the only option
is to invest based on their own assessment. Similar to the AI-first strategy, trust in the
AI assistant played a role here. If participants believed that the AI is not trustworthy in
this case, they ignored it. One of the common signs that led to distrust was the mismatch
between what participants thought is important and what the AI thought is important.
At this point, participants had to reconcile the two different evaluations. As a result,
sometimes they either changed their initial opinions and trust the AI assistant, or ignored
it (or put less weight into AI), and mostly relied on their own assessment. The following
comment is an example of this thought process:

“I looked at why it [AI] made its decisions, so I looked at the weights and the ex-
planations from the model to what they were putting a lot of weight into and if I hadn’t
thought about that then I’d consider changing my evaluation. Otherwise, if I think that the
explanations by the model seem not convincing, then I would go with my own instinct.”
[P47].

A unique strategy that was used by some participants was leveraging the AI and the
explanation interface to guide the manual decision-making process (AI-guided strategy;
Figure 5.5). This strategy was similar to the Manual-first strategy, however, before the
manual assessment, participants checked the AI explanations to get an idea of what they
should be looking for and built a mental model (Model of Risk). This model is then used
to guide the manual assessment process. Participants who adopted this strategy often
indicated that the default risk percentage was not informative enough, and they wanted to
understand the factors that are important for a given borrower profile, so that they could
focus on those factors to make their assessment.

Finally, Figure 5.6 shows how embedding domain knowledge in the AI interface in-
fluenced the AI-first strategy according to participants in the embedded condition. Here,
before or during evaluating the AI assistant’s assessment, participants could see a warning
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Figure 5.5: The AI-guided strategy employed by participants.
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and relevant domain knowledge explanations about the borrower’s situation. If the warn-
ing and the explanation made sense to them, this would alter their perceptions of the AI
assistant’s trustworthiness, leading to ignoring the AI and relying on manual assessment.
In a way, domain knowledge and associated warnings could act as a sanity check, add
friction, and delay the decision to rely on the AI assistant immediately.

This was evident in some comments: “‘Sometimes the machine learning had the red
pop-up where it’s like this prediction may not be accurate, so those ones I looked at more
in depth into. [P48]”. The presence of such information led to suspicion of the AI: “I saw
that several times the machine learning model said a low prediction or low risk, but there
were tips [embedded domain knowledge] saying it was higher risk. Yeah, and during that
point I would have lower faith, and I guess it’s more useful to follow the tips.”. It appears
that the presence of the warnings led to a decision point about whether to rely on the AI
or not, as expressed by one participant: “There were the alerts that said that this affects
the default risk [embedded domain knowledge]. That’s when I would probably go against
what the machine learning assistant advised and went through with the data on my own
and accordingly made my own decision.” [P57]. Moreover, the the warnings indeed seem
to have affected participants’ trust, as shown in the orange “YES” path in Figure 5.6 and
in this comment: “I wouldn’t follow its [AI] advice directly, because sometimes, when you
see those red boxes, it kind of deteriorates your trust in the assistant.” [P49].

Note that taking the warnings seriously was still influenced by prior knowledge and
beliefs. For example, some participants, after seeing warnings about the number of in-
quiries, indicated that they would not take it seriously as they didn’t believe the number
of inquiries was a big deal.

The strategies participants used were not static, and from the interviews, our under-
standing is that participants frequently switched between strategies, depending on the
context. For example, participants could start with the Manual-first strategy, however,
if the borrower’s financial profile was challenging (e.g., involving conflicting signals), then
they might switch to the AI-first strategy. Similarly, if the AI assistant’s evaluation did
not make sense in the AI-first strategy (e.g., highlighting factors that don’t seem to be
relevant), participants could switch to a Manual-first strategy. The AI-guided strategy
was either adopted completely or was used in conjunction with other strategies. For ex-
ample, in the Manual-first strategy, examination of AI and explanations sometimes led to
discovering factors that participants did not consider before. In such cases, participants
would go back to the borrower’s profile and include those factors in their assessment as
well, e.g., If a participant did not consider account age-related factors, upon seeing that
the AI listed one of the account age factors as the top contributor, the participant would
go back and re-evaluate the borrower based on the new information.
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Figure 5.6: Information flow map showing the effect of embedding domain knowledge in
AI interface on changes in the AI-first strategy.
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One of the common elements in the AI-first and Manual-first strategy was the decision
about relying on AI after evaluating its output. As illustrated in Figures 5.3 and 5.4, trust
in the capabilities of AI was an influential factor. The interviews revealed that uncertainty
about the capabilities of the AI assistant played a role: “‘I tried to use the machine
learning, but then at the back of my head I was just like oh well you never know what’s
going to happen. It’s just it could be wrong. I don’t know. (P23)”. Part of the uncertainty
come from the lack of participant’s own knowledge: “I’d think that this [borrower] would
have a lower chance of defaulting, but then I would scroll down and see the percentage was
relatively high. In that case, I think that I would trust the machine learning system more
than my own intuition. Since again, I don’t have that much experience with something like
this.” [P7].

5.5 Discussion

5.5.1 Control Task Analysis

We applied control task analysis to understand participants’ workflow in the lending task,
and to describe the processes that we observed during data collection. The decision ladders
were built to reflect the flow and to identify the shortcuts that were used by the participants.
Strategies analysis was conducted to identify how participants approached the decision-
making task with AI.

We found that participants took several shortcuts during the task. According to Ras-
mussen [136], the shortcuts on a decision ladder represent the expert behavior, and the
motivation for building a complete decision ladder is to present the steps the novice users
need to take. However, contrary to this notion, we found that non-expert participants in
our study took shortcuts (e.g., skipping a borrower if the AI output a default risk per-
centage higher than the participant’s threshold). A difference between the shortcuts that
are discussed in a traditional decision ladder and our context is that the shortcuts our
participants took can be described as naive thinking as opposed to expert thinking. Note
that this does not necessarily mean that the shortcuts yielded negative results. On the
contrary, some of the shortcuts, e.g. skipping a borrower if the risk percentage is high
and possibly making the trade-off about the false positives can be considered a decent
solution. However, these shortcuts were not a result of domain expertise in the traditional
decision ladder sense. These shortcuts, in fact, represented a naive way of thinking about
the task, relying on past experiences that may or may not be related to task experience in
this domain, or due to poor understanding of the situation. This difference partly comes
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from the fact that traditionally, decision ladders are constructed in a formative sense, i.e.,
to identify what can be done, instead of describing what is being done by observing how
experts work and gaining insights. In our case, insights gathered from non-expert users
could only reveal what was done and didn’t reveal the processes that experts might exhibit.

As mentioned before, some of these shortcuts depended on participants’ risk percep-
tions. It appears that probabilistic outputs are perceived differently by different individ-
uals, and this has some implications for future research. First, determining thresholds
becomes problematic in any research design. For example, creating conditions where the
AI has high vs. low confidence in its prediction (presented with probabilities) would not
create the same effect for each participant, and it might be difficult to draw conclusions
based on such an experimental setup. Consider this statement from one participant: “I
did not invest very much and most of the credit for that goes to the machine learning as-
sistant because it seemed like in a lot of the cases that I would have invested in normally
the machine learning assistant said, oh, this has a 44% default risk and I said, no, I’m
not going there.” [P58]. While this statement shows how powerful an AI system can be in
shaping users’ decisions, it also highlights the challenges associated with designing highly
controlled studies.

One solution to address this issue might be using class labels instead of percentages
(e.g., risky vs. not-risky), however, this may not always be practical. Another approach
might be employing some form of calibration, similar to eye-tracking studies. In any case,
we argue that it is important to identify issues pertaining to the perception of probabilities
in future studies.

In a traditional ConTA, identifying the shortcuts suggest that the design of technol-
ogy should enable and/or support this level of expert thinking. However, our findings
with non-experts suggest that the design implications can be more complicated. For one,
certain shortcuts, e.g., jumping from a state of knowledge or action to another state of
knowledge (jumping to conclusions) may not always be something we want the users to en-
gage in. In that case, perhaps the design should prevent or make it difficult to adopt these
shortcuts. Ultimately, the shortcuts provide a cognitive advantage wherein the users don’t
have to engage in higher-level, mostly complex forms of thinking. However, automation
complacency and other negative effects of introducing AI into the decision-making can in-
advertently create shortcuts that may reduce cognitive complexity yet lead to more errors
(e.g., seeing a low default risk percentage and prematurely concluding that the borrower
is safe). Therefore, it appears that for non-experts, identifying what kind of heuristics
and shortcuts people use is very valuable, and can lead to important design decisions to
prevent such naive shortcuts. In fact, the interventions that were explored in this work
(i.e., domain knowledge) can be thought of as design practice that aim to prevent this level
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of thinking and force participants to reason about the problem using domain knowledge,
rather than leaving the decision-making to the AI system.

5.5.2 Modeling AI on Decision Ladders

While we evaluated ways to model the AI in the decision ladders, ultimately, the best
solution was to not model it explicitly. The primary reason was that there was no role
allocation between humans and AI. The AI and the human did the exact thing: Look at
the status of the world (borrower profiles), and make a risk assessment. In this sense, the
AI was not very different than having a financial analyst team member who may share
their opinion about an investment opportunity or act as an advisor. The user ultimately
is in charge of making a decision (stepping through the decision ladder), but has access to
the AI assistant’s interpretation of the world and can take advice from their AI teammate.
The way our participants described their workflow suggested that the AI was another piece
of information content they checked to make risk assessments.

While the control task analysis helped us identify the processes that were relevant in
the lending context and describe the shortcuts participants have used, the presence of AI
in the model was limited. As stated before, in our context, describing the AI assistant
as another information source that can be utilized to make the risk assessments, led to
dropping it from the decision ladders. The best example of modeling automated agents
on a decision ladder comes from [104]. Li et al. proposed a Degree of Automation (DOA)
layering approach to understand how different degrees of automation affect human work,
and presented a comparison of low vs. high DOA that can be conceptualized on a deci-
sion ladder. They identified four main parts of the decision ladder corresponding to four
stages of automation: Information Acquisition (ACTIVATION and OBSERVE), Informa-
tion Analysis (IDENTIFY), Decision Selection (INTERPRET and EVALUATE), Action
Implementation (TASK, PROCEDURE, and EXECUTION). According to this conceptu-
alization, the AI used in this work is considered an Information Analysis automation and
can be represented in the IDENTIFY part of the decision ladder. However, in our analysis,
we didn’t find any advantage of using this approach. It appears that the level and stages of
the automated system of interest are key here. Li et al. [104] suggested that their approach
is well suited for modeling automated systems that have (a) variable DOA, and (b) works
at multiple stages. Our AI had a fixed degree of automation and was responsible for only
one stage, therefore we were not able to take advantage of the DOA layering approach.
However, we believe that such an approach will be useful if the AI is expected to handle
certain functions on its own in the future, e.g., automatically allocate funds based on the
predicted risk of a borrower.
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5.5.3 Strategies Analysis

While ConTA helped us better understand the effect of AI in this context, the type of
decision-making scenario we used in our experimental study seems to be better repre-
sented in a strategies analysis. Conceptualizing the AI as an information source had some
advantages for the purpose of strategies analysis. From the strategies analysis, it is very
clear that the presence of AI did have an effect on the strategies participants employed
(compared to a situation where there is no AI). The presence of AI increased the variety of
strategies, as well as created new categories of strategies (for example, AI-guided manual
assessment).

Note that the SA we presented in this chapter does not have the same complexity as
in typical complex systems. The system of interest did not have physical components and
complex physical processes that are valuable to model (e.g., changing modes and settings
of the system, monitoring a dynamic response from the system to these changes) as our
interface was fairly simple to use. Still, we were able to identify a few different ways of
evaluating the creditworthiness of the borrower. In a more complex (and dynamic) system
such as real-time investment (e.g. stock market trading) the strategies would involve much
richer procedures (cognitive and physical). Nevertheless, the strategies identified here have
implications for designing user interfaces for AI systems.

As pointed by [163], the goal of strategies analysis is to inform design that allows users
to easily transition between different strategies. In our context, this might look in the
form of filters (e.g., filtering out borrowers with “high risk” percentages) or better UI
components that allow seamless transition between AI-based and manual assessment (e.g.
displaying side-by-side comparison of various information on the interface). However, in
this analysis, some of the strategies employed by our participants were questionable, and
should perhaps be not supported. For example, the AI-first strategy, while cognitively
economic, can yield biased decisions such as anchoring [126, 172] and confirmation bias
[127, 36] as it can result in searching for supporting information rather than making an
assessment free from the influence of AI. In this case, for example, a design implication for
those who employ this strategy might be providing a number of different metrics such as
confidence ratings or otherwise force users to engage in deliberate thinking.

The need for better evaluation tools was mentioned by some participants. For example,
one participant said that showing the historical performance of the AI might help: “I would
like to have some sort of an indicator of how accurate this AI might be. Like in similar
decisions has the AI been correct or not.” [P40]. Other participants wanted to understand
what an “average” applicant looked like. Since we converted the contribution of each fac-
tor from arbitrary numbers (provided by the XAI technique) to human-understandable
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percentages (e.g., Credit card utilization of 27.9% decreased the default risk by 3.6% com-
pared to an average applicant), it was not obvious what an average applicant is according
to the AI.

However, we should note that most participants felt overwhelmed with the number
of information presented on the XAI interface, as described by one participant: “Yeah,
so ideally it would just tell me like yes or no and I wouldn’t have to think anymore, but
because it gave you the information [explanations] I’m like, OK, I should probably look
at this so I don’t know how much it helped ... It just felt like, yeah, you’re helping me
but you’re also giving me this information so I feel compelled to look at it.”. From a
usability perspective, limiting the visible information to the essentials, while giving the
users the ability to access more information is a reasonable suggestion, for example using a
progressive disclosure approach [156]. While it is tempting to present “data” to back up a
prediction, we observed that some participants were quite confused with how to interpret
that data, especially when it comes to numbers and percentages. Instead of providing all
the explanation facilities that are available, a design for non-experts should include a few
key pieces of information that are easy to digest. For example, instead of using excessive
charts and visualizations, the explanations should focus more on information that is easier
to explain and understand. At the same time, including more contextual elements can be
beneficial for some users. These could include a historical context (historical performance),
performance in a comparative context (i.e., how the AI performs in other similar cases).
Perhaps an interesting opportunity for future research is using strategies analysis to guide
an iterative design process. For example, design choices can be evaluated and prioritized
based on how well they address the brittleness identified in strategies analysis, and the
design can be improved in an iterative fashion.

Not all strategies were questionable. In fact, it appears that relying on AI when the
default risk is high may be a convenient and cognitively economic strategy. In this case,
providing appropriate support tools to help users quickly disregard those cases might be
appropriate. For the AI-guided strategy, it looks like explainable AI can be used as a
tool to help users understand the decision context better, in addition to helping them to
understand and evaluate the AI, however if the explanations draw an incomplete picture
of the situation, this might lead to incorrect assumptions. Another aspect of the problem
comes from the fact that the models of the world that feed certain actions (ellipses in
the Figures 5.3 and 5.4) are highly fragile and variable. In the original SA [163], Vicente
discusses that their SA presents an idealized process, which suggests that the models of
the world (e.g., knowledge about how an equipment functions) that affect or are affected
by actions are implicitly accurate. In our case, inaccurate models can result in breakdown
and incorrect actions, such as unnecessary strategy switching. Therefore, we argue that
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in our case, the design implications should support the users with the cognitively complex
parts of the strategy, but also prevent them acting with inaccurate representation of the
situation.

The findings on how participants evaluated the machine learning explanations illustrate
this problem, support the idea that no matter how good the explanations are, they will
still be evaluated through a domain expertise lens, and in the case of non-expert users,
this evaluation will likely involve naive assumptions and limited understanding of the task
domain. For example, one participant said “Whenever there is a mismatch, I would un-
derstand why the machine learning algorithm is considering something is very risky ... If I
feel it can be ignored then I would just not go with the machine learning algorithm.” [P54].

Most participants indicated that if they don’t know or care about a particular factor (in
most cases, the number of past credit inquiries was one of them), they would not consider
that as an important factor to take into account. For example, if the AI assistant provided
a high default risk percentage, but one of the most important factors was something the
participant didn’t think is important, they would undermine the AI assistant’s prediction
and treat it as lower or higher than it actually is. Previous work showed that providing
explanations can lead to overtrust and overreliance [96, 23, 160]. Our findings reveal
another perspective: Explanations can lead to undermining the capability of the AI system
if explanations are perceived as incorrect or irrelevant. Of course, these perceptions are
heavily influenced by the prior knowledge and experience of the user. In the case of non-
expert users, this can lead to under-reliance on AI. As we argued and explored in this
work, equipping users with sufficient domain knowledge might be key to addressing these
issues and make the strategies more resilient.

Vicente [163] also discussed the reasons for having multiple strategies and concluded
that different strategies are adopted usually due to the changing circumstances and changes
in the mental workload or mental demands of the task. From the interviews, we also
observed that participants tended to switch to a more “cognitively economic” strategy when
the case was not clear (e.g., the risk is not clearly high or clearly low), or the circumstances
were different (e.g., a borrower asking for $6,000 might have resulted in a different strategy
than a borrower who is asking for $32,000). Another form of strategy switching was
observed during the assessment process. For example, In the Manual First strategy, after
reviewing the borrower’s profile and making a preliminary assessment, participants could
look at the AI assistant’s risk prediction and explanations, realizing that they haven’t
considered a factor that was important for the AI, and switch to the AI-guided strategy.
In other instances, we observed that participants took a mixed approach involving both
AI-first and Manual-first strategies. For example, participants could evaluate the risk
manually by looking at the factors that are important to them and looking at the AI
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assistant for supporting information (Manual-first). For the remaining factors, they may
follow an AI-first strategy, where they would look at how the AI assistant assessed risk
and check manually to confirm the AI assistant’s predictions. These examples show that
task switching was taking place frequently, and was influenced by both contextual factors
and prior knowledge and experience.

Finally, explanations can be a double-edged sword. They can lead to more positive
experiences and more trust in AI, however they can also result in undermining the AI if
there is a mismatch between the explanations and the user’s understanding of the situ-
ation. One approach to address this issue is focusing on communicating the limitations
and potential risks over justifications. As we discussed before, assessing how well the ex-
planations justify the AI behavior requires a level of domain expertise, and in the case of
non-expert users, reading the explanations without sufficient domain expertise can have
unintended consequences.

One of the interventions we explored in this work to address this issue (embedding
domain knowledge in AI) resulted in modified strategies (Figure 5.6). When there was a
warning, participants processed the warning before evaluating in the AI-first strategy. If
the justification for these warnings (domain experts’ opinions) made sense to them, their
trust in the AI assistant’s prediction would decrease for the current case, and they may
switch to manual assessment. Compared to the absence of such information, embedding
domain knowledge added friction to the decision-making process and increased the likeli-
hood of deliberate thinking. It made the strategy slightly more complex (added additional
actions and decisions), however resulted in better utilization of the strategy. It appears that
this approach might be useful in improving existing designs. However, it also illustrates
the complexity of designing for strategies in our context with non-expert users.

Overall, we argue that SA has been extremely useful in gaining a better understanding
of the P2P context, and we believe that it is very suitable for the type of decision-making
scenarios that we examined. We were able to identify how AI affected the approaches
taken, and potential issues that may decrease the effectiveness of strategies. While we also
identified opportunities for design, it appears that translating these insights into design is
not straightforward, and requires further analysis. We believe that a WCA, especially the
SRK framework, can help close this gap by identifying the requirements associated with
cognitive support.
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5.5.4 Future Work

While we opted to not model the AI assistant on the decision ladder, we are interested to
see how the AI will be conceptualized in future studies. In safety-critical systems such as
healthcare or defence, machine learning-based AI systems are not expected to replace the
human role in the foreseeable future, and modeling the function the AI plays and describing
it in CWA models will likely require more attempts to better understand how to model
the AI that is most beneficial.

Going forward, we believe that a CWA approach to human-AI interaction can help
understand and identify opportunities for future research and design. Each system has
unique features, and capturing these across different domains and systems has the potential
to reveal common characteristics that may start the foundation for developing guidelines
and principles.

Finally, our analysis was limited to non-expert users. We believe that there is value in
conducting a similar analysis with expert users and identifying the differences between non-
expert and expert approaches. Perhaps this can help close the gap and answer the questions
such as “should design support or prevent this shortcut or strategy” more accurately.

5.6 Contributions and Conclusion

In this chapter, we presented a CWA-oriented discussion based on the findings obtained
from previous studies. Our main contribution was providing recommendations on how
CWA can be extended to adapt to the AI/XAI context. We laid out several ways of
conceptualizing AI systems using the existing CWA tools. We also identified opportunities
to apply CWA in future AI context and made the case for future use of CWA in the AI/XAI
context.

We believe that the main benefit of conducting ConTA and SA was to identify how AI
can influence the workflow and strategies people may adopt in a decision-making situation
like this. We found that especially SA has been very useful in understanding how AI can
shape strategic decisions participants made. In this work, we demonstrated the usefulness
of SA in the context of AI, and we recommend future AI work to consider conducting SA
in addition to more typical stages such as WDA and ConTA.
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Chapter 6

General Discussion and Conclusion

6.1 Introduction

In this chapter, we summarize the findings, and present a broader discussion about the
implications of this work, state our contributions, acknowledge the limitations of the work,
and discuss future work.

6.2 Summary of Key Findings

Below is a summary of key findings from the experimental studies and additional analyses
discussed in this work.

• In the study presented in Chapter 2, we found that augmenting explanations about an
AI system’s predictions had an observable, but small effect on perceptions of expla-
nations, however, the behavioral intentions for subsequent actions were not affected.
This study also demonstrated how AH can be used to provide reasoning mechanisms
to make sense of XAI. Finally, adding domain knowledge helped participants to gain
a better understanding of the lending domain.

• In the study presented in Chapter 3, we found that providing domain knowledge
along with XAI led to better task performance, and this was primarily caused by
participants avoiding the situations where the AI was incorrect. Perceptions of ex-
planations were not affected by the presence of domain knowledge. Adding domain
knowledge also resulted in lower levels of trust in AI.
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• In the follow-up study presented in Chapter 4, we found that embedding domain
knowledge into the XAI user interface and communicating information about possible
AI failures improved task performance further, and resulted in higher profits. The
results suggested that participants were much more sensitive to the discrepancies
between domain knowledge and AI advice when these information are presented
together.

• In Chapter 5, we synthesized our findings using CWA and presented control task
analysis and strategies analysis to describe our context. We identified the ways
in which the presence of AI influenced strategies used in the decision-making task.
We also identified the shortcuts participants have used and discussed the design
implications. This chapter demonstrated the usefulness of CWA in understanding
how non-expert users interact with AI systems.

6.3 Research Questions

In this work, we posed two broad research questions, and in this section, we discuss how
our findings address these.

• What is the role and importance of domain knowledge in human-AI interaction?

– In what ways can domain knowledge be used to support users to make better
decisions when working with an AI system?

– How does domain knowledge affect perceptions and use of an AI system?

• How can we leverage Cognitive Work Analysis in understanding and designing AI
systems?

– How can CWA be used to gain a deeper understanding of a human-AI interac-
tion?

– How can CWA be used to design better AI systems?

6.3.1 What is the role and importance of domain knowledge in
human-AI interaction?

Our findings showed that domain knowledge helps users make sense of XAI explanations
(Chapter 2) and identify situations where AI makes a mistake (Chapters 3 and 4) and
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integrate AI advice better into decision-making process, as demonstrated by increased
task performance metrics.

In what ways can domain knowledge be used to support users to make better
decisions when working with an AI system?

We demonstrated a number of ways in which domain knowledge can be leveraged to support
users. Using AH as a knowledge representation framework [19], we showed that AI expla-
nations can be improved by communicating the relevance of the factors that AI considered
in its decision (Chapter 2).

In Chapter 3, we showed that adding domain knowledge to XAI (in a complementary
display) increases task performance, primarily due to ignoring AI advice when it is incorrect
and reduced the likelihood of overtrust in AI. In Chapter 4, we showed that embedding
domain knowledge into XAI (in the form of warnings) increased task performance even
further, and allowed participants to avoid erroneous AI advice.

How does domain knowledge affect perceptions and use of an AI system?

We found some evidence that adding domain knowledge to XAI can lead to more positive
perceptions of AI (Chapter 2), however failed to demonstrate it in the experimental studies
(Chapters 3 and 4). As noted in the corresponding chapters, evaluating subjective opinions
towards XAI is challenging [72], and our aggregate approach (measuring user perceptions at
the end of the study instead of a case by case basis) limited our ability to draw conclusions
further. However, trust in AI (positive trust) was affected by the presence of domain
knowledge (Chapter 3) which suggests that expert knowledge, if integrated into XAI, can
be useful to help users calibrate their trust.

As demonstrated in Chapters 3 and 4, adding domain knowledge led to less reliance on
XAI in high risk cases and more questioning the AI advice when it was incorrect. In our
analysis in Chapter 5, we showed that lack of domain knowledge resulted in non-optimal,
mostly naive strategies when working with the XAI.

6.3.2 How can we leverage Cognitive Work Analysis in under-
standing and designing AI systems?

Our findings showed that CWA can be used to identify opportunities to improve data-
driven XAI explanations (Chapter 2), design decision-support tools that can be used to

91



assess XAI (Chapter 3), and gain a deeper understanding of how the system is being used
(Chapter 5).

How can CWA be used to gain a deeper understanding of a human-AI inter-
action?

In Chapter 5, we showed that ConTA and SA are particularly useful to understand how
users use XAI. Used in a descriptive fashion, this analysis revealed how non-expert users
approach decision-making with AI, and how presence of explanations lead to naive as-
sumptions and strategies. This led to a better understanding of how users worked with
our XAI, and revealed opportunities to improve the design to prevent less effective ways
of reasoning about and using the AI system.

How can CWA be used to design better AI systems?

We explored how AH can be used to map domain knowledge to XAI explanations to
help users make sense of explanations and predict future AI behavior (Chapter 2). In
experimental studies in Chapters 3 and 4, we showed that expert knowledge, obtained by
CWA, can be used to improve task performance. Finally, we identified naive shortcuts and
strategies participants have used (Chapter 5) and make the case that future design of AI
systems can use these to promote more effective strategies and eliminate strategies that
can lead to errors.

6.4 Discussion and Implications

In this work, we addressed the issue of the domain knowledge gap in a context where
the users lack domain knowledge but dealing with a complex domain and supported by
AI. We believe that as the AI becomes better at reducing the complexity of the existing
complex fields and make them accessible to users with less domain experience, the issues
surrounding the domain knowledge gap will become more important. In this work, we
explored a number of different approaches to close this gap and help users of AI systems
make better decisions.
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6.4.1 Domain Knowledge and AI

We identified opportunities to contextualize AI explanations by integrating domain knowl-
edge (Chapter 2) and using AH as a tool for reasoning about explanations and AI advice.
This approach can be used to improve trustworthiness of future AI systems by helping
users make sense of the predictions and explanations. Additionally, it can be used to con-
vey causality in explanations, which can lead to more accurate interpretations of AI. This
approach is also complementary to the recent work in knowledge-based XAI [100, 84, 84, 59]
which aims to integrate domain knowledge tightly into AI systems by representing con-
ceptual knowledge (in the form of knowledge graphs and ontologies) during the training
process. As AH is a form of knowledge representation framework [19], there is potential to
combine both approaches to produce AI systems that encompass expert domain knowledge
and have the capability of providing explanations that support reasoning. In this work,
we focused on the communication of explanations and found some evidence that it can
be beneficial to users, however it appears that how and when this approach can be best
utilized requires more research that investigates contextual and user-related factors.

When an AI system makes mistakes, it is up to the user to identify the situation,
and rely on AI appropriately. However, as we (Chapters 3 and 4) and others have shown
[116, 60, 91, 150, 129], lack of domain knowledge can make it difficult to make an accurate
assessment of the AI advice, even if explanations are present. While this is not an AI-
only problem, AI systems built without taking into account the domain knowledge gap
will have limited success in augmenting human decision-making. In this work, we showed
several ways of integrating domain knowledge into human-decision making in XAI, and
demonstrated that this approach is potent in identifying AI failures and improving task
performance. Future AI systems should consider integrating domain knowledge into the
models and provide facilities to help users become better decision-makers.

XAI was born out of concerns regarding lack of tools to assess how well an AI system
performs, and to develop appropriate levels of trust and reliance. We believe that this
work contributes to these efforts by showing the benefits of adding domain knowledge into
this process. One on hand, this work showed that XAI approaches that don’t consider
users’ level of domain expertise will have limited capacity to support the users. On the
other hand, XAI can be a great opportunity to tackle the domain knowledge gap as we
demonstrated in this work. The goal of explanations of an AI system could be, in addition
to providing justification for a model’s behavior, to equip the users with domain knowledge
that is needed to make sense of the AI output, as well as help them increase their expertise.
Such an approach can reveal interesting opportunities for XAI in becoming a resource to
learn from. Indeed, some studies have shown that XAI has potential to help users widen
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their domain knowledge [37, 67] and to take role in teaching people [72]. In our case,
such an approach can help create a financial investing AI system that not only helps users
increase the profit they make, but also help them become better investors.

Regarding XAI challenges, Gunning et al. [72] described the challenge of starting with
computers (i.e., focusing on explanation generation) vs. starting with humans (i.e., fo-
cusing on user needs and capabilities, [117]). Upon reflecting on our work, we believe a
third approach, a domain analysis approach, can be valuable to address this challenge. As
demonstrated in this work, understanding the task domain can help improve communica-
tion (Chapter 2), identify key information needed to work effectively with XAI (Chapter
3), improve task performance (Chapter 4), and understand pitfalls and reveal opportunities
to support users of XAI (Chapter 5). This approach can add unique value that is more
difficult to obtain by focusing on technology or users alone.

6.4.2 Cognitive Work Analysis and AI

This work also presented an exploration of CWA in the XAI context. In Chapter 2,
we presented an approach of using CWA and AH to augment the explanations of the
model. In Chapter 5, we conducted ConTA and SA to understand the findings from the
studies. As we demonstrated, CWA was very useful in gaining a deeper understanding
of the XAI context but also had significant design implications. We believe, that CWA,
and in particular WDA, has a lot more to offer when it comes to building AI systems,
and can have a significant impact on the entire AI life cycle. For example, a full AH
about lending and credit could reveal how much coverage an existing AI system has. In
an ideal situation, we would want AI to represent the real world fairly accurately, and
be comprehensive. By building a full AH and comparing it to an existing AI system,
factors that were left out could be identified and further analysis can be done on ”how”
the AI system should be built. In fact, this can be a particular advantage during the initial
stages of a model development. For example, a comprehensive AH can identify “what
data to collect” and help evaluate the existing models based on the domain analysis.
Furthermore, AH can also contribute to model building and feature engineering stages.
Important relationships and derived variables that are identified in AH can guide which
features need to be included in the model, and how important they are. The importance
of debt-to-income ratio is a good example of a derived variable that renders the debt and
income less useful. A model built on debt or income alone therefore could be improved by
exploring and utilizing debt-to-income ratio. While finance or credit is a well established
field and has involved modeling ever since, in other, less well-known domains, we can
expect significant advantages of such an approach. Other stages of CWA have significant
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design implications. Once a model is built, the information design around the AI and XAI
significantly impacts how users utilize them, as demonstrated in this work. ConTA and
SA were particularly useful in identifying design challenges (i.e., naive heuristics and sub-
optimal strategies) but also design opportunities (i.e., What functions should the interface
support for better performance?). In our work, we focused on non-xpert users, however, we
believe that identifying how expert users would tackle the same tasks, and analyzing their
approach using ConTA and SA can be very beneficial in designing future AI user interfaces
that help users gain a better understanding of the task domain. For example, ConTA can
identify how experts associate different knowledge states, and SA can identify how experts
achieve these knowledge states through adopting efficient strategies. The insights acquired
from this analysis can then be used to design interfaces that “guide” non-expert users to
adopt a more expert approach.

6.4.3 Generalizability

In this work, we focused on a set of specific problems. These included a decision-making
task, an AI that is trained to solve a tabular data problem (as opposed to image recognition
or natural language processing), and credit and lending domain. These constraints limit
the generalizability of the findings to other tasks, AI systems, and domains. For example,
a task that involves visual perception (e.g., analysis of X-ray scans) using an image recog-
nition AI in the healthcare domain might have unique challenges that don’t apply to our
context, therefore the applicability of our findings are limited to similar task environment.
However, decision-making is fundamental to many complex fields, and our findings on how
AI influences human decision-making and our approach to leveraging domain knowledge
to support users should be applicable to similar problems across domains.

6.5 Contributions

The work has a number of contributions to research and design. The main contributions
included the following:

• We demonstrated that adding domain knowledge to XAI has a number of benefits
to users. Through experimental studies, we explored how domain knowledge affects
perceptions and use of AI in a financial decision-making task. We showed that non-
expert users can benefit from having access to domain knowledge when interacting
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with an AI system. While the role of domain expertise in the context of AI and XAI
have been studied in the past, to our knowledge, this is one of the first attempts
at supporting users to overcome the limitations of the lack of domain expertise. We
also demonstrated that embedding domain knowledge into XAI is valuable in helping
users avoid relying on AI when it makes a mistake. Taken together, these findings
present opportunities to improve future AI systems (through integration of domain
knowledge), as well as contribute to the growing body of research on domain expertise
in XAI.

• We presented a novel use case of Cognitive Work Analysis (CWA). We leveraged
Work Domain Analysis (WDA) to improve the existing explainable AI techniques.
Furthermore, we applied Control Task Analysis and Strategies Analysis to under-
stand how AI influences non-expert users’ decision-making process. This work builds
on and extends the CWA research on reasoning about automation [19] and mod-
eling automation [104]. This work made a unique contribution to CWA research
by investigating an understudied area (XAI) and by demonstrating the usefulness
an under-utilized component of CWA (strategies analysis) while providing unique
insights that can be leveraged to design future AI systems.

• Through user interviews, we identified perceptions of AI, and how AI is being inte-
grated into decision-making by non-expert users. We identified a number of issues
pertaining to XAI, and opportunities to improve design of XAI. Furthermore, our
analysis revealed the complexity of designing for non-expert users, and recommen-
dations for future research and design were developed.

• We introduced a testbed that simulates a realistic financial investing decision-making
situation that can be used to explore future research questions in the investing space
or human-AI interaction. We demonstrated different use cases for the testbed and
explored multiple aspects of the human-AI interaction.

• This work also provides insights about how non-expert users engage in investing,
and has implications for integrating AI systems to Peer-to-Peer lending platforms
and similar investing contexts. We demonstrated how information presented on the
user interface influences investors’ decision-making processes and their investment
decisions.
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6.6 Limitations

Individual limitations of each study was presented in earlier chapters. Overall, there are
several limitations that are important to discuss. First, this work explored a particular task
domain, namely credit and lending, which may limit the generalizability of the conclusions
to other domains and decision-making situations. Similar work in other domains and
task environments will be needed to establish a deeper understanding of this problem
space. Second, throughout this work, we framed our participants as non-experts, however,
expertise is not a binary construct [157], and users of AI systems will undoubtedly have
varying levels of expertise. Defining expertise can be quite challenging [133], and this limits
our ability to generalize the findings to populations where expertise levels vary significantly.
However, we will be able to situate our findings better as more research is conducted with
groups who have varying levels of domain expertise.

Another limitation was that the focus of this work was on a particular AI technology
and prediction situation with a limited number of explanation tools (machine learning
models with tabular data). The world of AI is vast, and there are numerous prediction
problems that require different technical approaches (e.g., image classification problems).
Moreover, there is a growing number of explanations techniques, each providing a unique
output and language to convey the justification of the AI prediction. While we tried to keep
our approach model-agnostic, different machine learning problems will likely have unique
properties that we were not able to encounter due to our model and problem choices.
Nevertheless, we believe that our general approach should be applicable to other machine
learning problems, although the specific findings may differ.

Finally, the studies presented in this work were single-session experiments where par-
ticipants had limited opportunity to obverse and interact with the AI system. Therefore,
the findings have limited applicability to long-term use of such systems. It is likely that the
way participants utilize AI and form trust will evolve after multiple interactions (Learned
trust, [114]), which calls for longitudinal studies to better understand how the relationship
between explanations, domain knowledge, and trust evolves over time.

6.7 Future Work

In addition to the recommendations for future work described in various chapters, we
should mention that there are at least two major lines of research that would have sig-
nificant benefits. First, the role of domain knowledge should be further studied. This
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work presents an initial exploration of some of the ways in which domain knowledge might
make a difference, however there are many more questions remained unanswered. For
example, in the first study (Chapter 2), we observed that augmenting explanations us-
ing domain knowledge have some effect on user perceptions, but it was unclear whether
this effect depended on the contextual factors such as ambiguity of the situation. Sys-
tematically examining the contextual factors where such an approach is most beneficial
remains a challenge. In the second and the subsequent study, we demonstrated that pro-
viding domain knowledge led to less reliance on AI when it was incorrect and better task
performance. Future studies should examine the “right” level of domain knowledge for dif-
ferent problems, and systematically study how it should be conveyed to the users. Factors
such as information amount, visual/presentation factors, and communication language are
candidates for future research.

Another opportunity involves leveraging CWA throughout the entire machine learning
life cycle. This work focused mainly on the model outputs and real world usage of an
AI system, and explored how CWA can be used to support this process. However, we
argue that CWA could add significant value to other stages of the machine learning life
cycle. Some of these suggestions are discussed earlier in this chapter. These include better
integration of domain knowledge into the AI system, and using various stages of CWA to
support processes related to problem definition, data collection, feature engineering and
model building, and model interpretation in the AI life cycle. While the benefits to end
users, as demonstrated in this work, were noteworthy, we firmly believe that CWA can have
even more impact on building human-centered AI systems if integrated in earlier stages
of the machine learning life cycle. We envision that implementing CWA during the initial
stages of a machine learning project, exploring ways to support engineers and developers
in key decisions, and creating an AI system that best represents human expertise would be
a significant contribution, and remains an important challenge to address going forward.

6.8 Conclusion

This work aimed at addressing the limitations of existing XAI approaches by investigating
how domain knowledge can be leveraged. Through qualitative and quantitative approaches,
we showed potential benefits of communicating domain knowledge to users, and identified
opportunities for research and design. We hope that the insights and findings presented in
this thesis inform future research on human-centered AI and future design of AI applica-
tions.
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Appendix A

Study Materials and Additional Data
Analysis

A.1 Study 1

A.1.1 Study Materials

Loan Knowledge Quiz

In this section, we present the questions we used to assess participant’s knowledge about
loan decision process. We developed our own questions in addition to compiling questions
from two financial literacy related questionnaires [134, 80]. Bold items are correct answers.

Q1: How much do you know about loan decision process?

• Nothing

• Very little

• Some

• A fair amount

• A lot

Q2: Loans are approved only based on the applicant’s credit score
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• True

• False

Q3: What is the threshold for credit card utilization (the ratio of the money you spent
and the credit card limit) for an applicant to be considered safe?

• 10%

• 20%

• 30%

• 40%

Q4: Which of the following is not included when assessing an applicant’s credit score?

• Credit card utilization (the ratio of the money you spent and the credit card limit)

• Income / Debt Ratio

• Payment history

• Amounts Owed

Q5: For a loan application to be approved, Debt-Income Ratio (DTI) is considered.

• True

• False

Q6: Which of the following is considered as part of 5C’s of Credit

• Capacity

• Capital

• Character

• All of the above are considered important
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Q7: When applying for loans, the loan purpose is not important. The monthly installment
rate - income ratio is enough for a lender to make a decision.

• True

• False

Q8: Your net worth is

• The difference between your expenditures and income.

• The difference between your liabilities and assets.

• The difference between your cash inflow and outflow.

• The difference between your bank borrowings and savings.

Q9: You will improve your creditworthiness by

• Visiting your local commercial bank.

• Showing no record of personal bankruptcies in recent years.

• Paying cash for all goods and services.

• Borrowing large amounts of money from your friends.

• Donating money to charity.

Q10: If you co-sign a loan for a friend, then

• You become responsible for the loan payments if your friend defaults.

• It means that your friend cannot receive the loan by himself.

• You are entitled to receive part of the loan.

• Both A and B.

• Both A and C.
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Questions From [80]

Q11: Making payments late on your bills can make it more difficult to take out a loan.

• True

• False

Q12: Your credit rating is not affected by how much you charge on your credit cards.

• True

• False

Q13: Your credit report includes employment data, your payment history, any inquiries
made by creditors, and any public record information.

• True

• False

Q14: When you use your home as collateral for a loan, there is no chance of losing your
home

• True

• False

Questions From [134]

What will be the impact on the interest rate people pay on a loan if they...?

Q15: ...always eventually pay off their debts, but are sometimes late on monthly bills

• Rate would be higher

• No impact

• Rate would be lower

Q16: ...get someone else to co-sign the loan with them
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• Rate would be higher

• No impact

• Rate would be lower

Q17: ...have never borrowed money before

• Rate would be higher

• No impact

• Rate would be lower

Q18: ...offer the lender some collateral for the loan

• Rate would be higher

• No impact

• Rate would be lower

What will be the impact on a person’s credit rating if they...?

Q19: ...charge lots of money on several credit cards, and make the minimum payments
each month

• Rating would be hurt

• No impact

• Rating would improve

Q20: ...have a good payment record and apply for many new credit cards

• Rating would be hurt

• No impact

• Rating would improve
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Q21: ...skip a student loan payment

• Rating would be hurt

• No impact

• Rating would improve

Q22: ...never borrow money or use a credit card for anything

• Rating would be hurt

• No impact

• Rating would improve

Q23: ...miss a couple of loan payments but make them up, plus interest, the next month

• Rating would be hurt

• No impact

• Rating would improve

AH-Based Explanations

In this section, we present the explanation texts that we created by using AH. We tried to
keep the length similar across explanations, although there was some variance.

Table A.1: AH-based explanations

Concept Explanation Word Count

Loan
Amount

Loan Amount along with other loan attributes such
as Loan Duration and Loan Purpose are used
to assess overall loan conditions such interest rates
and monthly installments, and are indicators of the
burden on the borrower. In general, lower loan
amount and longer loan duration lead to better loan
conditions and a higher chance of approval.

56
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Loan
Duration

Loan Duration along with other loan attributes
such as Loan Amount and Loan Purpose are used
to assess overall loan conditions such interest rates
and monthly installments, and are indicators of the
burden on the borrower. In general, longer loan du-
ration and lower loan amount leads to better loan
conditions and a higher chance of approval.

56

Credit
History

Credit History of the applicant is used to assess
credit score, which determines how trustworthy
the applicant is. Unpaid debt also affects credit
score. In general, better credit history (e.g. all cred-
its paid back timely) and less unpaid debts lead to
better credit score, more trustworthiness and a higher
chance of approval

52

Other
Debtors

Having Other Debtors can be an indicator of
whether the borrower can comfortably afford the
payments (in case of a default). Income also af-
fects the ability to afford the payments. In general,
having another debtor such as a co-applicant or a
guarantor and a higher income lead to better ability
to afford payments and a higher chance of approval.

59

Most
Valuable

Asset

Assets such as real estate and other properties are
good indicators of the capital the borrower can use
to repay the loan if they are short on income. Ac-
count balances can also be used for this purpose.
In general, more valuable assets and higher account
balances lead to more capital and a higher chance of
approval.

56

Chequing
Account
Balance

Chequing and Savings Account Balances are
good indicators of the capital the borrower can use
to repay the loan if they are short on income. Assets
such as properties can also be used for this purpose.
In general, higher account balances and more valuable
assets lead to more capital, and a higher chance of
approval.

55
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Savings
Account
Balance

Savings and Chequing Account Balances are
good indicators of the capital the borrower can use
to repay the loan if they are short on income. Assets
such as properties can also be used for this purpose.
In general, higher account balances and more valuable
assets lead to more capital and a higher chance of
approval.

55

Credits At
This Bank

Debts such as Credits At This Bank are consid-
ered when assessing whether the borrower can com-
fortably afford the payments. Income also affects
the ability to afford the payments. In general, lower
debt and higher income lead to better ability to afford
the payments and a higher chance of approval.

49

Housing

Expenses such as rent and the number of depen-
dents are considered when assessing whether the bor-
rower can comfortably afford the payments. In
general, not paying rent and fewer dependents lead
to better ability to afford the payments and a higher
chance of approval.

43

A.1.2 Ethics Approval

This study was approved by the University of Waterloo Research Ethics Committee (Figure
A.1).

A.1.3 Recruitment

The following recruitment material was posted on Amazon Mechanical Turks’ job board
as a HIT (Human Intelligence Task):

Title: Survey about Artificial Intelligence in Loan Decisions

Description: This is a survey study conducted by researchers from the Uni-
versity of Waterloo, Ontario, Canada. In this study, you will see loan ap-
proval/rejection decisions made by an Artificial Intelligence system, and you
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Figure A.1: Research Ethics Committee approval for Study I.
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will be asked to provide your opinions. The study is estimated to take 60
minutes, and you will receive a remuneration of $4. There will be about 80
questions. Some of the questions will be presented in a multiple-choice format,
others as open-ended questions. In addition to questions about your opinions
on the Artificial Intelligence system presented in the survey, there will be demo-
graphics questions such as age, gender, and education, and additional questions
regarding your knowledge about and experience with loan decision process and
technology use.

When a potential participant accepted the HIT, they were shown a link that took them
to the survey platform (Qualtrics). For the HIT, we targeted Amazon Mechanical Turk
users from the United States and Canada who had over 95% HIT approval rating.

A.1.4 Information Letter and Consent Form

Before each session, an information letter and a consent form were presented on the survey
platform.

Information Letter

Study Overview

You are invited to participate in a research study conducted by Murat Dikmen,
under the supervision of Catherine Burns at the Systems Design Engineering
Department of the University of Waterloo, Ontario, Canada. The objective of
the research study is to understand people’s opinions on loan decision maker
artificial intelligence (AI) systems. The study is for a PhD thesis.

What You Will Be Asked to Do

If you decide to volunteer, you will be asked to complete a 60-minute online
study (in the survey format) that is completed anonymously. The study focuses
on your opinions on explanations provided by an artificial intelligence system.
There will be about 80 questions. Some of the questions will be presented in
a multiple-choice format, others as open-ended questions. In addition to ques-
tions about your opinions on the Artificial Intelligence system presented in the
survey, there will be demographics questions such as age, gender, and educa-
tion, and additional questions regarding your knowledge about and experience
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with loan decision process and technology use. Participation in this study is
voluntary. You may decline to answer any questions that you do not wish to
answer and you can withdraw your participation at any time by not submitting
your responses. There are no known or anticipated risks from participating in
this study.

Remuneration

In appreciation of your time, you will be paid $4 through the Amazon Mechan-
ical Turk system. To receive your payment, you need to use the code that you
receive at the end of the survey. If you wish to withdraw at any time, you
can still receive the payment by clicking next until you see the last page of the
survey and use the code.

Personal Benefits of the Study

There are no direct benefits to the participants of this study.

Confidentiality and Data

When information is transmitted over the internet confidentiality cannot be
guaranteed. University of Waterloo practices are to turn off functions that col-
lect machine identifiers such as IP addresses. The host of the system collecting
the data such as Qualtrics may collect this information without our knowledge
and make this accessible to us. We will not use or save this information without
your consent.

Because this is an anonymous survey the researchers have no way of identifying
you or getting in touch with you should you choose to tell us something about
yourself or your life experiences. Also, after the survey responses submitted, it
is not possible to withdraw them as we don’t know which response belongs to
the you.

The data, with no personal identifiers, collected from this study will be main-
tained on a password-protected computer database in a restricted access area of
the university. As well, the data will be electronically archived after completion
of the study and maintained for at least 10 years.

Data may be deposited in an online public repository/database. Data will be
de-identified prior to submission to the repository/database. This process is
integral to the research process as it allows other researchers to verify results
and avoid duplicating research.

Should you have any questions about the study, please contact either Murat
Dikmen at murat.dikmen@uwaterloo.ca or Catherine Burns at
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catherine.burns@uwaterloo.ca. Furthermore, if you would like to receive a copy
of the results of this study, please contact either investigator. The survey results
will be available in November 2019.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #41245). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

Thank you for considering participation in this study.

Consent Form

Please read carefully and indicate your consent by clicking one of the
buttons below.

Study Title: Opinions on Artificial Intelligence in Loan Decisions

I have had the opportunity to contact researchers and ask any questions related
to this study, to receive satisfactory answers to my questions, and any additional
details I wanted. I am aware that I may withdraw from the study without
penalty at any time.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #41245). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

For all other questions contact Murat Dikmen at murat.dikmen@uwaterloo.ca.
You may also contact Professor Catherine Burns at 519-888-4567 Ext. 33903.
(catherine.burns@uwaterloo.ca)

By submitting the attached survey, you are not waving your legal rights or re-
leasing the investigators or involved institution from their legal and professional
responsibilities.

With full knowledge of all foregoing, I agree, of my own free will, to participate
in this study.

[ ] I agree to participate.

[ ] I do not wish to participate (please return the HIT).
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A.1.5 Procedure

After a participant clicked on the survey link presented in the HIT, they were redirected
to a Qualtrics survey. They read the information letter and indicated their consent on
the consent form by clicking on a button. After giving the consent, the next page pro-
vided a brief introduction to the study, followed by a set of demographics and background
questions. The following questions were displayed in this section:

What is your age? (open-ended)

What is your gender?

• Female

• Male

• Other (open-ended)

What is the highest degree or level of school you have completed? (If you
are currently enrolled in school, please indicate the highest degree you have
received).

• Less than high school

• Graduated high school

• Trade/technical school

• Some college, no degree

• Associate degree

• Bachelor’s degree

• Advanced degree (Master’s, Ph.D., M.D.)

Are you currently a student?

• Yes

• No

[If Student is Yes] Please indicate the degree you are studying for.

• High School

• Trade/technical school
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• Associate degree

• Bachelor’s degree

• Advanced degree (Master’s, Ph.D., M.D.)

Next, participants were shown the Loan Knowledge Quiz described in A.1.1. Finally,
a number of questions were asked about the participant’s experience with AI:

Please indicate your agreement with the following statements. (from Strongly
Disagree to Strongly Agree on a 7-point scale)

• I am confident using computers.

• I can make use of computer programming to solve a problem.

• I understand how Amazon recommends products for me to purchase.

• I understand how my email provider’s spam filter works.

• I understand how self-driving cars drive on their own.

• I understand how autopilot works on an airplane.

• I understand how YouTube recommends videos for me to watch.

• I understand how Facebook Newsfeed chooses which posts to show before
everything else.

Have you had any experience with an AI program that makes loan approval /
rejection decisions?

• Yes

• No

[If Yes] Please describe your experience with the AI program that makes loan
approval / rejection decisions. (open-ended)

How much do you know how Artificial Intelligence algorithms work? (from
Nothing to A lot on a 5-point scale)

How much programming knowledge do you have? (from Nothing to A lot on
a 5-point scale)

How much knowledge of computer algorithms do you have? (from Nothing to
A lot on a 5-point scale)
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After completing the background section, the following description was presented:

Information about the Next Section

In the next section of the study, you will see several loan applicant profiles
(hypothetical people who applied for a loan). The details about the person’s
finances will be provided, such as the loan amount they requested, their account
balance, their employment status, and so on. You will also see loan approval
or rejection decisions made by an Artificial Intelligence (AI) program. The AI
program will also provide explanations regarding its decisions. After you get
familiarity with the AI program, the loan approval and rejection decisions, and
individual factors that play a role in these decisions, you will be asked several
questions regarding the AI program and its decisions.

What is Artificial Intelligence?

Artificial Intelligence (AI) refers to capable programs that can analyze large
amounts of data and find patterns. This process is also called training the AI
system. Once the AI system is trained, it can make predictions on the data it
has never seen before. A common AI program that we use everyday is when
email providers label certain emails as “spam”. The AI programs that label
the emails as ”spam” have seen lots and lots of emails, and whether or not
they are labelled as “spam” by users. Over time, the AI programs learn how to
differentiate “spam” emails from normal ones. For example, the AI programs
may understand how the words used in ”spam” emails differ from the words
used in regular emails. When you receive an email, these AI programs check
whether the email looks like the “spam” emails it has learned in the past, and
if so, they label the email as “spam”.

The AI Program

In this study, we introduce an AI program that has learned how people’s fi-
nancial situation affects their loan applications. This program is trained on
customer data of more than 1000 people who applied for a loan and it has
learned to predict whether the loan application should be approved or rejected.

The AI program acts like a bank and makes a loan approval or rejection decision
based on the applicant’s financial situation. It can also provide explanations
regarding the decisions and why it made a certain decision. Below are annotated
images that show various information AI program provides.

After this introduction, the study proceeded as described in Chapter 2. At the end of
the study, the following questions were presented:
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From 1 (None at all) to 7 (A great deal), how much did the explanations
provided by the AI program help you learn about loan decision process?

From 1 (Too little) to 7 (Too much), overall, the information provided by the
AI program when explaining the decisions was...

Please explain how loan decision process works. Provide as much detail as you
can. (open-ended)

Please rate the following statement: I can predict how the AI program will
behave when making loan decisions. (from Strongly Disagree to Strongly
Agree on a 7-point scale)

What are your thoughts on the loan AI program? Do you have any suggestions
to improve it? (open-ended)

Which parts of the AI program performed as you expected?

Which parts of the AI program did not perform as you expected?

At the end of the study, the following feedback letter was shown to appreciate their
participation:

I would like to thank you for your participation in this study. As a reminder,
the purpose of this study was to understand people’s opinions on artificial intel-
ligence and explanations of its decisions. This study will help inform the future
research on making artificial intelligence more understandable and trustwor-
thy. Below you can find the code you need to complete the HIT on Amazon
Mechanical Turk.

The study is designed such that half of the participants saw limited AI expla-
nations (without additional explanations at the end of the profile page) and the
other half with enhanced AI explanations (with additional explanations at the
end of the profile page). We hypothesized that participants who read enhanced
explanations will rate the quality of the explanations higher than participants
who read limited explanations.

The data, with no personal identifiers, collected from this study will be main-
tained on a password-protected computer database in a restricted access area
of the university. In addition, the data will be electronically archived after
completion of the study and maintained for at least 10 years.

If you are interested in receiving more information regarding this study or a
summary of its results, or if you have any questions or concerns, please contact
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us at the email addresses listed at the bottom of this page. The results of this
study will be available in November 2019.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #41245). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

A.1.6 Data Analysis

In this section, we present additional data analysis that are complementary to the results
presented in Chapter 2.

Perceived Ability to Predict AI

We asked participants to rate the following question, from 1 to 7: I can predict how the
AI program will behave when making loan decisions. There was a marginally significant
difference, t(95) = 1.80, p = .075. Participants in the AH-based condition provided slightly
lower ratings (M = 4.54, SD = .99) than participants in the baseline condition (M = 4.94,
SD = 1.13).

Trust in AI

We used Checklist for Trust between People and Automation [92] to measure trust towards
AI. There was no difference between conditions, t = .66, p = .51.

Perceptions of Explanations and Domain Knowledge

We measured participants’ existing knowledge about loans and credit using the loan knowl-
edge quiz described earlier in this Appendix. To investigate how existing knowledge affected
perceptions of explanations, we split participants into two groups (less domain knowledge,
more domain knowledge) based on their performance in the quiz (using a median-split),
and performed t-tests on explanation quality questions. We did not report these findings as
the measurement instrument we used was not an established scale and lacked psychometric
properties such as reliability and validity, however we used it in an exploratory fashion to
gain insights into potential effects of existing domain knowledge on perceptions of AI and
to inform future studies.
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Participants who had less domain knowledge reported higher ratings in confidence in AI
(t = 2.78, p = .007), human-likeness (t = 2.96, p = .004), and adequate justification (t =
2.83, p = .006) than participants who had more domain knowledge. These results suggest
that domain knowledge might be an important factor in how people perceive XAI, however
it is difficult to draw conclusions without using an instrument that has good reliability and
validity.

Demographics

We conducted multiple 2(gender) x 2(condition) analyses to examine the effect of gender,
however we found, no significant effect of gender in any metrics we used in the study, all
p’s > .05.

We examined the effect of age by conducting correlational analyses, however, we found
no significant correlations between age and study metrics, all p’s > .05.

A.2 Study 2

In this section, we present the study materials used in the second study (Chapter 3) and
the follow-up study (Chapter 4).

A.2.1 Study Materials

Tooltip Descriptions

Part of conveying domain knowledge in the P2P lending app was to utilize tooltip descrip-
tions for each factor shown on a borrower’s profile. Participants in all conditions had access
to these tooltips, however participants in the baseline condition did not see the bold por-
tions of the descriptions. The bold text represented additional domain knowledge gained
through expert interviews and decision ladders.

Table A.2: Tooltip Descriptions

Tooltip Description
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Utilization

The utilization rate is the ratio of credit balance to credit limit.
Total Utilization: The ratio of total balance to total available credit
limit.
Credit Card Utilization: The ratio of total credit card balance to
available credit card limit.
Loan Utilization: Current loan balances divided by original loan
amounts.
Having a high utilization rate (more than 30-35%) is a red
flag that implies that the borrower is not managing debt
well. If at any time this person’s income is gone, they will
be left with lots of debt, which increases the risk of default.

Inquiries

Inquiries occur when the person applies for credit (e.g. mortgage)
and the lender checks the credit report of the person (also known as
hard inquiries).
An inquiry does not necessarily mean that the person was able to get
the credit product. It only tells that the person has applied for a
credit product.
Inquiries are very important. If a borrower has multiple
inquiries, this may be an indication of two things:
(1) They have debt to pay therefore they are seeking money,
or
(2) Their credit applications are rejected.
Both of these are red flags. Up to 2 inquiries per year is
acceptable, however more than 2 inquiries is considered as a
red flag.

Late
Payments

If the borrower doesn’t make credit payments on time (e.g. not paying
the credit card bill before the due date), it is considered as a late
payment (even if the borrower pays the bill eventually).
Late payments are critical for both credit scores and lenders.
Note that human lenders can be more flexible in terms of
how they assess whether late payments constitute risk while
credit scoring companies punish late payments heavily.
From a lender’s perspective, the type and the amount of
late payments are more important than the number of late
payments in the credit profile.
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Employment
& Income

Annual Income is used to calculate the borrower’s debt to income
ratio which is ’total monthly debt obligations (excluding mortgage)
divided by monthly income’.
As long as the debt the income ratio is acceptable (less than
35%), the income does not matter as much. The only case
where it matters is that if the annual income is very high,
a higher debt to income ratio might be acceptable as the
amount of money left after paying debt will be high.
In terms of employment length, the lenders will look for at
least 2 years of continuous employment. This will ensure
that the borrower’s income is stable.

Number of
Accounts

Number of accounts show the number of credit card accounts or loan
accounts the borrower has. Number of accounts come into play when
calculating the utilization rate.
Since utilization rate is ”balance divided by credit limit”,
having multiple accounts increases the credit limit and may
result in a lower utilization rates.
However, having more or less accounts does not necessarily
how how well the borrower can manage debt.

Account
Balances

Account balances show the amount of debt the person has. Account
balances play a role in calculating the utilization rates which is ”bal-
ance divided by credit limit”.
As long as the borrower has acceptable utilization rate and
debt to income ratio, having high or low balances is not as
important.

Account
Activity

Account activity parameters shows the age of the most recently
opened credit card or loan accounts.
Every new credit account reduces the average age account
which is important for credit scoring.
Higher average account age is considered better as it shows
that the borrower is able to manage debt longer (assuming
they don’t have late payments etc.)
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Account
Age

Account age parameters the age of the oldest credit card or loan
accounts the borrower has.
Account age is an indicator of the borrower’s history with
credit. Ideally one should have at least 2 year on one of their
accounts.
Higher average account age is considered better as it shows
that the borrower is able to manage debt longer (assuming
they don’t have late payments etc.)

Limits

Credit limit refers to the maximum amount of credit the borrower
is allowed to use and plays a role in calculating the utilization rates
which is ”balance divided by credit limit”.
Credit Card Limit: The total limit across all credit cards the borrower
has.
Loan Accounts Limit: The total limit across all loan accounts the
borrower has.
As long as the borrower has acceptable utilization rate and
debt to income ratio, having high or low credit limits are not
as important.

In addition to financial factors, the AI Assistant and the Key Indicators Panel had their
own tooltips to explain how to use them:

Table A.3: AI Assistant and Key Indicators Panel De-
scriptions

Panel Description
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AI
Assistant

This section shows the analysis made by the AI Assistant.
Prediction: AI Assistant makes a prediction of default chance (default
means that the borrower will not be able to pay back the loan fully),
ranging from 0% to 100%.
The Most Important Factor: If the predicted default chance is 50%
or high, the AI Assistant will pick the factor that increased the risk
most as ”the most important factor”. If the predicted default chance
is lower than 50%, the AI Assistant will pick the factor that decreased
the risk most as ”the most important factor”.
Contribution of Each Factor: These two graphs show the factors that
increased or decreased the risk, according to AI Assistant. The AI
Assistant makes its prediction by taking all these factors into account.
You can hover over the bar charts to see how much they increased or
decreased the default chance.
It is recommended that you review both ’risk-decreasing factors’ and
’risk-increasing factors’ to better understand the AI Assistant.

Key
Indicators

Panel

This section shows the borrower’s standings in key dimensions that
were identified by talking to lending industry experts.
In these graphs, 6 key indicators are presented. For each indicator,
the green zone represents the ’acceptable’ or ’safe’ range, and the red
zone represents the ’risky’ range.
If a value is in the green zone, it means that the borrower satisfies
the criteria, and may be considered as low risk.
If a value is in the red zone, the borrower fails to satisfy the criteria
and may be considered as high risk.
NOTE: This analysis is separate from the AI Assistant, however it is
recommended to review both.
There are multiple ways you can use these graphs:
1. You can, at a quick glance, see where the borrower stands in key
dimensions that are established in the lending industry.
2. You can use these graphs in conjunction with the AI Assistant to
evaluate the borrower and the loan.
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A.2.2 Ethics Approval

Studies presented in Chapters 3 and 4 were approved the University of Waterloo Research
Ethics Committee (Figure A.2).

A.2.3 Recruitment

For recruitment, we used social media (r/uwaterloo Subreddit and a private Discord server
for University of Waterloo students) and University of Waterloo mailing lists. The following
recruiting material was posted on social media and shared with department coordinators
to forward to students:

Become an Investor on a Peer-to-peer platform. Evaluate Loans.
Invest. Make Profit.

Hello, my name is Murat. I am a PhD Candidate in the Department of Systems
Design Engineering.

You are invited to participate in a 2-hour virtual study that investigates arti-
ficial intelligence-powered tools to help people make better financial decisions.
The study consists of surveys, interviews, and interacting with an app that
mimics a peer-to-peer lending platform where you will play the role of an in-
vestor, make investments in loans and maximize your profit. The study will
take place on Microsoft Teams at an agreed upon date and time. In apprecia-
tion of your time, you will receive $30.

For more information about the study or to participate, please contact Murat
Dikmen at murat.dikmen@uwaterloo.ca

You can also read more about the study here: [Link to Information Letter]

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #42758). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

Thank you for considering participation in the study!

A.2.4 Information Letter and Consent Form

Before each session, participants were asked to read the information letter and provide
their verbal consent.
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Figure A.2: Research Ethics Committee approval for Study II and III.
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Information Letter

Study Overview

You are invited to participate in a research study conducted by Murat Dikmen,
under the supervision of Catherine Burns at the Systems Design Engineering
Department. The objective of the research study is to understand how people
may use an artificial intelligence assistant when making investments on a peer-
to-peer lending website. The study is for a PhD thesis.

What You Will Be Asked to Do

If you decide to volunteer, you will be asked to complete a 2-hour long online
study that involves surveys, interviews, and interacting with a website. The
study will be in virtual format. You will be invited to a virtual meeting on
Microsoft Teams to facilitate the study. The study will consist of:

Consent: You will be asked to provide verbal consent to participate in the
study.

Pre-study survey: 40 questions about your background, knowledge and expe-
rience related to finance, lending, and artificial intelligence. ( 20 minutes)

Task Orientation: Clarify questions as well as introduce the peer-to-peer lend-
ing app and provide training ( 20 minutes)

Main task: Interacting with an app that mimics a peer-to-peer lending website
without real money or transactions. The task involves playing the role of an
investor, evaluating the loan requests, and investing in loans to make profit.
( 45 minutes)

Post-study survey: 20 questions about your experience with the app. ( 10
minutes)

Post-study interview: In-depth interview about your experience with the app.
( 25 minutes)

Payment: Payment

The study will involve approximately 60 participants, divided into 2 groups.
Groups will differ in the data and the visualizations available in the app part
of the study. If you participate in the study, you will be randomly assigned to
one of the 2 groups.

Virtual Meeting
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With your permission, the interviews will be audio recorded using OBS (Open
Broadcaster Software) to facilitate data analysis.

We do advise participants to refrain from unnecessarily disclosing personal in-
formation, make use of Teams’ backgrounds feature to protect any information
that could be visible around them, and wear headphones or isolate themselves
in a separate room to prevent other people from overhearing the conversation.

Your Participation

Participation in this study is voluntary. You may decline to answer any ques-
tions that you do not wish to answer and you can withdraw your participation
at any time by not submitting your responses. If you chose to withdraw from
the study at any point, please contact the student investigator in Microsoft
Teams or at murat.dikmen@uwaterlo.ca.

Remuneration In appreciation of your time, you will be paid $30. The pay-
ment will be made via e-transfer or any appropriate method if e-transfer is not
an option. You will be asked to sign Acknowledgement of Receipt of Remuner-
ation and Self-Declared Income form when you receive the payment.

Risks

There are no known or anticipated risks from participating in this study.

Personal Benefits of the Study

There are no direct benefits to the participants of this study. However, the
results obtained from this study will contribute to the society by advancing our
knowledge about building more user-friendly artificial intelligence applications.

Data Confidentiality and Security

When information is transmitted over the internet, confidentiality cannot be
guaranteed. University of Waterloo practices are to turn off functions that col-
lect machine identifiers such as IP addresses. The host of the system collecting
the data such as Qualtrics or Mongo Inc. may collect this information (such as
your IP address) without our knowledge and make this accessible to us. We will
not use or save this information without your consent. Furthermore, the list
that links participant names with participant IDs will be kept separately from
the study data to ensure the study data does not have any personal identifiers.

The data, with no personal identifiers, collected from this study will be main-
tained on cloud platforms. During the data collection and analysis phases,
survey data will be stored on the Qualtrics platform, log data (from the app)
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will be stored on a secure server in the US (provided by the database service,
Mongo Inc.), and audio recordings will be stored in OneDrive. After the com-
pletion of the study, all of the data will be moved to OneDrive storage provided
by UW and maintained for at least 10 years.

We may use anonymous quotes from the interviews in future publications.

Data from this study may be deposited in an online public repository/database.
Data will be de-identified prior to submission to the repository/database, and
in the case of audio recordings, only transcripts will be submitted. This process
is integral to the research process as it allows other researchers to verify results
and avoid duplicating research.

If you wish to withdraw your data at any time, please contact
murat.dikmen@uwaterloo.ca or catherine.burns@uwaterloo.ca. Note that it is
not possible to withdraw your data once the results of this study are published
in a publication (e.g. a journal article) or a PhD dissertation.

If you are interested in receiving more information regarding this study or a
summary of its results, or if you have any questions or concerns, please contact
us at the email addresses listed at the bottom of this page. The results of this
study will be available in February 2021.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #42758). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

Thank you for considering participation in this study.

Consent Form

By providing your consent, you are not waiving your legal rights or releasing
the investigator(s) or involved institution(s) from their legal and professional
responsibilities.

I have had the opportunity to contact researchers and ask any questions related
to this study, to receive satisfactory answers to my questions, and any additional
details I wanted. I am aware that I may withdraw from the study without
penalty at any time.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #42758). If you have questions
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for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

For all other questions contact Murat Dikmen at murat.dikmen@uwaterloo.ca.
You may also contact Professor Catherine Burns at 519-888-4567 Ext. 33903.,
catherine.burns@uwaterloo.ca

[ ] I am aware that the virtual meeting will be audio recorded to ensure accurate
transcription and analysis.

[ ] I give permission for the use of anonymous quotations in any thesis or
publication that comes from this research.

[ ] I agree of my own free will to participate in the study.

A.2.5 Procedure

Remote Study

The studies were conducted remotely in a Microsoft Teams meeting. The P2P lending
website was developed such that it could be accessed by participants using a link and a
password on their own computer. Throughout the study, the researcher was also able to log
in to the website using the participant’s unique number to see their investments. Both the
researcher and the participant were always present in the meeting, however participants
were allowed to turn off their camera, especially when they were working on a task (filling
out questionnaires or interacting with the P2P website). We did not use screen sharing
because of the privacy concerns as participants could inadvertently reveal personal data
on their computer. For the same reason, we did not turn on video recording as almost all
participants participated to the study from their home due to COVID-19.

Except from the interview at the end of the study, all questions were asked in a survey
format (pre-study questionnaire and post-study questionnaire). The link to these ques-
tionnaire were shared using the chat functionality of Microsoft Teams. The procedure was
the same for both studies presented in Chapters 3 and 4.

Procedure

After participants provided their verbal consent, the researcher started the audio recording
and asked for the consent again to ensure the consent is recorded. Next, the researcher
assigned a participant ID and shared this along with a link to the pre-study questionnaire in
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the chat. The participant could visit the questionnaire and complete the questions on their
own. They were also able to ask questions to the researcher if they required clarification.
This pre-study questionnaire included the following questions:

What is your age? (open-ended)

What is your gender?

• Male

• Female

• Prefer to self-identify (open-ended)

• Prefer not to answer

What is your major? (open-ended)

Have you taken any finance related courses at UW?

• Yes (please indicate which finance related course(s) you have taken)

• No

Next, the Loan Knowledge Quiz described earlier in A.1.1 and risk attidues question-
naires (DOSPERT and SIRI) were presented. Finally, a number of questions were asked
about participant’s experience with AI:

Please indicate your agreement with the following statements. (from Strongly
Disagree to Strongly Agree on a 7-point scale)

• I am confident using computers.

• I can make use of computer programming to solve a problem.

• I understand how Amazon recommends products for me to purchase.

• I understand how my email provider’s spam filter works.

• I understand how self-driving cars drive on their own.

• I understand how autopilot works on an airplane.

• I understand how YouTube recommends videos for me to watch.

• I understand how Facebook Newsfeed chooses which posts to show before
everything else.
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Have you had any experience with an AI program that makes loan approval /
rejection decisions?

• Yes

• No

[If Yes] Please describe your experience with the AI program that makes loan
approval / rejection decisions. (open-ended)

How much do you know how Artificial Intelligence algorithms work? (from
Nothing to A lot on a 5-point scale)

How much programming knowledge do you have? (from Nothing to A lot on
a 5-point scale)

How much knowledge of computer algorithms do you have? (from Nothing to
A lot on a 5-point scale)

After completing the pre-study questionnaire, the link to the P2P lending website was
shared in the chat. Participants were asked to input their participant ID on the landing
page. Upon entering their ID, the app created a new session by randomizing the order of
loan requests. The main functionality of website is described in Chapter 3. Additionally,
the website had the following properties:

• After participants entered their participant ID, they were shown a “Home” screen
(Figures A.3, A.4, and A.5.

• Participants could browse the available loans and click on any one of them to see the
borrower’s financial profile. The order of the loans was randomized, but participants
were not given any instructions regarding which ones to look at. They were free to
check all or some the loan requests in any order they wanted.

• Participants could, at any time, navigate to different sections of the app: Home,
Loans, and Portfolio (Figure A.6).

• When participants made an investment in a loan, the website user interface was
updated to show the current balance and the invested amount. Additionally, the
portfolio visualizations were also automatically updated.

• Actions such as investments were stored in a database. This allowed the researcher
to log in to the app using the participant ID to see the current status of investments.
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• When participants made an investment in a loan, they could “reset” the investment
by clicking on a button on the user interface which set the invested amount to 0 for
that loan. They could then reinvest if they preferred.

Participants completed a training session with five loans. When they were done with
their investments (defined as “The participant is happy with their portfolio, they invested
in the loans they wanted to invest in, and they don’t want to make further changes”), they
clicked on a “Submit” button to finish the session. Upon completing the training session,
the app automatically pulled the set of loans to use in the main task, reset balances and
investments, adjusted allocated funds, and redirected the user to the home page. At this
point, they told the researcher that they have finished the training session. No feedback
was given about their performance during the training task, however the researcher clarified
any questions they had, and then they proceeded with the main task. This time, when
they “Submit” their investments, the website showed a link. Upon clicking on the link,
participants were taken to the Qualtrics platform for the post-study questionnaire, which
included the following questions:

From 1 (Too little) to 5 (Too much), overall, when evaluating loans, the infor-
mation presented on the website was:

From 1 (None at all) to 5 (A great deal), how much did the Machine Learning
Assistant help you when making investments? From 1 (None at all) to 5 (A
great deal), how much did the explanations and contribution of each factor pro-
vided by the Machine Learning Assistant help you when making investments?

From 1 (Never) to 5 (Always), how frequently did the consult the Machine
Learning Assistant when evaluating the risk of a loan?

Please rate the following statement: I can predict how the Machine Learning
Assistant will behave when making loan decisions. (from Strongly Disagree
to Strongly Agree on a 7-point scale)

Explanation quality questions, described in Section 3.2.3

A checklist for Trust between People and Automation [92]

In predicting the default risk, from 0% to 100%, how accurate do you think the
Machine Learning Assistant was in this study? (a slider was used)

Overall, how satisfied are you with the tools that we provided to help you make
better investments? (from Extremely Dissatisfied to Extremely Satisfied
on a 5-point scale)
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From 1 (None at all) to 5 (A great deal), how helpful were the tooltips?

When making your final decision about whether to invest in a loan, how much
did you rely on the Machine Learning Assistant’s predictions? (from 1-None at
all to 5-A great deal)

How important is Income in assessing the creditworthiness of a borrower? (from
1-Not at all important) to 5-Extremely important)

How important is Credit Card Account Balance in assessing the creditworthi-
ness of a borrower? (from 1-Not at all important) to 5-Extremely important)

How important is Total Utilization Rate in assessing the creditworthiness of a
borrower? (from 1-Not at all important) to 5-Extremely important)

How important is Debt-to-Income Ratio in assessing the creditworthiness of a
borrower? (from 1-Not at all important) to 5-Extremely important)

How important is Number of Inquiries in assessing the creditworthiness of a
borrower? (from 1-Not at all important) to 5-Extremely important)

How important is Late Payments in assessing the creditworthiness of a bor-
rower? (from 1-Not at all important) to 5-Extremely important)

How important is Months Since Oldest Credit Card Opened in assessing the
creditworthiness of a borrower? (from 1-Not at all important) to 5-Extremely
important)

How important is Employment Length in assessing the creditworthiness of a
borrower? (from 1-Not at all important) to 5-Extremely important)

From 1 (Extremely easy) to 7 (Extremely difficult), how difficult was the study?
(from 1-Not at all important) to 5-Extremely important)

From 1 (Extremely unclear) to 7 (Extremely clear), how clear were the instruc-
tions? (from 1-Not at all important) to 5-Extremely important)

After the participant filled out the questionnaire, the researcher conducted a semi-
structured interview, and the following questions were used as a guide:

• How confident are you with your decisions?

• What was the most challenging aspect of the task?

• How did you make your decisions? Which factors did you take into ac-
count?

149



• How did you use machine learning predictions, if at all?

• What did you like about AI? What did you dislike about AI

• What are your thoughts on the AI Assistant? Do you have any suggestions
to improve it?

• Were there cases where your own evaluation and the machine learning
prediction didn’t match? How did you resolve those cases?

• Did you use the key indicators chart? How?

• Did you follow the industry guidelines?

• Were there cases where the Machine Learning model and Lending Industry
Guidelines didn’t match? What did you do?

• Did you use Portfolio page? How? What do you think about the portfolio
page?

• If this was a real website with real money involved, would you use the same
strategy? What would you need to know to invest more comfortably?

In addition to the question-answer setup, during the interviews, we went over some
of the loan decisions participants made, and asked questions about how they made their
assessment for each case. We specifically focused on cases where participants lost money
(the borrower defaulted), and cases where the AI made incorrect risk predictions. To
achieve this, both the researcher and the participant logged in to the website using the
participant ID, and the researcher asked the participant to click on loans that were of
interest. The participant was asked to articulate on why they made an investment (or
not), and how they made their assessments. This was repeated for at least five loans
(loans where the AI failed to predict the default risk correctly), and for loans where the
researcher observed an unusual activity (for example, not investing in the safest loan, or
investing fully in the most risky loan). During the session, we also gave feedback about
the performance of the participant and showed where they made a profit or a loss. After
the interview session, the participant was paid via online money transfer, and a link to the
following feedback letter was shared in the chat:

Thank You!

I would like to thank you for your participation in this study. As a reminder,
the purpose of this study was to understand how people interact with artificial
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intelligence and perceive explanations of AI predictions in a peer-to-peer lend-
ing environment. This study will help inform the future research on making
artificial intelligence more understandable and trustworthy.

The study is designed such that half of the participants saw only the AI As-
sistant tool and the other half saw both the AI Assistant tool and the Key
Indicators graph. We hypothesized that participants who had access to both
visualizations will make better investment decisions (resulting in higher profit)
and will perceive the AI Assistant differently than participants who had access
to only the AI Assistant.

Data Confidentiality and Security

As a reminder, when information is transmitted over the internet, confiden-
tiality cannot be guaranteed. University of Waterloo practices are to turn off
functions that collect machine identifiers such as IP addresses. The host of the
system collecting the data such as Qualtrics or Mongo Inc. may collect this
information (such as your IP address) without our knowledge and make this
accessible to us. We will not use or save this information without your consent.
Furthermore, the list that links participant names with participant IDs will be
kept separately from the study data to ensure the study data does not have
any personal identifiers.

The data, with no personal identifiers, collected from this study will be main-
tained on cloud platforms. During the data collection and analysis phases,
survey data will be stored on the Qualtrics platform, log data (from the app)
will be stored on a secure server in the US (provided by the database service,
Mongo Inc.), and audio recordings will be stored in OneDrive. After the com-
pletion of the study, all of the data will be moved to OneDrive storage provided
by UW and maintained for at least 10 years.

As we mentioned in the information letter, we may use anonymous quotes from
the interviews in future publications.

Data from this study may be deposited in an online public repository/database.
Data will be de-identified prior to submission to the repository/database, and
in the case of audio recordings, only transcripts will be submitted. This process
is integral to the research process as it allows other researchers to verify results
and avoid duplicating research.

If you wish to withdraw your data at any time, please contact
murat.dikmen@uwaterloo.ca or catherine.burns@uwaterloo.ca. Note that it is
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not possible to withdraw your data once the results of this study are published
in a publication (e.g. a journal article) or a PhD dissertation.

If you are interested in receiving more information regarding this study or a
summary of its results, or if you have any questions or concerns, please contact
us at the email addresses listed at the bottom of this page. The results of this
study will be available in February 2021.

This study has been reviewed and received ethics clearance through a University
of Waterloo Research Ethics Committee (ORE #42758). If you have questions
for the Committee contact the Office of Research Ethics, at 1-519-888-4567 ext.
36005 or ore-ceo@uwaterloo.ca.

A.2.6 Data Analysis

In this section, we present additional data analysis that was not reported in Chapters 3
and 4.

There were a number of subjective measures we collected. These include perceived
helpfulness of AI assistant (“How much did the AI assistant help you in making your as-
sessments?”), perceived helpfulness of explanations (“How much did explanations help you
in making your assessments?”), frequency of using AI assistant (“How frequently did you
consult the AI assistant”), AI predictability (“How well can you predict how AI assistant
will assess future borrowers?”), and the usefulness of tooltips. These questions were asked
on 5-point scales. ANOVAs and Kruskal-Wallis tests showed no significant differences
between conditions, all p’s > .05.

We also asked about the importance of several financial factors (e.g., “How importance
is income in determining the risk of a borrower”) after the experimental sessions. There
were no differences in income, debt-to-income ratio, account age, and employment length.
There was a difference in card balance, H(2) = 7.21, p = .03, but post hoc tests were
not significant. The importance of credit utilization was also different, H(2) = 6.77, p =
.03. Participants in the embedded condition (M = 3.9, SD = 1.02) reported higher ratings
than participants in the baseline condition (M = 3.1, SD = 1.02), p = .05. There was
a marginally significant difference in the importance of inquiries, H(2) = 5.63, p = .06,
however post hoc tests were not significant. Similarly, there was an overall difference in the
importance of late payments, H(2) = 7.01, p = .03, but post hoc tests were not significant.
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Interviews

In this section, we want to share additional insights gained from the interviews conducted
after each study session.

Regarding the Key Indicators panel, (Figure 3.3) participants generally expressed that
it was useful, however, some participants said that they did not consider it much. It looks
like the visual form was handy for some, as one participant explained: “‘I was just using
the colors to help me. It was really easy to understand and read all of these things. It
was just quickly open up the loan, read the financial details really quickly, and then it takes
maybe 2 seconds and you’ll understand where everything is at. [P10]”.

The presence of domain knowledge had some effects on the assessment process. Most
participants said that they used it in conjunction with the AI: :“‘I used both sides, but
mainly the stuff on the right [key indicators panel] to determine if I wanted to give a loan
and then on the left [AI assistant] based on the default risk and the factors, I decided
how much I would want to give them access.[P10]”. In this case, it appears that the
domain knowledge was used to understand the risk (i.e., whether or not the borrower will
default), and the AI was used to calibrate the action (i.e., how much to invest). Overall,
the presence of domain knowledge helped them make better assessments: “I used it [key
indicators panel] because the data was presented for someone like me who doesn’t have a
lot of financial knowledge. Sometimes it’s hard to interpret what do these values. So by
looking at the right [key indicators panel] it just gave me an idea.” [P31]. The mismatch
between AI and domain knowledge was also explicitly mentioned by some participants: “I
found that interesting disconnect between what a financial expert would say, and what the
model says.” [P47]

Regardless of the presence of domain knowledge, some participants were still confused
about how to interpret the financial factors, which is captured well by one participant:
“‘Like I know someone made 400K and I was like oh yeah, they can make enough money
to pay me back, but also they have so many credit cards right? And I don’t know. I don’t
know how to interpret income. [P50]”.

We also observed a range of strategies used when evaluating the explanations. Some
participants expressed strategies such as comparing the number of positive and negative
factors, the magnitude of positive and negative factors, and so on. For example, one
participant said: “I simply looked at the visualization and from that I sort of decided if
there was more green [factors that decreased the risk] than red [factors that increased the
risk], but at the same time I also looked at what each green bar represented and how much.
I think that matters to me.”. Another participant was concerned with magnitudes: “I
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looked at the ones that appeared to be larger bars. The ones that were lower down on each
chart were not significant so I kind of just skimmed over there.” [P7]. In general, looking
at the number of factors and their magnitudes was a good starting strategy. However,
without understanding what they mean in the context of the borrower, these approaches
could easily lead to premature, and often incorrect assessments, especially if the AI was
incorrect and the explanations were misleading.

The explanations could also create confusion. Some participants were confused and
were not able to make sense of the explanations, as illustrated by this comment: “I was
getting frustrated because I like this information [referring to explanations], but I just didn’t
know what would give me the best outcome still. (P23)”.

A.3 Impact of COVID-19

COVID-19 had some impact on this work. Initially, we designed the studies in Chapters
3 and 4 as in-person studies, however the pandemic started while we were developing the
study materials. We had to switch to remote studies, and that brought some additional
challenges. For example, we had to switch to a web-based platform, including automated
data collection (as opposed to screen recording in a lab environment). This approach
resulted in significant delays and limited visibility into how participants behaved during
the experiments.

The global economic impact of COVID-19 also might have affected how participants
behaved during the experiments, as financial decision-making was at the core of the stud-
ies. Credit industry was particularly sensitive to the economic impact of the pandemic.
As the uncertainty about the future was extremely high during the first few months of
the pandemic, we have seen that financial institutions took extra care when it comes to
allocating funds to credits, and adjusting the lending policies. We have also seen some of
the largest P2P companies switching from consumer lending to business lending because
of the economic risks. While we did not observe the impact of these developments during
the interviews, it is possible that participants’ risk perceptions might have been implicitly
affected by the ongoing pandemic and economic uncertainty.

A.4 Reflections

As the main author of this dissertation, I’d like to take this opportunity to reflect on the
past four years, and share some of the learnings that might help future students.
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Figure A.3: Home page.
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Figure A.4: Home page (cont’d).
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Figure A.5: Home page (cont’d).

One of the challenges I encountered initially was the lack of research, tools, approaches
and ideas in this field. XAI is a fairly young field. This means that while the opportunities
were abundant, finding the right problem to focus could be difficult as there were a lot
of unknowns. On top of that, the lack of established research resulted in many decisions
being made with limited information. On the bright side, this meant that a lot experi-
mentation could be done, however as a PhD student, making progress was as important as
experimenting. I believe a promising approach to deal with this problem is iterating early
and often.

I also learned to appreciate the value of engaging in diverse research fields throughout
my PhD journey. I was lucky to get involved in a range of research projects including self-
driving cars, navy automation, task interruptions, augmented/virtual reality, unmanned
aerial vehicles, and AI. Having the opportunity to observe automation problems and op-
portunities in diverse fields helped me significantly in developing my research approach,
consolidating my ideas and gaining an interdisciplinary perspective as there are many
commonalities in the problems faced in seemingly unrelated fields.
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Figure A.6: Portfolio page.
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