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Abstract

In this thesis, various topics pertaining to weak gravitational lensing and its application to
cosmology and galaxy evolution are explored.

The first chapter is the introduction which contains all of the background information needed
to understand the rest of the thesis. Topics covered include cosmology, structure formation, the
formation and evolution of galaxies, weak gravitational lensing, galaxy shape measurement, and
simulations for the measurement and correction of biases in weak lensing surveys.

In the second chapter of this thesis, we present an analysis of weak lensing signals around
galaxy groups and clusters using the data from the Canada-France Imaging Survey (CFIS), part of
the Ultraviolet Near-Infrared Optical Northern Survey (UNIONS). Lenses are selected from the
Tinker group catalogue and the redMaPPer cluster catalogue, and binned by estimated halo mass
and richness. The weak lensing shape distortions around groups and clusters are then fit with
simple models out to the virial radius. For redMaPPer clusters, we evaluate the mass-richness
relation and find good agreement with previous results using other weak lensing data sets. We
make the first weak lensing measurement of the masses of galaxy groups selected from the Tinker
(2020a) catalogue, finding better agreement if the cosmological parameters have a lower value of
Sg = (Qn/0.3)%303g = 0.74 + 0.03. Additionally, we bin the groups by the colour of the central
galaxy and confirm evidence for a bimodality in halo masses between groups with red and blue
centrals for stellar masses > 10" M.

In the third chapter, we present a weak lensing analysis of satellite galaxies in galaxy group
environments. We find a mean satellite mass from satellites selected from the Tinker (2020a)

catalogue of log ¢ hfvfj‘a/;@ =12.5+0.2. Satellite galaxies in these environments are also predicted

to be tidally stripped. We place a 1o lower limit on the truncation radius of 19 A~ kpc. We
then attempt to measure the truncation radius as a function of their projected separation from the
group centre, but find that binning the satellites reduces the strength of the signal too significantly
to measure such an effect.

In the final chapter of the thesis, we explore the topic of bias calibration in weak lensing
surveys. A set of simulations designed to mock CFIS/UNIONS weak lensing observations is
described. These simulations have a known shear applied to them, which can then attempt to
be recovered via the weak lensing pipeline utilized by the survey. Initial measurements of the
multiplicative and additive biases, which can be used to calibrate the shape measurements, are
made.
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Chapter 1

Introduction

1.1 Background Cosmology

The currently leading cosmological model is the ACDM model, which features three key com-
ponents. The first, and least abundant component, is baryonic (or “ordinary’) matter, that makes
up the stars, galaxies, and planets that we observe.

The second component is cold dark matter (CDM). One of the earliest mentions of dark
matter was made in the first half of the twentieth century (Zwicky, 1933). Zwicky suggested
that there may be matter present that doesn’t appear in observations to explain the discrepancy
between the motions of satellite galaxies in galaxy clusters, and their mass as inferred by the
brightness and number of galaxies in the cluster. Over time, other lines of evidence also pointed
to the presence of some form of invisible matter. The masses of spiral galaxies as estimated
by the motion of their stars implies a much larger mass than what is contained in the gas and
stars (Roberts & Rots 1973, Rubin et al. 1978). Gravitational lensing has been used to analyze
interacting clusters and has shown that the distribution of the baryonic matter does not match
the total matter distribution (Clowe et al., 2004). Finally, measurements of the power spectrum
of the cosmic microwave background (CMB) show acoustic peaks which imply the presence
of a significant matter component that was decoupled from the radiation field in the very early
universe (de Bernardis et al. 2000, Hanany et al. 2000).

The third, and most abundant component, is dark energy. Einstein favoured the idea that the
universe is static - neither expanding nor contracting. To keep the universe static, he proposed
a “cosmological constant” (A) that would counteract gravity. He soon discarded this concept
after being presented with evidence that the universe is expanding by Hubble (1929). By the



1990’s, however, observations were showing evidence that a cosmological model without some
form of cosmological constant was insufficient to explain structure on the largest scales. New
models, including both dark matter and a cosmological constant, began to be proposed (Efstathiou
et al., 1990; Ostriker & Steinhardt, 1995). This model of the universe was then solidified when
observations of distant Type Ia supernovae to construct a distance-redshift relation showed an
acceleration in the expansion of the universe (Riess et al. 1998, Perlmutter et al. 1999).

These three components, combined with Einstein’s theory of relativity, provide a framework
that has been very successful at explaining observations from a wide range of physical and mass
scales from the very early universe up to today. This cosmology can be expressed mathemati-
cally beginning with the Robertson-Walker metric, which describes an isotropic, homogeneous
universe.

d 2
ds? = ¢2d? — dI? = ¢2di® - d2(1) 1—r1<2 + 2(d6? + sin*6d¢?) (1.1)
- Kr
Here, ds is the space-time interval, a(¢) is the scale factor, which is defined as 1 for the present
day, K is the sign of the spatial curvature, and r, 6, and ¢ are the comoving coordinates. With
K =0, the universe is spatially flat. For non-zero values, the universe is either closed (K < 0), or

open (K > 0). Observations have shown that the universe is, within the margin of error, consistent
with being flat (de Bernardis et al. 2000, Planck Collaboration et al. 2020).

The scale of the universe is described by the Friedmann equation

2 2

H = (“) SRLEP (12)
a 3 a

where H is the Hubble parameter, G is the gravitational constant, py 1s the total energy density
of the universe, and c is the speed of light in a vacuum. The Hubble parameter is generally given
in units of km/s/Mpc, and describes the rate at which galaxies are receding from us as a function
of their distance. By setting K to 0 and solving for pyy, we arrive at the critical density

3H?

3G (1.3)

Ptot,er =
This defines the density required for the universe to be spatially flat. We can then define the
density parameter,
p _8nGp
Prot,cr 3H?

Q

(1.4)



It is also possible to rewrite the Friedmann equation (Equation 1.2) in terms of the components
of the density parameter.

(1.5)

Q Q Q
H*(a) = H} [QA,O om0 A0 K’O]

ad a* a?

Here, Q, is the fraction of the total energy contributed by dark energy, €2,, by matter, and €2, by
radiation. The O subscript denotes that these are values measured in the universe at the present
time. Qg o = 1 — Qo is the spatial curvature density.

The Friedmann equation evolves as

i i} 4nG 3
H+H>=—-=-——— ,Dtot‘*'—ptot ) (1.6)
a 3 c?
where py is the total fluid pressure. This is broken down into three components: non-relativistic
matter, radiation, and the cosmological constant that is responsible for dark energy. The relation
between pressure and density is defined by the equation of state parameter, w.

pPi = M/’IDI'C2 (17)

Each of the three fluids has a different value for w. For non-relativistic matter, w = 0. For
radiation, w = 1/3. For the cosmological constant, w = —1, and it thus exerts a negative pressure.
The scale factor, a, for spatially-flat single-component universe with w > —1 can be expressed as

a(t) = apt™o | (1.8)

We can therefore examine how the universe scales at different epochs. During the early universe,
when it was radiation dominated, w = 1/3 and a(z) o« r'/2. As the universe expanded, it became
matter dominated, where w = 0 and a(r) o /3. In the present day, the universe is in the era of
dark energy domination, so w = —1 and the universe expands exponentially. This result can be
obtained by solving the Freidmann equations for a single-component flat Universe with Qx = 1.

1.2 Galaxy Formation and Evolution

Here, I will provide a brief overview of the topics of galaxy formation and evolution. First, I will
cover the growth of structure, the collapse into haloes, and the formation of galaxies. I will then
give an overview of the various effects that contribute to the evolution of galaxies and how the
environment they reside in drives that evolution.
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1.2.1 Galaxy Formation

The formation of structure in the universe begins in its earliest phases. According to inflationary
theory (Guth, 1981), the very early universe undergoes a stage of exponential expansion. This
inflation creates quantum fluctuations in the density field which are then magnified by the expo-
nential expansion. After this inflationary period ends, the universe continues to expand, though at
a much slower rate. The overdense regions continue to attract matter gravitationally and become
the haloes that we observe today. The underdense regions continue to become more rarefied as
matter is attracted to the overdense regions. Thus, the quantum fluctuations in the early universe
are the seeds for the future growth of structure in the universe. The inflationary period therefore
stretches out the initial inhomogeneities to large scales.

While the concept of inflation was not proposed until the late 1970s, the idea that structure can
form from gravitational instabilities was being developed much earlier. Gamow & Teller (1939),
for example, considers the growth of gravitational instabilities in an expanding universe. The
density perturbations can be described by the density contrast, 6p/p, which compares the size
of the density fluctuation to the mean density of the universe. In the early stages of the universe,
the density contrast is small (6p/p < 1), and the fluctuations expand in physical size due to the
expansion of the universe. During this phase, the perturbations are said to be in the linear regime.
As the fluctuations continue to grow with time, eventually a turning where 6p/p = 1 is reached.
At this point, the overdensities become nonlinear and are sufficiently large that they separate
from the expansion of the universe and begin collapsing. The growth of the perturbations in an
expanding universe can be expressed as a power law of time (Lifshitz, 1946):

dp/p oct?. (1.9)

Gunn & Gott (1972a) took the theory of nonlinear growth and considered a spherically sym-
metric perturbation from the early stages of its growth, through its turn-around and eventual
collapse into a virialized structure. Press & Schechter (1974) expanded on this work by consid-
ering an initially Gaussian density field, which resulted in the Press-Schecter mass function.

2 p b 62\ |dIno
M, 1)dM = | = =exp |- dm 1.10
n(M. 1) \/;Mz o P ( 202) |d InM (1.10)

where §. is the required density contrast to collapse into a halo, and o2 is the variance of the
density field. The mass function, which describes the number of collapsed haloes we expect
to see as a function of their mass, arises from inflation and the growth of structures over time.
By counting and measuring the masses of haloes, we can observationally reconstruct this mass
function. We can then compare this reconstruction to predictions from various cosmologies,
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and therefore estimate cosmological parameters like o (e.g. Costanzi et al. 2021). This topic is
discussed further in Chapter 2.

For ACDM cosmologies, the Press-Schechter mass function predicts a much larger number of
small haloes than large ones. This leads to the so called “bottom-up” theory of galaxy formation,
whereby the largest structures in the universe are formed via the coalescence and merging of
smaller objects. This picture of structure formation is supported by observations of the number
counts of galaxy clusters (e.g. Bahcall & Cen 1993), measurements of the galaxy power spectrum
(e.g. Reid et al. 2010), and the cosmic microwave background (e.g. Planck Collaboration et al.
2020).

Up to this point, the discussion has focussed on the growth of structures and dark matter
haloes. While this is important for understanding the seeding of the universe with overdensities
that contain star forming material, there are additional physics at play that determine how a cloud
of gaseous material collapses to form a galaxy.

For a cloud of gaseous material to remain in hydrostatic equilibrium, the gravitational force
must be equivalent to the outward pressure

VP(r)=—p(r)Vo(r) (1.11)

where VP(r) is the pressure gradient, p(r) is the density profile, and V®(r) is the gravitational
potential gradient. The gravitational potential here must satisfy the “Poisson equation”

V20 = 471G (pgm + p) (1.12)

where G is the gravitational constant, pq, is the dark matter density, and p is the baryonic matter
density. For a simple model where the proto-galaxy is spherically symmetric and the gas is an

ideal gas, the pressure gradient can be expressed as
dP d(kgTp/um
ar _ (ksTp/u p) (1.13)
dr dr

where kg is the Boltzmann constant, 7T is the temperature, u is the mean molecular weight of the

gas, and my, is the mass of a proton. The potential gradient for this model can be expressed as
dd  GM(r)
dr 2

(1.14)

where M (r) is the total mass of both the dark and baryonic components.

In order for a cloud of gaseous, baryonic material to undergo gravitational collapse and form
a galaxy, the gravitational force must exceed the internal pressure of the gas. In terms of time
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scales, the cooling time, which represents how quickly gas dissipates energy, must be shorter than
the free-fall time, which represents how quickly a cloud can collapse under gravity. Under this
condition, cooling becomes a runaway process and the cloud collapses in on itself.

The energy of the gas as it compresses can be carried away by bremsstrahlung, whereby
electrons are accelerated by nearby nuclei. The cooling rate due to bremsstrahlung, or free-free
emission, can be characterized as

2
Cr = / eg(v)dv = 1.4x1()_23T81/2( e 3) ergs 'lem™ (1.15)
cm™

where eg is the free-free emissivity, Ty = T/(108K), and n, is the number of electrons.

Bremmstrahlung is most effective at high mass scales, like galaxy clusters, where temperatures
are hot. At lower temperatures, other cooling processes become more important. These other
processes involve interactions between atoms and electrons. If an electron collides with an atom,
ionizing it in the process, the gas loses energy equal to the ionization threshold. This is known
as collisional ionization. If the collision excites a bound electron, but doesn’t ionize the atom,
a photon is released when the electron returns to the ground state. If an ion and an electron
recombine, a photon is emitted which carries energy out of the cloud, causing it to cool and
contract and lowering the internal pressure.

Because the actual cooling rate is the combination of several temperature-dependent processes,
the overall rate for an optically thin gas is generally expressed as a cooling function such as

C

AT) = —
iy

(1.16)

where ny is the number density of hydrogen atoms. For higher temperatures (T > 10°°),
bremsstrahlung is the dominant process for cooling, and the resulting cooling function looks
similar to Equation 1.15. At lower temperatures, these other processes dominate and the cooling
function is more complex.

Another consideration is the role of shocks in galaxy formation. Shocks can occur when two
clouds of baryonic material collide with one another, when a cloud accretes additional material
onto itself, and when a star ejects its material into the surrounding cloud at the end of its life.
These high density shock fronts compress the gas, which can cause it to collapse and form stars.

So far, all of these process have led to gas cooling. However, observations show that not all
gas cools to form stars. Therefore, there must be processes that either prevent cooling or actively
heat the gas to prevent it from collapsing and forming stars. One such process is called feedback.
When massive stars reach the end of their lifecycle, they become supernovae - exploding stars
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that release energy and material back into their surroundings. These explosions serve to heat the
environment and create a galactic wind that can blow the surrounding gas out of the galaxy, thus
slowing the cooling the process.

Another source of feedback is active galactic nuclei — supermassive black holes that lie in the
central regions of massive galaxies. These black holes are surrounded by a disk of material. As
this gas is accreted onto the black hole, it emits an immense amount of radiation which heats the
surrounding environment.

While the descriptions of the various effects that lead to the formation of galaxy formation
have relied on simplistic models, in reality the interactions between the numerous processes is
incredibly complex. The integration of these physical processes in modern studies of galaxy
formation tends to be done via numerical simulations. For a thorough review of the topic, see
Vogelsberger et al. (2019).

1.2.2 Galaxy Evolution

The topic of galaxy classification begins with Hubble (1926). Hubble devised what is known
as the “Hubble tuning fork”, where galaxies tend to be classified as either spirals or ellipticals
depending on the presence of spiral arms, or irregulars if they lack a well defined structure.
While the structural differences are used to classify these galaxies, morphology is one of many
properties that separates spirals from ellipticals.

Elliptical galaxies tend to be larger, more massive, poorer in gas content, redder, and as
the name suggests, more elliptical, than spiral galaxies. Since higher mass, hotter, bluer stars
have shorter lifespans than their lower mass counterparts, the colour of a galaxy is an important
indicator of star formation. Blue galaxies have had more recent epochs of star formation given
the presence of the high mass stars that give them their colour. In this sense, blue galaxies are
often referred to as star forming, while red galaxies are referred to as quenched.

Another key difference is the observation that the redder, quenched, elliptical galaxies tend
to live in more dense environments. These elliptical galaxies are more often found in galaxy
clusters, whereas star forming spirals are more likely to be found in the field, with fewer nearby
neighbours (Oemler 1974, Dressler 1980).

Here, I will outline a few of the key physical processes that affect galaxies in dense cluster
and group environments. These processes are responsible for the evolution of field galaxies as
they are accreted into their new surroundings.



Dynamical Friction

Dynamical friction occurs when a satellite galaxy is moving through the halo of its host. Because
the host halo consists of particles that interact gravitationally with the satellite galaxy (such as
dark matter and the intracluster medium), the satellite forms a density enhancement of particles
behind it, much like a wake. This density enhancement of particles behind the satellite creates a
drag, slowing the satellite and causing its orbit to decay.

The theory of dynamical friction was first described by Chandrasekhar (1943). While Chan-
drasekhar was describing the deceleration of stars moving through fields of other stars (as in
galaxies and star clusters), the physics applies to massive objects in general that are moving
through extended fields of other particles, such as satellites through a cluster. By assuming that
all involved masses are points masses, and that the distribution of field particles is isotropic,
homogeneous, and infinite, Chandrasekhar arrives at the following formula for the dynamical
friction force:

dt

where Mg is the mass of the satellite, vg is the velocity of the satellite, G is the gravitational
constant, p(<vg) is the density of particles with a velocity lower than that of the satellite, and InA
is the Coulomb logarithm.

. v GMs\? v
Fyp = M= = _4z (TS) ln/lp(<vs):—z (1.17)

The dynamical friction force therefore does not depend on the mass of the particles the satellite
is travelling through, but depends only on the square of the satellite’s mass. This means that the
orbits of more massive satellites decay on shorter timescales than those of lower mass satellites,
leading to “mass segregation”, whereby more massive satellites are on average found closer to
the cluster centre than their less massive counterparts.

The orbital decay time can be expressed as:

Jcirrcir 60'4
[G Mgy /e] In(Mhalo/ Miar) ’

Tpp = 1.2 (1.18)

where r¢j; and J; are the radius and initial orbital angular momentum of the circular orbit with

the same energy as the actual orbit, and € is the circularity of the orbit (Colpi et al., 1999). This
timescale therefore depends on the ratio of the host halo and the satellite halo.

Tidal Stripping

Tidal stripping, in the context of galaxy evolution, is the removal of matter from the halo of
satellite galaxies. The material is stripped away by the tidal forces exerted upon the satellite by
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the more massive host halo. While this effect primarily strips dark matter from the halo of the
satellite, satellites on orbits that pass near the centre of the host potential can experience strong
tidal forces that can strip star forming gas and dust.

Tidal stripping was first discussed in the context of globular clusters by von Hoerner (1957a).
While von Hoerner was discussing the stripping of stars, the same basic physics apply to the case
of satellite galaxies. Some important quantities can be quickly derived by assuming the masses
involved are point masses and the satellite is on a circular orbit. If the satellite galaxy has mass
m and radius r, and is located a distance R from its host mass M, then the satellite experiences
an acceleration due to the host that can be expressed as:

GM

R (1.19)

g =
Given that the satellite is not a point mass, the acceleration at the point of the satellite that is

closest to the host center is:
GM

(R-r)?"
By combining the two, we arrive at the equation for the tidal acceleration at the edge of the
satellite:

8= (1.20)

GM GM
R2  (R-r)2
If we assume that the separation between the satellite and the center of the host is much larger
than the radius of the satellite (R > r), the equation approximates to:

iidal (1) = (L.21)

2GMr

Siidal (1) ~ 8 (1.22)
If the following condition is met, then matter from the satellite will be stripped,
2GMr  Gm
QR > 2 (1.23)
and solving for r results in the tidal stripping radius:
1
m\3
Iiidal = R (m)3 : (1.24)

A more complex analytic derivation that assumes neither point mass potentials, nor circular
orbits was carried out in Read et al. (2006a). In practice, tidal stripping is a physically complex
problem and numerical simulations are utilized to predict the amount of matter that is stripped
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as a function of various orbital parameters. van den Bosch et al. (2018) find that the fraction of
stripped material can be written as

furip = exp[—1.65(AE /| Ep|)™0*] (1.25)

where AFE is the total energy injected into the subhalo during a radial orbit and |Ey| is the total
binding energy of the initial subhalo. They find that for values of AE/|Ey| = 1, the subhalo is
stripped of ~ 20 per cent of its mass, while for values of AE/|Ey| = 100, the subhalo loses ~ 80
per cent of its mass.

Drakos et al. (2017) carried out a set of simulations with varying satellite mass, host mass,
orbit circularity, and pericentric distance, amongst other variables. They find that satellites in
massive clusters (Mg /Mg = 300) with more circular orbits and larger pericentric distances
(rp/rs = 50, where r; is the scale radius) have ~15% of their mass stripped after 1 orbit. For
a satellite in the same host halo with a smaller pericentric distance (r,/r; = 10), ~70% of the
mass was stripped after a single orbit. Satellites that pass nearer to the centre of the potential
well of their hosts are therefore expected to be more tidally stripped. For satellites in lower
mass environments (Mhpos/ Msa = 10) with pericentric distances of 7, /r, = 10, less stripping is
predicted than for satellites in high mass clusters. These satellites showed ~30% of their mass
being stripped after their first orbit.

The topic of tidal stripping is discussed further in Chapter 3.

Ram Pressure Stripping

Ram pressure stripping is an effect that occurs as a galaxy joins a group or cluster environment.
As the galaxy falls into the gravitational potential of the host system, it experiences the intracluster
medium it passes through as a wind. If the wind is strong enough, it can overpower the infalling
galaxy’s gravitational potential and push the gas and dust out of it. This loss of gas and dust
thereby removes some of the galaxy’s star forming potential, thus causing a quenching.

This effect was first theorized by Gunn & Gott (1972b). They derive the following approxi-

mation for this ram pressure:
P, ~ pov?, (1.26)

where P, is the pressure experienced by the infalling galaxy, p, is the density of the intracluster
medium, and v is the velocity of the infalling satellite. Therefore, the condition for which ram
pressure stripping occurs is

P, >2rGEZ, (1.27)
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where G is the gravitational constant, X is the surface density of stars in the infalling galaxy, and
%, is the density of gas in the infalling galaxy.

This effect is directly observed in so called “Jellyfish galaxies” - galaxies with long tails of
gas, dust, and knots of star formation trailing behind as it plunges into the host cluster. Some
recent examples of such galaxies are Roberts et al. (2021a), Durret et al. (2021a), and Hodgson
etal. (2021). Roberts et al. (2021a) and Durret et al. (2021a) are particularly interesting for galaxy
evolution, as they analyze samples of 95 and 97 jellyfish galaxies and jellyfish galaxy candidates
respectively. Smith et al. (2010) find that jellyfish galaxies are systematically oriented away from
the direction of motion of the galaxy, indicating that this ram pressure stripping is particularly
effective during first infall. Additionally, the jellyfish galaxies are preferentially located near
to the cluster centre, where the ICM is most dense, and at high velocities, in agreement with
theoretical expectations from ram pressure stripping. Durret et al. (2021a) find that 80% of their
jellyfish galaxy sample consists of star forming galaxies.

Harassment

Galaxies situated in group and cluster environments interact with one another due to their close
proximity. These interactions generally come in two forms:

* “Mergers”, where the galaxies “collide” and result in a single larger galaxy.

» “Fly-bys”, where two galaxies pass near each other at high speed, but do not merge.

In the case of mergers, one galaxy “cannibalizes” its neighbor, having the effect of disturbing
the morphologies of the galaxies. Given that these mergers would be more likely to occur in
high density regions, like rich galaxy clusters, this seemed like a natural explanation for why
clusters tend to have an abundance of elliptical galaxies, while spirals are more likely to be found
in the field. These direct mergers, however, are extremely rare compared to fly-bys (Moore et al.,
1996a).

In the case of galactic fly-bys, these galaxies gravitationally perturb each other, thereby
damaging the disk. This effect was first described by Richstone (1976), but when repeated is
referred to as “harassment”. The term “harassment” was first coined in Moore et al. (1996a), who
explored this effect through simulations. In harassment, cluster galaxies pass within 50 kpc of one
another at several thousand km s™. Through simulations of these clusters, Moore et al. (1996a)
find that Milky Way-like galaxies in Coma-like clusters experience a fly-by once per Gyr. These
repeated interactions have the effect of impulsively heating the disks of these cluster galaxies,
increasing the energy of stars and dust within them and causing them to become less bound, and
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therefore easier to tidally strip. This harassment can therefore be responsible for aiding in the
mass loss of cluster galaxies. Even for stars that remain bound to the cluster galaxy, the heating
due to harassment can transform a disk into spheroidal component.

Additional simulations by Moore et al. (1999) show that the morphologically transformative
effect of galaxy harassment is much more effective at disrupting the structure of lower density
disks, such as Sc and Sd disk galaxies in the Hubble classification system (Hubble, 1926). Denser
spirals with shorter disk lengths (Sa and Sb) are more immune to the stripping and disruptive
effects of harassment, but harassment still plays an important role in explaining the relative dearth
of spiral galaxies in low redshift clusters.

All of the effects detailed in this section play some role in the evolution of galaxies as they
transition from isolated field galaxies into satellite galaxies orbiting within host haloes in group
and cluster environments. In the following section, we will discuss gravitational lensing - one of
the primary ways to measure the distribution of dark matter in these haloes, and therefore one of
the most powerful tools for studying some of these effects.

1.3 Gravitational Lensing

Gravitational lensing is the deflection of photons from distant background sources as they pass
through the gravitational field of more nearby objects. This deflection results in a change in the
shape and size of the background source, while the surface brightness is strictly conserved. By
measuring these distant background sources, we can then learn something about the distribution
of the matter in the foreground objects. Because the lensing is caused by both baryonic and dark
matter, this technique is a powerful probe of things that are extraordinarily difficult to measure
using other techniques.

The degree of the distortion splits the field of gravitational lensing studies into several
subgroups. In strong gravitational lensing, the degree of distortion is high, and the background
sources can be stretched and bent into large arcs, or even split into multiple distinct images,
resulting in an effect that is clearly visible by eye. In weak gravitational lensing, the degree
of distortion is much smaller. So while background sources are still stretched, the degree by
which they’re sheared is generally smaller than the ellipticity of a typical galaxy. This means
that, in contrast with strong gravitational lensing, weak lensing results in observations that are
much less obvious and requires the statistical analysis of many galaxies in order to confirm that
any lensing has taken place at all. But because background sources being lensed by a massive
foreground object are sheared tangentially with respect to a circle centred on the foreground
object, correlations in the alignment of background galaxy shapes provide information on the
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projected mass distribution of the lens. Finally, in gravitational microlensing, the object being
lensed is a point source, and no shearing is observed at all. In this case, the only observable is
a sharp and sudden increase in brightness due to the magnification of the source’s size as the
source passes behind the foreground lens. All three regimes of gravitational lensing have proven
very useful, as they can be used to probe different physical phenomena. However, given the
topic of this thesis is weak gravitational lensing, strong and micro lensing will be ignored for the
remainder of this discussion.

As mentioned above, weak gravitational lensing alters the observed shape of a background
source by a degree that is typically much smaller than that object’s intrinsic ellipticity. If all
galaxies in the universe were perfectly circular, this would cause no issues as the measurement
of a galaxy’s ellipticity would then be a direct measurement of its shear. Unfortunately, most
galaxies are elliptical when projected onto the two dimensional plane of the sky, and that intrinsic
ellipticity makes the measurement of shear much more difficult. This problem of galaxies being
naturally elliptical is often called shape noise. This shape noise is dealt with by observing many
thousands of galaxies and determining if there is a statistical correlation in their shapes. This
approach works by making the assumption that galaxy shapes should be randomly oriented across
the sky. Therefore any correlation in their observed shapes must be due to gravitational lensing.
This assumption does not always hold true, however, as the tidal gravitational field of the large
scale structure of the universe can induce correlations in the distribution of galaxy shapes. This
effect, known as intrinsic alignment, is a very important consideration for certain applications of
weak gravitational lensing, such as cosmic shear - the lensing caused by the large scale structure.
Other applications of weak lensing, however, rely on the stacking of many objects, whose shear
contribution may individually be too small to measure, on top of one another to study the mean
properties of these lenses as a population. By stacking all of these lenses together, any intrinsic
alignment from a single lens is washed out by the contributions from the rest of the stack.

This form of weak gravitational lensing, where many objects of a similar type are stacked
together is frequently used to study objects like galaxy clusters, galaxy groups, or even just
galaxies. These cases are generally referred to as cluster lensing and galaxy-galaxy lensing, and
are further explored in Chapters 2 and 3.

Because it is the distant background objects that carry the information, weak lensing mea-
surements are improved by increasing the number of background sources. There are two primary
ways to do this: one can observe a given region of space for a longer time allowing fainter galaxies
to become detectable, or one can observe a larger region of the sky. Both approaches have their
drawbacks.

By using fainter sources, which are often smaller, the sources are more strongly impacted
by the distortion of their light passing through the atmosphere. The atmosphere acts to blur the
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light from the background source, which circularizes its observed shape and destroys some of the
information we were hoping to gain from these additional sources. By observing fainter galaxies,
one is also increasing the number density of sources on the sky. This leads to an increase in
blended sources, objects which overlap with one another on the sky. Object detection algorithms
cannot always reliably separate such combinations of sources, and measuring the shape of two
or more objects as if it were a single object can bias results. These topics are explored further in
Chapter 4.

The alternative approach to increasing the number of background sources is to observe a
larger region of the sky. While this solves the complications associated with looking deeper, it
comes with the complication that a much larger set of data must be processed and analysed. This
can be quite computationally expensive and time consuming. Issues with dealing with large data
sets are explored in Chapter 4 and Appendix A.

1.3.1 Gravitational Lensing Formalism

Here, 1 will provide a brief overview of the derivation of equations which define the deflection
of photons around massive bodies. A more complete derivation can be found in Blandford &
Narayan (1986).

Consider a simple lensing scenario. There is a massive lensing object, located some angular
diameter distance d; from the observer, and a background source at a larger angular diameter
distance d;. Both the lens and the source are positioned near each other on the sky. While in
reality photons emitted by the background source are smoothly curved around the lens, for most
astrophysical sources, we can replace that smooth curvature with two simple lines that form an
angle « (Figure 1.1). This deflection angle is defined as:

AGM
c2¢
where M is the mass of the lens, G is the gravitational constant, and £ is the impact parameter

between the photon and the lens plane. This equation holds for impact parameters that are much
larger than the Schwarzschild radius of the lens (£ > R, = 2GMc™?).

(1.28)

a =

We can then define the two dimensional position of the source, 7 as

d .
n=gE = dsd(©). (1.29)
Changing to angular coordinates (7 = dy3, & = d,6) yields the “lens equation”
d
B=6- f&(dle) =0 —a(h) (1.30)
S
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Figure 1.1: A schematic of gravitational lensing geometry. A lens and source lie an angle
from one another on the sky, but at separate angular diameter distances d; and ds. Photons from
the source are smoothly curved around the lens. However, we can replace the smooth curve by
considering two lines which form an angle «, the deflection angle. Figure courtesy of M. Hudson.
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where the reduced deflection angle is defined as a(6) = j—‘;&(dle). Sources which, in reality,

are located at S are therefore observed on the sky at angular position 6. It should be noted here
that this equation can have multiple solutions, and therefore a single source can be observed at
multiple locations on the sky. Lenses causing this phenomenon are called strong lenses.

The boundary between strong and weak lensing can be defined using

x(6) = 2(25119) : (1.31)

Here, k(0) is the dimensionless surface mass density known as the convergence in gravitational

lensing theory. The critical surface mass density 2, is defined as
ct d

4nG d]d]s .

ZCI”

(1.32)

lensing is strong (multiple images and large arcs). If x < 1, then the surface mass density at 6
is below the critical surface mass density, and these strong lensing features are not produced. «
therefore defines the edge dividing strong and weak lensing. Because « depends on the angular
position 6, a sufficiently massive lens can produce both strong and weak lensing at different
angular positions. In such cases, strong lensing features are generally observed near the centre
of the lens where the surface mass density is greatest, and weak lensing features are observed at
larger radii where the surface mass density is lower.

If k > 1, the surface mass density at 8 exceeds the critical surface mass density, and the

For point sources, the lens equation implies a simple shifting in the observed position.
However, for extended sources such as galaxies, the index of refraction is variable, and the
photons are deflected differentially. Therefore, extended sources are not merely shifted, but are
distorted as well. One can solve for the observed shape of the distorted source by evaluating the
lens equation (Equation 1.30) at all points. Or, by assuming that the background extended source
is much smaller than the foreground lens, the change to the source can be described by the Jacobi

matrix ) )
aB 0y (6 l-k-y )
AO) = — =|6;; — = .
( ) ( / 69180]) ( ) 1_K+71

Y (1.33)

Here, /(6) is the two dimensional gravitational potential of the lens, and vy is the two component
shear, which can be expressed as a complex number (y = y; +iy> = |y|e??). In the case of weak
gravitational lensing, this Jacobi matrix approaches the unit matrix and k < 1. Therefore, the
deflection of light is quite small, and the background sources are only sheared slightly from their
original shape.
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For cluster and galaxy-galaxy lensing, what’s measured is an object’s shear with respect to the
vector connecting the background source to the centre of the foreground lens. In this scenario,
we can break the shear into tangential and cross components

Ye| _ [—c0s2¢ —sin2¢ ) (y1
()’x)_(sin2¢ —0032¢) ()’2) (1.34)

where ¢ is the azimuthal angle of the lens-source vector. The excess surface mass density of the
lens can then be calculated as

AY = 3X(<R) = Z(R) = yZer (1.35)

where 2, is the critical surface density defined by Equation 1.32. The mass of the lens can then
be estimated by assuming a mass model, converting it to a AX profile, and comparing it to the
AX signal measured around the lens. This process is covered in more detail for clusters, groups,
and satellite galaxies in Chapters 2 and 3.

1.3.2 First Observations

Published material on the subject of gravitational lensing using Newtonian physics dates all the
way back to von Soldner (1804). However, the modern theory of gravitational lensing begins
with Einstein’s theory of relativity which predicts a larger degree of lensing than expected from
Newtonian physics due to the additional effect of temporal distortion by the lens. While Einstein
wrote unpublished letters on the effect of a massive body deflecting photons as early as 1912,
it wasn’t until Einstein (1916) that he published work on the topic. Despite the unpublished
nature of Einstein’s early thoughts on the topic, he would not have to wait long for the first set of
observations to help confirm his theory. Dyson et al. (1920) took advantage of a solar eclipse to
observe stars near the sun’s position on the sky. They noted that the relative location of the stars
during the eclipse shifted as their photons were deflected by the gravitational field of the sun.

It wasn’t until decades later that the first strong lenses were discovered. Walsh et al. (1979)
marks the first time that an object was observed to be multiply imaged. The object, the so-called
“Twin QSO”, was a distant quasar which appeared in two nearby locations on the night sky. The
first giant arcs were later detected around the cluster Abell 370 by Soucail et al. (1987). The
following year, Fort et al. (1988) reported the detection of less extremely distorted objects in the
vicinity of Abell 370 that were dubbed “arclets”.

While the discovery of these arclets was promising, observations of weak gravitational lensing
were still a couple years away. It wasn’t until advances were made in imaging technologies that
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data would be sufficiently deep and PSF effects could be corrected for. Indeed, early attempts
to measure weak gravitational lensing were made on photographic plates by Tyson et al. (1984),
but it wasn’t until CCDs were introduced that a successful detection of the effect would be made.
Tyson et al. (1990) found a correlation in the shapes of background galaxies around the massive
galaxy clusters A1689 and CL 1409+52.

This detection would continue to drive the further development of techniques for observing
and measuring weak gravitational lensing. Kaiser & Squires (1993) developed a theoretical
framework for converting these correlations in background galaxy shapes to a parameter free
projected map of the matter distribution in the lenses. Additionally, Kaiser et al. (1995) describes
a technique for more accurately determining the shapes of small, faint, background galaxies upon
which weak lensing measurements depend.

Due to the growing relevance of weak lensing studies, more time and money were allocated
to the topic. This led directly to the growth of large surveys which would yield much more robust
results.

1.3.3 Modern Weak Gravitational Lensing

Technological advances in observational astronomy since the early days of weak gravitational
lensing have enabled dedicated surveys. These surveys cover large fields of the sky, obtaining
deep photometry for millions of galaxies.

CFHTLS took observations from 2003 to 2008, covering 150 square degrees of the sky
with a sub-arcsecond mean image quality and a mean r-band limiting magnitude of 25!. The
larger footprint of the survey greatly increases the number of background sources, which enables
the probing of lower mass objects. Using data from CFHTLenS? the dark matter dominated
filaments that connect dark matter haloes were detected for the first time using weak gravitational
lensing (Epps & Hudson, 2017). While measurements of the cosmic shear, the weak lensing
induced by the large scale structure of the universe, had been made prior to CFHTLS (Bacon
et al. 2000, Kaiser et al. 2000, Van Waerbeke et al. 2000, Wittman et al. 2000), the survey
facilitated measurements of cosmic shear with greater precision, resulting in measurements of
the cosmological parameters oy and wo, the variance in the cosmic matter density field on scales
of 8 h~'Mpc, and the dark energy equation of state parameter respectively (Hoekstra et al., 2006).
Additionally, a measurement of the cluster mass-richness relation was made which relates the
number of satellites in the cluster (richness) to its mass (Ford et al., 2014). Because og essentially

thttps://www.ctht. hawaii.edu/Science/CFHLS/T0007/
2https://www.cthtlens.org/
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describes how “clumpy” the matter distribution in the universe is, the observed cluster mass
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function can be used to constrain This requires mass estimates for clusters, which is made
possible via the mass-richness relation.

The Kilo-Degree Survey (KiDS) began in 2011 and covers over 1,000 square degrees in 9
bands3. The improvements over previous surveys allowed for even more precise measurements
on cosmological parameters. This, however, revealed a significant discrepancy between measure-
ments of cosmological parameters measured at low redshifts (Hildebrandt et al., 2017) and those
measured from the CMB (Planck Collaboration et al., 2020). The measurement of og made by
KiDS, while in agreement with measurements made by other cosmic shear analyses, disagrees
with the measurement made by Planck by more than 20-. Local measurements of the parameter
indicate that matter in the universe is more smoothly distributed than the Planck measurement,
which challenges the predictions of the ACDM cosmological model.

The Dark Energy Survey (DES)# is a survey that began in 2013 and covers 5,000 square
degrees of the sky in the grizY bands down to an i-band depth of 23 with a S/N of 10 (Sevilla-
Noarbe et al., 2021). As the name suggests, one of the primary science goals of DES is to probe
the nature of dark energy. DES, in contrast with KiDS, finds agreement with the prediction of
cosmological parameters from Planck by measuring the cosmic shear with the 100 million source
galaxies in the catalogue (DES Collaboration et al., 2021), easing the tension between low and
high redshift measurements of cosmological parameters.

The Ultraviolet Near-Infrared Optical Northern Survey (UNIONS) is a survey that is currently
underway, and which will eventually cover 5,000 square degrees of the sky in the u, g, r, i, and
z bands. The Canada-France Imaging Survey (CFIS)3 is providing the # and r band data, which
is taken by the wide field imager MegaCam, with a field of view of 1 square degree. The r-band
data, which reach a depth of 24.1 magnitudes for a point source in a 2 arcsescond aperture at
10 o (25.3 magnitudes at 5 o), is being used as a weak lensing survey. A primary advantage
that CFIS/UNIONS has over DES, is that it overlaps with SDSS¢, providing a vast catalogue of
spectroscopic information across its footprint. This enables a lot of weak lensing science, as there
already exist many catalogues of clusters and groups which can be analyzed. For a review of the
first results from a preliminary set of the first 1,500 square degrees of data, see Chapters 2 and 3.

3http://kids.strw.leidenuniv.nl/index.php
“http://www.darkenergysurvey.org
Shttps://www.ctht.hawaii.edu/Science/CFIS/
Shttps://www.sdss.org/
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Future

With many cosmological tensions and questions that are yet to be resolved, there are many surveys
planned to start in the coming decade that aim to address them. The Legacy Survey of Space
and Time (LSST)? at the Vera C. Rubin Observatory is set to start in 2023 and will use an 8.4
meter telescope with a 9.6 square degree field of view (Ivezic et al., 2019). The field of view will
produce about 20 TB of data per night, and will enable LSST to observe the visible sky in the
ugrizy bands every few nights. By the end of the survey’s 10 year duration, it will reach 18,000
square degrees at an r-band depth of 27.5 (5o point source depth) and will have observed 20
billion galaxies and resolved 17 billion stars, resulting in a total catalogue size of 15 PB. This
enormous amount of data is orders of magnitude larger than any currently operating weak lensing
survey.

There are also surveys planned which will bypass the problems associated with ground based
observing by using space telescopes. The first of these is Euclid, a 6 year mission by the European
Space Agency (ESA) set to launch in late 2022 (Laureijs et al., 2012). Euclid is equipped with
a 1.2 meter telescope with two 0.53 square degree field of view instruments, the visible imager
(VIS) which will reach a limiting magnitude of 24.5 (100 extended), and the Near Infrared
Spectro-Photometer (NISP) which will reach a limiting magnitude of 24 (5o point-like). It will
observe 15,000 square degrees of the sky from the L2 Sun-Earth Lagrangian point®. Euclid aims
to measure shapes for more than a billion galaxies.

The Roman Space Telescope, formerly called the Wide-Field Infrared Survey Telescope
(WFIRST), is a NASA mission set to launch no later than 2027°. Roman is equipped with a 2.4
meter telescope with a 0.28 square degree field of view (Spergel et al., 2013). Over the course
of 2.4 years, it will survey 2,000 square degrees to an Y JH F184-band depths of 27 (5o point
source). One of the primary differences between Roman and Euclid is that Roman is an infrared
telescope, while Euclid operates in the visible spectrum to obtain photometry for the purposes
of measuring shapes, but also extends into the near infrared to be able to precisely measure
photometric redshifts.

All of these telescopes support additional science goals (baryonic acoustic oscillations, su-
pernovae, and exoplanets, for example), but given the preponderance of telescopes and surveys
that are being designed with weak lensing as a core science motivation, weak lensing will be one
of the primary probes of the nature of dark matter and dark energy in the coming decades.

Thttp://1sst.org
8https://www.euclid-ec.org/
https://roman.gsfc.nasa.gov/
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1.4 Shape Measurement

Shape measurement plays a fundamental role in weak lensing observations. Our ability to measure
a weak lensing signal depends on our ability to extract shape information from the data. Modern
surveys aiming to measure the weak lensing signal induced by the large scale structure of the
universe (cosmic shear) demand that the systematics be reduced below the 1% level (e.g. Cardone
etal. 2014). This is not a simple requirement to achieve. Because the galaxies whose shapes have
been distorted are background galaxies, these objects tend to be very faint, with r-band magnitudes
extending beyond 24. This means the images of these objects are quite noisy. Additionally, these
galaxies are very small and in some cases subtend only a few pixels. The light from these distant
background sources also passes through the Earth’s atmosphere (for ground-based surveys). The
atmosphere has the effect of circularizing the observed shape of the galaxy. To undo this effect,
the point spread function (PSF), which describes how the light from a point source is distorted by
the atmosphere, must be estimated at the location of the object on the sky, then the shape and the
PSF must be deconvolved in an attempt to recover some of the lost shape information. Finally, the
photons are discretized onto a charge-coupled device (CCD), resulting in the final faint, small,
noisy, blurry, and pixelized observation of the galaxy whose shape must be measured.

Given the difficulty of measuring these galaxy shapes and the demand to do so accurately,
shape measurement and bias estimation in the weak lensing community is a quite active topic.
Here, I will provide a brief overview of the current state of this topic. I will discuss the most
popular methods of measuring shapes (Sections 1.4.1 and 1.4.2), the various challenges that have
driven the development of shape measurement techniques (Section 1.4.3), and how biases are
corrected for after the shapes have been measured (Section 1.4.4).

1.4.1 Moments Based Approach

Noting that the alternative of using isophotal radii is extremely difficult due to the faint nature
of the background sources, Tyson et al. (1984) developed a method for measuring galaxy shapes
using the second moment of their intensity distributions. The central moments are defined as

My =" (x =% (y =3V [b(x,y) = b5/ D | [b(x,y) = by] (1.36)

where x and y represent the location of the object’s centroid, b(x, y) is the intensity distribution,
by is the sky intensity, and x and y are the pixel coordinates. The second moments (Mg, My»,
and M), which are sensitive to the less elliptical inner regions of the source and therefore less
sensitive to the noisier but more elliptical outer regions, are then computed along two axes: the
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radial axis r connecting the lens to the background source, and the orthogonal axis 6. This results
in
M, = My, cosz¢ + Mo> sin2¢) + 2M sin ¢ cos ¢ (1.37)

My = M> sin2¢+M02 cosz¢+2M11 sin ¢ cos ¢ (1.38)

where ¢ represents the angle between the radial axis and the arbitrarily selected x axis. Tyson
et al. (1984) then defines a dimensionless image distortion statistic

D= ‘//(Mr - MH)/(Mr + MG) (139)

where ¢ = b/D is the ratio of the impact parameter of the light ray to the distance of the lens.

While overly simplistic (this approach neglects corrections for the distortions made by the
atmosphere and the instrument), this set the foundations for more sophisticated moments-based
methods.

Kaiser et al. (1995) (KSB) advanced this technique by incorporating the effects of anisotropic
instrumental PSFs. KSB use the weighted quadrupole moments

Q0 = / d*6W (6)6:6, f(6) (1.40)

where W(6) is a Gaussian window function with a scale length defined to be some multiple of
the measured background object. The polarisation is then defined as

eo = Qa/T (1.41)
where
01=01-0»
02 =02 (1.42)
T=01+02.

If one were using unweighted moments, the relation between the change in polarisation and
shear is simply (de,) = 2y,. However, given the use of weighted moments to mitigate the effect
of noise, this simple relation no longer holds. Instead, KSB introduce the shear polarizability
tensor, PZ , such that

0eq = Pz;ﬁyﬁ . (1.43)

Similarly, to account for the atmospheric smearing, KSB introduce a smear polarizability
tensor, P; , such that
ey = Péﬂpﬁ (1.44)
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where pg represents a measurement of the PSF anisotropy. Both polarizability tensors are
measurable from the higher weighted moments of the observed galaxies and PSFs. While
imperfect, the KSB technique has remained as one of the key methodologies for estimating the
shapes of galaxies in weak lensing surveys. It does not meet the < 1% bias level required for
cosmic shear measurements as the shapes can be biased (especially for small galaxies which
can be dominated by the PSF smearing), though it can achieve this level of accuracy through
additional calibration.

1.4.2 Model Based Approach

Model fitting to estimate galaxy shapes is an alternative to the moments based methods that was
first discussed in Kuijken (1999). Kuijken acknowledges that the weaker and weaker signals
sought to be measured over time demand an algorithm that is less biased than the moments
based measurements that came before. To this end, Kuijken proposes an algorithm that essen-
tially involves averaging the galaxy profiles then fitting this profile with a model, resulting in a
measurement of the averaged shear.

Bridle et al. (2002) expand on this concept by fitting individual galaxies with combinations of
Gaussian profiles which are summed and convolved with a PSF. A Markov Chain Monte-Carlo
(MCMC) algorithm is used to find the best fitting parameters for each of the galaxies. A Monte-
Carlo based approach comes with the benefit of providing an uncertainty estimate for the galaxy
shapes, something that is quite difficult to estimate with moments based measurement techniques.

However, galaxy surface brightness profiles are not necessarily well described by Gaussian
profiles. The use of alternative prescriptions, such as de Vaucouleurs and exponential profiles,
is explored with the lens fit algorithm as described in Miller et al. (2007b). This algorithm was
tested on a set of simulations, which showed that lens fit was accurate enough that it need not be
additionally calibrated. As simulations increased in complexity, however, it was later shown that
regardless of whether one uses a model fitting or a moments based shape measurement approach,
some additional bias calibration is needed (see section 1.4.3).

Model fitting has the benefit of being less biased, whereas moments based techniques are
computationally faster, which is advantageous for large weak lensing surveys with millions of
galaxies. In practice, both methods are still used, and neither is demonstrably superior to the
other.
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1.4.3 Comparisons

Given the large number of implementations of shape measurement algorithms and the growth
of weak lensing surveys with a high demand for accuracy, the weak lensing community began
organizing shape measurement challenges which could be used to quantitatively compare the
accuracy and efficiency of these shape measurement strategies.

The first such challenge was the “Shear TEsting Programme” (STEP) (Heymans et al., 2006a),
which was then succeeded by STEP2 (Massey et al., 2007). This was then followed up by the
“GRavitational 1IEnsing Accuracy Testing” (GREAT) challenges: GREATOS (Bridle et al., 2010),
GREATIO0 (Kitching et al., 2010), and GREAT3 (Mandelbaum et al., 2014).

The challenges generally consist of a set of simulated galaxy observations with known shapes.
These data sets are then processed by each of the algorithms that had been submitted to the
challenges. The results could then be directly compared to the applied shears to examine the
advantages and disadvantages of each shape measurement technique.

The initial STEP challenge modeled galaxies as a de Vaucouleurs bulge with an exponential
disc that were convolved with simulated PSFs which included effects like atmospheric turbulence.
The galaxies were then placed on the image in such a way that they could blend with one another,
which required algorithms to detect the galaxies in addition to measuring their shape. The shears
and PSFs were constant across any given image. For STEP2, the complexity was increased, and
the simulated galaxies contained substructure to make the shapes more realistic.

GREATO08 employed a more simple strategy than STEP, in order to allow the challenge to
focus solely on shape measurement rather than detection. GREATOS used a bulge and disc profile
for the galaxies, and PSFs were modeled with Moffat profiles. The galaxies were then placed
uniformly onto a grid, which eliminated blended sources and removed the detection phase.

GREAT10 increased the realism of the simulations by introducing shears and PSFs that varied
across the field, as they do in real observations. GREAT3 improved the realism in 3 key ways.
First, it used real galaxy images from the HST COSMOS survey, rather than simplified parametric
surface brightness profiles. Second, it reintroduced complex PSFs that vary across the field, and
included effects from atmospheric and telescope distortion. Finally, it introduced multi-epoch
data. Real weak lensing survey data often includes multiple dithers of the same field. These
dithers can then be stacked to provide a single image with a higher signal to noise ratio but a galaxy
profile which has been averaged (including the distorting effects of the PSF), or the dithers can
be fit individually. The galaxies, however, remained gridded and just the shape measurement was
being tested. Additionally, GREAT3 produced several branches of the simulations with varying
parameters. Some branches included spatial variation in shear and PSF, while other branches
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held those parameters as fixed. Some branches were intended to simulate ground based data,
while others were intended to simulate the space based observations of upcoming surveys.

The results revealed a lot of complexity (Mandelbaum et al., 2015). Some algorithms fared
well in variable shear branches, but showed poorer performance when the shear was fixed.
Some algorithms showed a performance that varied greatly depending on the weighting scheme
used. Ultimately, model based fitting approaches showed a more favorable performance, but still
suffered from certain biases. Notably, the choice of which pixels to fit can induce a so-called
“truncation bias” which can be up to several percent, above the required threshold for cosmic
shear analyses. There is also a bias depending on how the algorithms choose to model the source
galaxies. The bias introduced by using real galaxy images appears to have a more significant
impact on the space based branches than the ground based branches.

1.4.4 Bias Correction

The shape measurement challenges revealed that simulations must accurately represent the survey
in order to capture the most significant biases. To this end, surveys typically employ simulations
targeted specifically to the survey specifications in order to calibrate the weak lensing catalogues.

KiDS, for example, developed the “Simulations Code for Heuristic Optimization of lensfit
for the Kilo Degree Survey” (SCHOo!/ for KiDS) simulations. The simulations were made to
match the footprint, noise, seeing, and PSF properties of the KiDS survey. Galaxy properties
were selected from the GEMS (Rix et al., 2004) and UVUDF (Rafelski et al., 2015) catalogues
in order to match the magnitude distribution of sources to that of KiDS. The simulated galaxies
were modelled with a linear combination of a de Vaucouleur bulge and an exponential disk, with
10% of galaxies specified as bulge-only. The sizes of the disks were drawn randomly from a
distribution

P(r) « rexp(—(r/A)*?3) (1.45)

where A = Fmedian/1.13 and ryedian = exp(—1.31 — 0.27(m, — 23)).

Each galaxy is included 4 times in the simulated survey. Each duplicate is rotated by an
additional 45° to cancel the effects of shape noise.

Stars were added as Moffat profiles with size and ellipticity distributions that closely re-
semble those of KiDS. The stars and galaxies were then distributed randomly throughout the
simulated survey footprint. The random distribution allows for the blending between two or
more sources, which can affect shape measurement bias. Each region of the simulation is then
reproduced eight times, each with a different shear being applied to all of the galaxies. The
sheared galaxies were then convolved with the simulated PSFs which were constant across the
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field of a single observation. Finally, Gaussian background noise was added to complete the
simulated observations.

The simulations were then run through the lensing pipeline, which used [lensfit (Miller
et al., 2013), a Bayesian model fitting algorithm, as its shape measurement component. The
results showed that the /ensfit algorithm had a ~2% multiplicative bias, greater than the ~1%
requirement for cosmic shear. Because the simulations were specifically tailored for KiDS, the
measured multiplicative and additive biases could be directly applied to the shape catalogues
produced by running the lensing pipeline on the real KiDS data.

Fenech Conti et al. (2017) also note that the selection bias is roughly equivalent to the
shape measurement bias. The selection bias here refers to the fact that galaxies are more easily
identifiable if they are elliptical. Therefore, objects whose ellipticity aligns with the shear (and
are therefore more elongated) are more likely to be identified as galaxies than objects whose
ellipticity is anti-aligned with the shear (and are therefore circularized). The circularized (anti-
aligned) objects are more likely to be identified as stars, and thus removed from the analysis.
Because the GREAT shape measurement challenges omitted the object detection and classification
phases from the process, they were blind to this particular selection bias. Therefore, even lensing
pipelines which use algorithms with a sub-1% multiplicative bias in the GREAT challenge need
to be calibrated.

The simulations of Fenech Conti et al. (2017) were later revisited by Kannawadi et al.
(2019). Several minor improvements were made to SCHOo!/ for KiDS, and the resulting pipeline
was redubbed the “COSMOS-like lensing emulation of ground experiments” (COllege). The
primary improvement is the use of the COSMOS catalogue (Griffith et al., 2012) as the input
for galaxy properties, rather than relying on parameterizations. In addition to ensuring the
properties (magnitude, size, ellipticity, etc) are realistic, the galaxies are placed on the image
in the same locations as the COSMOS sources. Because galaxies are not randomly distributed
in the universe, the SCHOo!/ simulations underestimate the amount of clustering, which in turn
underrepresents the number of blended sources in the final simulations. The use of COSMOS
also allows photometric redshift estimates from the catalogue to be applied to sources in the
simulations. This enables tomographic bias calibration which improves the tomographic cosmic
shear analysis.

Another approach to shape measurement bias calibration that has become more popular in
recent years 1S METACALIBRATION (Huff & Mandelbaum, 2017). METACALIBRATION is distinct
from simulations in that it only requires the actual survey data itself. METACLIBRATION applies a
series of multiplicative shears to the survey data. The measurement process is then applied to the
versions which have been sheared by some known positive and negative amounts. By measuring
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all versions of the data, what’s being measured is the response to the applied shear, R.

_ Oe

R=—
Oy

(1.46)
Here e is the two-component ellipticity of the measured objects, and vy is the shear. The two-
component ellipticity is defined as:

2

T (cos 26, sin 26) (1.47)
+q

(e1,€2) = 7

where ¢ is the minor-to-major axis ratio and 6 is the position angle with respect to the x axis in
pixel coordinates.

To show how this response relates back to the original shear, Sheldon & Huft (2017) starts
with a noisy estimate of the two-component ellipticity for an object, e = (e, e2). This can be
Taylor expanded around zero shear, y = 0

0
e=e|y20+a—e Y+..=ely0+Ry+.. (1.48)
Y

v=0
Assuming shear is small and the galaxies are randomly oriented, (e)|,-o ~ (0, 0), the ensemble
mean of e can be expressed as

(e} = (e)ly=0 + (Ry) = (Ry). (1.49)

The response, R, is estimated for each object in the catalogue, and so the ensemble shear can
be expressed as

(v) =~ (R) (e} ~ (R) (Ry). (1.50)

Because both e and y have two components, R is a 2 X 2 matrix. METACALIBRATION forms an
estimate of R by measuring e on the sheared versions of the data to compute a finite-difference

central derivative ~
et —e:
R; ; = d 1.51
i,j ij ( )

where Ay = 2y.

Excluded from the METACLIBRATION discussion so far is the means of actually measuring the
shapes. This is because METACALIBRATION is a shape measurement algorithm agnostic calibration
technique. Any reasonably well behaved shape measurement algorithm can be plugged into the
METACALIBRATION framework.
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METACALIBRATION has been shown to be effective at reducing measurement and selection
biases in GREAT3 data, achieving the one part in a thousand accuracy required for cosmological
studies (Sheldon & Huff, 2017). However, its performance remains to be seen when applied to
real wide field survey data.

The topic of simulations for the purpose of weak lensing calibration is further explored in the
context of the CFIS/UNIONS weak lensing survey in Chapter 4.

1.5 QOutline of the thesis

This thesis will cover a variety of topics related to the CFIS/UNIONS weak lensing survey. In
Chapter 2, clusters and group centrals will be analyzed using a shape catalogue created from a
preliminary version of the CFIS-r band data. The distribution of source redshifts, an important
component for converting shape correlations into weak lensing signals, is estimated despite the
survey’s lack of photometric or spectroscopic redshifts. The cluster mass-richness relation is then
calculated using the redMaPPer cluster catalogue. Finally, weak lensing masses are measured for
both red and blue group centrals as a function of their stellar mass. The two populations display
a bimodality in halo masses for a fixed stellar mass.

Chapter 3 uses the same preliminary weak lensing catalogue to analyze the signal around
satellite galaxies orbiting in galaxy groups. A mean satellite subhalo mass is determined for
satellite galaxies living in groups with 5 or more members. Observations show that satellites in
more massive galaxy clusters are subject to tidal stripping, and simulations predict this occurs
in galaxy groups as well. Tidal stripping is thought to play a role in the quenching of star
formation in satellites. We attempt to measure tidal stripping in these galaxy groups by binning
the satellites by their projected separation from the group centre and measuring their subhalo
masses. If stripping occurs, we expect to see a declining subhalo-to-stellar mass ratio as satellites
get closer to the group centre, as tidal forces are strongest there.

Chapter 4 reviews the work done so far to calibrate the early CFIS-r shape catalogues. The
simulations framework is described, and early multiplicative and additive bias corrections are
derived. Analyses of the uncalibrated shapes in the survey are also shown.

Finally, Appendix A discusses a public, online, web-based tool for weak lensing analysis
named “Weak Lensing for the Masses”. Users input a list of lenses (right ascensions, declinations,
and redshifts) and select a publicly available shape catalogue. The tool then calculates and returns
via email the AX signal. The overall architecture and lensing pipeline are described, and a brief
comparison to published results is shown.
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Chapter 2

Galaxy group and cluster masses from
weak lensing in UNIONS

2.1 Introduction

Clusters of galaxies, the most massive collapsed structures in the universe, serve as a useful probe
for cosmological measurements. Cluster number counts trace the growth of large scale structure
over time. They have been used as a probe of the matter density parameter Q,, and the density
power-spectrum normalisation o (see, e.g., Carlberg et al., 1997, Allen et al., 2011). Uncertainty
in the measurement of these two parameters is no longer dominated by low number statistics, but
by uncertainties in mass estimates (Planck Collaboration et al., 2014).

There are multiple techniques for measuring cluster masses. For sufficiently massive clus-
ters, the intracluster medium becomes hot enough to emit X-rays via bremsstrahlung radiation
(Bohringer et al., 2000). The Sunyaev & Zeldovich (1972) effect is another probe of cluster mass
(Bleem et al., 2015).

Another technique for measuring the masses of clusters is weak gravitational lensing. Weak
gravitational lensing is the slight distortion in the observed shape of background galaxies as their
photons travel through the gravitational potential of more nearby structures along the line of sight.
This effect is a probe of the distribution of matter, both baryonic and dark, in the cluster.

Galaxy clusters and groups are detected from optical and spectroscopic data in a variety of
techniques. In photometric surveys, clusters can be detected by looking for overdensities of red
galaxies. This technique was applied to the SDSS DR8 data set (Aihara et al., 2011) to produce
the redMaPPer cluster catalogue (Rykoff et al., 2014). redMaPPer then utilizes the mass-richness
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relation, the relation between the number of cluster members and its mass, in order to estimate
the cluster mass. The mass-richness relation can also be calibrated by using weak gravitational
lensing to measure the masses of clusters. Simet et al. (2017) used the redMaPPer cluster
catalogue and a shape catalogue derived from SDSS photometry to measure the cluster masses
as a function of their richness.

The friends-of-friends algorithm is a popular technique for spectroscopic surveys that asso-
ciates objects within a defined radius called the “linking length”, doing so iteratively until no
further objects are added. This can be used to find virialized halos in simulations (Frenk et al.,
1988) as well as galaxy groups and clusters in spectroscopic surveys (Huchra & Geller 1982,
Eke et al. 2004, Berlind et al. 2006). Yang et al. (2007) use a more complex approach, where
they locate potential group centres, estimate their characteristic luminosity, then make use of the
average mass-to-light ratio for groups to assume a group mass. Then, this information is used
to estimate the halo size and velocity distribution. This process is repeated iteratively to build
up the group membership in redshift space. Finally, a group mass is then estimated using the
luminosities (or the stellar masses) of the group members.

Tinker (2020a) expands on the methodology of Yang et al. (2007). The improved algorithm no
longer implicitly assumes that red and blue galaxies share the same galaxy and halo properties.
The group finding algorithm additionally self-calibrates by comparing results to external data
sets and mock catalogues. These changes are designed to improve the mass estimation of the
groups and increase the purity of the satellite selection. The masses of the Tinker groups have
not previously been tested with weak gravitational lensing.

In this chapter, we make use of weak gravitational lensing to measure group and cluster
masses and compare the consistency of the various mass estimation techniques used by group and
cluster finders. To do this, we leverage the Canada-France Imaging Survey (CFIS), a wide area
survey with exquisite image quality, as our data set. CFIS is part of the Ultraviolet Near-Infrared
Optical Northern Survey (UNIONS). One of the primary scientific drivers of the CFIS survey is
weak gravitational lensing, and it will ultimately consist of 4,800 square degrees of r-band data
with a median seeing of 0.65 arcseconds and a depth of 24.1 magnitudes for a point source in a
2 arcsescond aperture at 10 o (25.3 magnitudes at 5 0-). We make use of an internal release of
the first 1,565 square degrees of weak lensing galaxy shapes (Guinot et al., submitted) to place
constraints on galaxy group and cluster masses using the Tinker group catalogue (Tinker, 2020b)
and the redMaPPer cluster catalogue (Rykoff et al., 2014).

In Section 2.2 we outline the basic method for measuring masses using weak gravitational
lensing. Section 2.3 describes the CFIS weak lensing data and our procedure for modelling the
source redshift distribution. Section 2.4 reviews the redMaPPer cluster catalogue and the Tinker
(2020b) group catalogue and the models we use to fit the data. We present the results in 2.5 and
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summarize our conclusions in 2.6.

Throughout this chapter, we adopt a flat ACDM cosmology with a Hubble parameter & =
Ho/(100 km s~' Mpc™!) = 0.7 and Q,, = 0.3. The & dependence is included in all derived
quantities throughout this work. Halo masses are defined as the mass within a radius where the
density is 200 times the mean matter density (M20om)-

2.2 Masses from Weak Gravitational Lensing

Weak lensing is the distortion of light from distant background galaxies as they pass through
intervening gravitational potentials. For a circularly-symmetric lens, the distortion comes in the
form of a small tangential shear, much smaller than the intrinsic ellipticity of a typical galaxy.
Therefore, to detect this shear, one must measure the shapes of many galaxies behind these
foreground lens objects to determine if there is any statistical preference for the background
galaxies to lie tangentially around them.

The advantage of gravitational lensing is that it is sensitive to both the baryonic matter and
the dark matter, regardless of its dynamical state, making it a powerful probe of the dark sector.
Indeed, weak gravitational lensing has long been used to probe the structure of dark matter at
cluster scales (Tyson et al., 1990), at galaxy scales (Brainerd et al., 1996; Hudson et al., 1998) and
at the scales of large-scale structure (Wittman et al. 2000, Van Waerbeke et al. 2000, Bacon et al.
2000). Weak lensing studies of galaxy groups are more challenging because large spectroscopic
surveys are required to identify large samples of galaxy groups, which must then be stacked. For
these reasons, the earliest weak lensing studies of galaxy groups (Hoekstra et al., 2001; Parker
et al., 2005) are more recent than the studies of clusters and galaxies.

In weak lensing, the measured galaxy shapes allow us to measure the tangential shear, 7.
This can be related to the underlying mass of a circularly symmetric object as follows:

A%

= 2.1
Yt e (2.1)

where AX is the excess surface density (ESD), and X, is the critical surface density. The excess
surface density with respect to the mean surface density is defined as

AY = Z(<R) - Z(R) (2.2)

where R is the projected separation between the lens and the background source on the sky at
the distance of the lens and X(< R) is the mean surface density within R. The critical surface
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density can be expressed as

c? Da(zs)
Z:cr » Zs) = 2.3
(a1,2) 4nG Da(z1) Da(z1, 2s) @3

where D (z1), Da(zs), and D A (z1, z5) are the angular diameter distances to the lens, source, and
between the lens and source, respectively. This, however, assumes that redshifts are available
for each source galaxy, which is not the case for the CFIS survey at this time, since all bands of
UNIONS have not been observed yet, therefore photometric redshifts are not available. In order
to mitigate this lack of information, for CFIS, we compute the inverse effective critical surface
density by integrating over the possible source redshifts

S-1_ 4nG /°° Da(z1) Da(z1, 25)
21 DA(ZS)

cr 02
where n(zs) represents the normalized probability density function of the source redshifts in the
CFIS survey. The determination of n(zs) will be discussed in additional detail in Section 2.3.1.

n(zs) dzs 2.4)

Following Sheldon et al. (2004), each lens source pair is then given a weight, wyg, defined as:
Wis = Wg 2o (2.5)

where wy is the statistical weight assigned to the source ellipticity. For high redshift lenses, the
X term effectively down-weights the lens-source pairs, as sources that are near the lens are less
sensitive to the shear.

2.3 Source galaxy catalogue from CFIS

The Ultraviolet Near Infrared Optical Northern Survey (UNIONS) collaboration is a collaboration
of wide field imaging surveys of the northern hemisphere. UNIONS consists of the Canada-
France Imaging Survey (CFIS), conducted at the 3.6-meter CFHT on Maunakea, members of the
Pan-STARRS team, and the Wide Imaging with Subaru HyperSuprime-Cam of the Euclid Sky
(WISHES) team. CFHT/CFIS is obtaining deep u and r bands; Pan-STARRS is obtaining deep
i and moderate-deep z band imaging, and Subaru/WISHES is obtaining deep z band imaging.
These independent efforts are directed, in part, to securing optical imaging to complement the
Euclid space mission, although UNIONS is a separate collaboration aimed at maximizing the
science return of these large and deep surveys of the northern skies.

A primary science driver of the survey is weak gravitational lensing. The survey will
ultimately contain 4,800 square degrees of high quality, r-band weak lensing data. This work
uses an internal “version 0 release of the first 1,565 square degrees of weak lensing data.
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For this work, we use the shape catalogue generated by the SHAPEPIPE shape measurement
pipeline (Guinot et al., submitted). SHAPEPIPE uses the ngmix ! software package for shape
measurements, which fits a Gaussian mixture model to the galaxy images to determine their
shape, and metacalibration (Sheldon & Huff, 2017) for a preliminary calibration of the shape
measurements. Overall, 40,151,119 calibrated galaxy shapes are produced for this preliminary
CFIS shape catalogue yielding an average density of 7.13 galaxies per square arcminute in
unmasked areas. It should be noted that, for this version O release, the selection criteria are
conservative; future releases are expected to achieve a higher surface density of sources.

For weak lensing, compared to SDSS, it should be noted that the number density of source
galaxies is not the only advantage of the CFIS data. The CFIS data are also deeper, which when
paired with improved image quality, provides a greater fraction of sources at large distances. This

increases X!, boosting the excess surface mass density signal (Equations 2.4 and 2.9).

2.3.1 Source galaxy redshift distribution

As demonstrated by equation 2.4, an estimate of the redshift distribution of background sources
is required in order to compute the effective critical surface density. Accurately determining
this redshift distribution is critical to obtaining an unbiased estimate of cluster and group masses
(Hoekstra et al., 2015). This presents a complication for CFIS as the survey is deeper than
overlapping spectroscopic surveys, and photometry is available for the sources in the r band only.

To estimate the source redshift distribution, we therefore leverage the overlapping CFHTLenS
survey, which is both slightly deeper than CFIS and has deep photometry in 5 bands. We match
the objects in the 50 square degree W3 region, covered by both CFIS and CFHTLenS, so that we
have multiband CFHTLenS photometry for the CFIS objects.

We then apply the methodology described in Lima et al. (2008) in order to estimate the n(zs)
from the multi-band photometry. Essentially, this method compares the photometric distribution
of the sources with those from another sample that also contains spectroscopic redshifts for
each source. In our case, the spectroscopic sample comes from SDSS (Blanton et al., 2017),
DEEP2/3 (Newman et al., 2013), and VVDS (Le Fevre et al., 2013) fields that overlap CFHTLenS
photometry. For the matched CFIS-CFHTLenS catalogue, we estimate the density of CFIS
sources in the 5-dimensional CFHTLenS magnitude space, and do likewise with the galaxies
in the spectroscopic sample. The sample of spectroscopic redshifts is then reweighted until its
density in the 5-dimensional magnitude space matches that of the CFIS catalogue. Note that
with this method there is no explicit source-by-source matching between CFIS sources and the

Thttps://github.com/esheldon/ngmix
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Figure 2.1: The reweighted spectroscopic redshift distribution (yellow) with uncertainties from
bootstrapping (black). The n(z) fit to this distribution and used throughout this work is overplotted
along with its one sigma uncertainties (blue).

34



0.000175 A

fam) .
o 0.000150
= 0.000125 A
L
~~ 0.000100 A
o

O 4
o 0.000075

S—

—  0.000050 -
IS
W' 0.000025 -

0.000000 A

IN
W 10 . . . . .
0.0 0.2 0.4 0.6 0.8 1.0 1.2

Z

Figure 2.2: Inverse critical surface mass density, (ZC‘rl), as a function of the lens redshift. In the
lower panel, we plot the fractional error in this quantity.
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spectroscopic sample, and hence no need for the spectroscopic sample to overlap on the sky
with the CFIS sample (although it does partially because DEEP2/3 is observed in CFIS). The
reweighted spectroscopic redshift distribution can then be used as an estimate of the n(zg) for
the CFIS survey. This technique avoids the systematic biases associated with using photometric
redshifts, and has shown to be effective in similar weak lensing surveys such as KiDS (Hildebrandt
etal., 2017).

To estimate the effect of cosmic variance, we first divide the spectroscopic catalogue into 10
equally sized regions, bootstrap resample those regions, then reweight the bootstrapped catalogues
to obtain an uncertainty for the n(zs). We then fit the profile with a 2-term model, following
Hildebrandt et al. (2017):

" _ LO a _(Z7M2)2
5 -e \? e 2o
nz)=a- = |+[(1-4)- (2.6)
) (el 2.5046
- T

The first term fits the initial peak, while the second term defines the extended high-redshift tail
of the distribution. As in Hildebrandt et al. (2017), we fix oo = 1.3 and u = 1 for the tail as these
parameters are not well constrained by the fitting process, and @ = 1.79 for the first term. This
combination of values allows for an extended wing to fit the high redshift tail, but that doesn’t
contribute to an excess at the low redshift end of the distribution. zp and A are fit, which together
determine the location of the peak and how much weight is given to the peak versus the tail. I"is
the gamma function, and the constant in the denominator of the second term is the normalization
factor.

For the SHAPEPIPE catalogue, the best fit parameters from using an affine invariant Markov
chain Monte Carlo sampler are zp = 0.571 and A = 0.936, resulting in a mean redshift of 0.73.

To estimate the uncertainty in the source redshift distribution, we fit each of the 1,000
bootstrapped samples with the same model. We then calculate the variance in the resulting
inverse critical surface mass density. For lenses with z; < 0.23, this results in a relative error of
< 1% in the inverse critical surface mass density (Figure 2.2). The highest redshift bins used in
this work are ~ 0.27 which corresponds to a relative error of ~ 1.3%. We therefore find that the
uncertainty in the source redshift distribution is subdominant compared to our other uncertainties
and ignore it hereafter.
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2.4 Lenses

2.4.1 redMaPPer Clusters

As these are among the first weak lensing results from the CFIS survey, we opt to validate the
survey by making a direct comparison to previously published works. Simetetal. (2017) estimated
the mass-richness relation for clusters by measuring weak lensing masses of redMaPPer clusters
(Rykoff et al., 2014) using source shapes from SDSS imaging data. Because the same cluster
catalogue is being analyzed using the same methodology, we expect to derive a mass-richness
relation in agreement with Simet et al. (2017). The clusters are binned by the richness parameter,
A, and by redshift in order to make a measurement of the mass-richness relation. Richness, as
defined by the redMaPPer cluster finder, is simply the sum of the probabilities that each satellite
is a member of the cluster. A comparison with the results of Simet et al. (2017) is made in Section
2.5.

AY model for redMaPPer clusters

In reality, the redMaPPer galaxy clusters (Figure 2.3) may not have correct centres. Here we
follow Simet et al. (2017) and assume that a fraction p = 0.8 of the clusters are well-centred
and (1 — p) = 0.2 are miscentred. To create the miscentred AX profiles, we first calculate the
following contribution from an offset or miscentred halo

1 2r
Zmis(RlRmis) = E / 2 NEW (\/RZ + ernis + 2R R s cos 6 do (27)
0

where R 1s the distance between the true cluster centre and the measured cluster centre. We
then use equation 2.2 to calculate AX. Finally, we convolve this with a distribution of offsets Ry;s,
assumed to be a Gaussian with o (Rps) = 0.4 h! Mpc and a mean of 0.0 h1 Mpc, in accordance
with Simet et al. (2017). The NFW mass assumed for the miscentred component is assumed to
be the same as for the centred component. We adopt the mass-concentration relation of Duffy
et al. (2008) when defining our haloes, and reported masses are masses within a sphere where the
matter density exceeds 200 times the mean matter density of the universe (Moo ). Having fixed
the centring probabilities, p and the concentration c, there is only a single free parameter, Mgop.

We omit the innermost regions (R < 0.3 A~! Mpc) to reduce systematic issues from strong
lensing near the cluster centres, lack of stellar mass estimates, and dilution which is strongest
in these regions. Finally, we apply a small multiplicative correction of 0.98 to the final mass to
account for cluster projection and triaxiality as estimated by Simet et al. (2017).

Properties of the redMaPPer lens sample are available in Table 2.1.
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Figure 2.3: Weak lensing signals for all 4 richness bins fit with the halo model. As no stellar
masses are available for the redMaPPer sample, we simply restrict our fit to larger radii and omit
the stellar contribution. The shaded region represents the 1o uncertainty. The vertical green
lines indicate the inner and outer limits of the fit.
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Table 2.1: Properties of the lens sample selected from the redMaPPer cluster catalogue. Clusters
were binned by their richness, 4, and redshift.

Richness Bin | Redshift Bin | (z) | Niepses | (1) | log( hA_/]th,‘\;lo )
0.09

[20,30) [0.1,0.2) |0.162 | 158 |24.1 | 14.26*0%
[20, 30) [0.2,0.33) | 0.272 | 390 |242 | 14.11*0%
[30,40) [0.1,0.2) |0.162 | 59 |343 | 1417005
0.10

[30,40) [0.2,0.33) | 0271 | 163 |34.3 | 14.33*010
[40,55) [0.1,0.2) | 0.165 | 28 |46.5 | 14.49*013
[40, 55) [0.2,0.33) | 0272 | 84 | 464 | 1447011
0.16

[55, 140) [0.1,0.2) |0.163 | 12 |69.5 | 14.82*010
[55, 140) [0.2,0.33) | 0273 | 54 | 725 | 14.88*0%

Dilution

There are no photometric redshifts for our dataset at this time. Consequently, it is difficult to
separate cluster members from background sources. The cluster members are not sheared and
so dilute the weak lensing signal. To estimate this effect, we adopt the method of Sheldon et al.
(2004). We select random RA and Dec positions from within the CFIS footprint and assign them
redshifts from our lens catalogue, ensuring that the redshift distribution of the lens catalogue and
the random catalogue are similar. We then process this set of random points as if they are lenses.
Here, C(R) corresponds to the overdensity of sources around the lenses by comparing the density
to a set of randomly selected points in the survey which represent the mean source density.

_ &fr(R) XisWis

C(R) = N fi(R) Zpswis

(2.8)

The number of randomly selected "lenses" is N, , N; is the number of group/cluster lenses, f,(R)
and f;(R) are the fractions of pixels which are unmasked around the random points and the lenses
respectively, and w,; and w;, are the weights of the background galaxies around the randoms
points and the group/cluster lenses respectively.

Because masking can vary from one point to another in the survey, we must also account for

39



Source Density Ratio

2.00 -

1.75

1.50 A

1.25 A

L.Og+

z=0.1-0.2

2.00 -
L.75 =
1.50 4
1.25

1.00 -

z=0.2-0.33

100
R (h~! Mpc)

Figure 2.4: Source density ratio for the redMaPPer richness bins.
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the masked out fraction around each random point and cluster as the variable masking affects our
measurement of the source density. We therefore Monte-Carlo sample the masks around every
random point and cluster, calculate the masked out fraction for each of these points, then correct
the overall source density.

Uncertainties in the overdensity are estimated by examining the number density of sources
around a selection of random points. This variability in the source density from one CFIS field
to the next enhances the uncertainty in the dilution correction factors, and hence the AX signal
as well as the final fitted masses. Given that the boost factors are correlated from one bin to the
next, we use covariance matrices to propagate these correlations into the final uncertainties.

Following Simet et al. (2017), we randomly select 20 sets of coordinates from the region
where CFIS and SDSS overlap for each lens in our catalogue to compute the overdensity. Source
density ratios for both redshift bins are plotted in Figure 2.4. It can be seen from Figure 2.4 that
this effect is something that must be accounted for, particularly for very rich clusters where there
remains an overdensity of sources even at large separations from the cluster centres.

We could use 2.8 to compensate for the effect of dilution, but instead, we opt to utilize the
Singh et al. (2017) estimator which attempts to correct for this effect by considering the density
of sources around the lenses as well as around a set of randomly selected points. Additionally,
this estimator subtracts the tangential shear around the random points. The estimator implicitly
assumes that the area around the clusters and the random points is equally masked in the survey.
We therefore incorporate the sampling of the masks around the lenses and randoms, and apply
them as a modification as follows:

Z Wls')’t,ls(R)Zcr,ls Z Wrs?’t,rs(R)Zcr,rs
& fr(R) ls rs

Nl fl(R) Z Wyes B Z Wrs

2.4.2 Tinker Groups

AS(R) = (2.9)

Lenses have also been selected from the group catalogue compiled by Tinker (2020b). This group
catalogue was created using a new self-calibrating group finding algorithm, which was applied
to the SDSS catalogue.

We bin the Tinker groups by their abundance-matched halo mass into 4 equally sized bins.
Properties of the lens sample binned by the halo mass are found in Table 2.2.

We also split the group sample by colour, using the COLOR_FLAG parameter included in the

Tinker catalogue which is derived from measurements of the 4000 Angstrom break of the central
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Table 2.2: Properties of the lens sample selected from the Tinker group catalogue. The lenses
were binned by the halo mass as estimated in the Tinker catalogue. Niepges 18 the number of lenses
in the given M}, bin. Also shown are the log of the mean estimated halo mass, the log of the mean
halo mass after adjusting the value of Sg, the mean redshift, the log of the mean stellar mass of
the group centrals, the log of the mean mass as measured by weak gravitational lensing in this
work, and the reduced y? of fit to determine the mass.

My Bin | Nines | log(i-) | log(t) | (2) | log(4) | log(iit) | 42,
(12.5,13.0] | 14785 | 12.75 1272|013 | 11.17 | 12.69*%1% | 1.01
(13.0,13.5] | 8227 13.24 1320 | 0.15| 11.36 | 13.36*007 | 0.94
(13.5,14.0] | 3833 13.74 13.68 | 0.17 | 11.53 | 13.80*9% | 0.89

(14.0,00] | 1633 14.36 1428 | 021 | 1171 | 14.18%99%% | 0.84

galaxy in the group. More specifically, Tinker (2020b) defines the boundary between star forming
blue galaxies and quiescent red galaxies as:

(2.10)

. 108L s — 9.9
Dy = 1.42 + ? [1 +erf(gL)]

0.8

The red and blue samples are then binned by stellar mass. The properties of the groups from this
binning regime are listed in Table 2.3.

AZ model for Tinker groups

For the galaxy groups, we compare the density of sources to those around a set of random points.
We see no evidence of a significant overdensity of galaxies around these galaxy groups. This is
likely due to the small overdensity in a narrow redshift range from galaxies in the group being
dominated by the high background density due to the depth of the survey. We therefore neglect
the effect of dilution, and opt to use a simpler estimator that makes no correction for this effect.

T )Y
AZ(F) _ IsWisYt&cr,ls @.11)

ZisWis

Uncertainties in the AX signals of the Tinker groups are calculated in a more simple way than
with the redMaPPer clusters since dilution is not a concern due to the lower richness nature of the
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Table 2.3: Properties of the lens sample selected from the Tinker group catalogue. The lenses
were binned by the colour and stellar mass as estimated in the Tinker catalogue.

. M, inker %
M, Bin Nienses 10g< h’Tk> (2) 10g<1]“4/[_o> <Mh,w1>/1012 szed

=y
(h™'Mo)
Blue
(10.0, 10.4] | 7859 11.83 0.07 | 10.23 0.07*¢ | 1.72
(104,10.8] | 10717 | 1211 | 0.09 | 1062 | 0.17*3% | 1.36
(10.8,11.2] | 10507 12.41 012 | 11.00 | 2383% | 1.06
(11.2,11.6] | 3860 1280 | 0.16 | 1136 | 322" |0.85
(11.6, 0] | 395 1346 | 020 | 1175 | 7.69*%8 | 0.69
Red
(10.0,10.4] | 1781 12.05 0.05 | 10.26 1237116 10.97
(10.4,10.8] | 6579 1228 | 0.07 | 10.65 | 2327206 |1.34
(10.8,11.2] | 14333 1280 | 0.11 | 11.03 8.80*33% | 0.89
(11.2,11.6] | 12506 1342|015 ] 1139 | 21598 | 1.04

(11.6, 0] | 2779 1409 020 1174 | 756735 |0.89
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lenses. For the uncertainty, we use the variance of the SHAPEPIPE shape catalogue. In general,
this can be written as

2
1
Var(y,) = | =—| Zw?o? (2.12)
Zw,-
where w; is the weight assigned to a given galaxy shape measurement and o5 is the variance of
the ellipticity. For SHAPEPIPE , o-l.2 is simply 2Lw, The variance therefore reduces to
1
AV =— 2.13
ar(y:) 25w, ( )

This quantity is calculated for each radial bin, and multiplied by X, to obtain the final uncertainty
for each AX measurement.

The AX signals are fit with simple NFW profiles for the group component. Given that the
Tinker (2020b) catalogue is accompanied with a mock catalogue, we additionally fit the signals
for these groups with an offset component to account for miscentring and other inaccuracies in
the group finding algorithm. We bin the mock catalogue with the same constraints as the real
group catalogue, and generate offset NFW halos for each group using the following equation to
calculate their contribution.

_ 1 2r
Sou(R|Ron) = 7 / d6 npw (\/R(%H + R? + 2R R0y cosf (2.14)
0

We compute the mean of these individual profiles and take this as the total offset halo
contribution to the AX signal. This composite offset profile is then fixed and added to the overall
model.

Finally, we add a stellar component with fixed mass M. to complete the model using the

following equation:
M.,
AX, = 2.15
nR? (1)
The data were fit out to 2R to avoid fitting contributions to the AX signal from contaminating
effects from nearby structures.

2.5 Results and Discussion

2.5.1 Clusters

In order to test the validity of our source redshift distribution n(zs) model, as well as the shape
measurement pipelines used by the CFIS survey, we make a comparison of redMaPPer clusters
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Figure 2.5: The mass-richness relation for redMaPPer clusters compared to the mass-richness
relation from Simet et al. (2017).
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Figure 2.6: A comparison between the mass-richness relations from this work and from literature.
A values have all been converted to Aspss to account for differing survey depths, and the relation
derived in this work has been redshift evolved to z = 0.35 to make a direct comparison with the
others.

and the resulting mass-richness relation to that of Simet et al. (2017). After binning the clusters
by redshift and A, measuring their AX profiles, and fitting them with the methodology described
in Section 2.4.1, we apply a 2% correction to the mass to account for the effects of projection and
triaxiality based on the analysis of Simet et al. (2017). The resulting masses are listed in Table
2.1. Finally, we fit a mass-richness relation to the redMaPPer cluster weak lensing masses, using
the following form defined in Simet et al. (2017),

(M) = Mo (%) ,

(2.16)
with the pivot, Ay, fixed to 40. As can be seen in Figure 2.5, our measured values of My and A
are in good agreement with those of Simet et al. (2017).

In addition to the mass-richness relation comparison with Simet et al. (2017), we also compare
our results to a collection of redMaPPer mass-richness relations from literature. We use the
collection of relations compiled in McClintock et al. (2019) as the basis for our comparisons.
These mass-richness relations come from a variety of surveys with varying depths, which induces
a disagreement in the 4 measurement of a given cluster. As McClintock et al. (2019) cites the
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Apgs v1 values, we first convert them to the Agpss values used elsewhere in this work. We also
include redshift evolution to make a fair comparison to the other relations. To this end, we use
the following conversions from McClintock et al. (2019).

Aspss = (0.93 + 0.14)/11)55 Y1 (2.17)
ML) = by (A58 (L+2 " (2.18)
’ -0 /lo 1+ 20 )
We use z9 = 0.35 and G, = —0.3 £ 0.3 to evolve our mass-richness relation to the same

redshift as our comparison values. The comparison is presented in Figure 2.6. Our M, and «
values are in broad agreement with those from other surveys and methodologies. This validates
our derivation of the n(zs) distribution in Section 2.3.1 despite the lack of photometric and
spectroscopic redshifts in the CFIS survey.

2.5.2 Tinker Groups
Halo Mass Binning

We then proceed to the group catalogue of Tinker (2020b). First, we bin the group catalogue
by estimated halo mass, then fit the resulting AX signals using the methodology described in
Section 3.4.2. The resulting masses are displayed in Table 2.2 and Figure 2.9. The highest
mass bin is not in good agreement with the expected halo mass from the catalogue, given the
30 discrepancy between the two values. However, it should be noted that unlike Section 2.5,
we are not comparing two measurements using similar methodologies and techniques. The mass
estimates from the group catalogue come from abundance matching, and therefore we do not
necessarily expect strict agreement.

Whereas our fitted masses of redMaPPer clusters were compared to similarly-derived weak
lensing masses (Simet et al., 2017), the masses in the Tinker (2020b) catalogue are based on
abundance matching with cosmological parameters from the Planck-Bolshoi simulation. These
cosmological parameters correspond to a high value of the parameter Sg = (1,/0.3)% 05 = 0.83.
This value of Sg differs from many low-redshift measurements. For example, Boruah et al. (2020)
fits a number of non-CMB determinations (weak lensing, peculiar velocities, cluster abundances)
of Sg, which together prefer a lower value of Sg = 0.765 + 0.009. Note that not all datasets in
Boruah et al. (2020) are independent, so the uncertainty in this average should be taken with
caution. We therefore test the effect of re-adjusting Tinker’s mass estimates. Specifically, we
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Figure 2.7: Weak lensing signals for all 4 Tinker Group mass bins fit with a halo model consisting
of a centred NFW profile, an offset NFW profile, and a stellar component. The vertical green
bars indicate the regions being fit. For the three lowest mass bins, there is only an upper limit to
the fit range as their Einstein radii were too small to provide a lower limit.
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Figure 2.8: Comparison between estimated group halo mass of Tinker (2020b) and the weak
lensing masses measured in this work. We show both the original halo mass estimates (blue),
as well as the halo mass estimates after reducing Sg and adjusting the masses via abundance
matching (red).
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use abundance matching to recalculate the halo masses for cosmologies with lower values of o
by keeping €, fixed at the value of 0.3 and using the Tinker et al. (2008) halo mass function.
Reducing Sg has the effect of reducing all predicted halo masses but the reduction is largest at
the highest halo masses. As shown in Fig. 2.8, these Sg = 0.76 halo masses are a better match
to the weak lensing masses, particularly because the highest halo mass bin, which is 3.6 sigma
discrepant with Bolshoi-Planck Sg = 0.83 reduces to below 20 for Sg = 0.76. If we fit Sg by
adjusting the abundance-matched masses to the measured weak lensing halo masses, we find
Ss = 0.74 + 0.03, but the quality of the fit is not good: x> = 10.7 for 3 degrees of freedom
(p = 0.013). Therefore, the uncertainties on the fitted Sg may be underestimated.

For the groups with a mean estimated halo mass in excess of 10'* M, we explore some poten-
tial explanations for why we observe such a strong discrepancy between the estimated halo mass
and the weak lensing halo mass. First, we considered that despite their classifications as groups
and not clusters, they have similar estimated masses as the lowest richness redMaPPer clusters.
We therefore investigated the possibility that dilution was playing a similar role as in our cluster
measurements. However, when measuring the dilution correction factor using Equation 2.8, we
find no evidence of dilution around the groups.

We also consider that because of their high estimated mass, there are potentially strong lensing
effects at low radial separations from the groups centres that suppress the signal in those regions.
We therefore calculate the Einstein radius of the estimated halo mass, and exclude any points
within double that radius from the fitting process. For the highest mass groups, this cuts out all
data points less than ~0.3 #~! Mpc from the group centre. The masses cited in Table 2.2 already
include this cut, and so this also does not explain the discrepancy. The three lowest mass bins do
not have Einstein radii large enough to affect the fitting procedure.

Binning by Colour and Stellar Mass of Central Galaxies

Additionally, we separate the groups by the colour of their central galaxy using the color_flag
parameter of the catalogue. We then bin these groups by their estimated stellar mass and measure
their weak lensing masses, which can be found in Table 2.3 and Figure 2.10. For the blue groups,
we do not have sufficient signal to constrain the masses tightly. We also note that the weak lensing
masses for these groups are systematically lower than the expectation from the catalogue, even
after correcting for the high mass estimates due to the choice of cosmologies. We therefore fit a
multiplicative factor f to the expectation values and find f = O.91f%:§%, indicating that this bias
is not statistically significant.

The red groups are tightly constrained at stellar masses greater than 10'! M, and are in better
agreement with the expected masses from the catalogue than the blue groups. Additionally, we
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Figure 2.9: Weak lensing signals and fits for all Tinker groups binned by colour and stellar mass.
Blue groups are in the left column, and red groups are in the right column. Stellar mass increases
with each row. The best fit models and uncertainty are overplotted, and only the region they were
fit to is shown. The inner limit to the fit is defined by the Einstein radius or the group, and the
outer limit is defined by the virial radius.
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Figure 2.10: Masses for the Tinker groups binned by the colour and stellar mass of their central
galaxies, compared to the expectation from the Tinker (2020b) catalogue, which had Sg = 0.83.
The dashed lines indicate the expected Tinker masses after adjusting the cosmology to Sg = 0.76.
We also show data from Mandelbaum et al. (2016), although these centrals are not drawn from
the Tinker groups. Inset: Same plot but with a linearly scaled y-axis to show that the lowest mass
red centrals, while having weak lensing masses greater than the expectation, are not significantly

different.
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see evidence for a bimodality in the halo masses of red and blue groups at a fixed stellar mass, in
agreement with the results of Mandelbaum et al. (2016) and in disagreement with the results of
Hudson et al. (2015).

Cui et al. (2021) use a set of simulations which successfully reproduce this bimodality to
explore the root causes of this observation. They find that two components of their input physics
are responsible for the phenomenon: jet-mode AGN feedback and X-ray AGN feedback. The
jet-mode AGN feedback begins when the cold gas fraction is low, and the X-ray feedback begins
later and removes the remaining star forming material, thus quenching and reddening the galaxy.
After being quenched, the halo continues to grow, which leads to the observed bimodality.

To understand the impact of our choice of model, we choose to additionally perform fits
without the offset halo component based on the mock profiles. We compare the ratios of the
masses with the offset component to those without. We find that the inclusion of the offset profile
reduces the masses of the blue groups to 26% of their mass without the offset component, while
the masses of the red groups are reduced to 67% of their mass.

2.6 Conclusions

We derive an n(zs) estimate for the CFIS weak lensing survey by leveraging CFHTLenS pho-
tometry and an additional spectroscopic catalogue. We use the method of Hildebrandt et al.
(2017) to reweight the spectroscopic catalogue until the distribution of sources matches that of
CFIS. We then fit a simple model to this reweighted spectroscopic distribution to measure the
redshift distribution of CFIS sources; a necessary component for a weak lensing survey with no
photometric or spectroscopic redshifts.

We then validate our model for the source redshift distribution n(zs) by measuring the mass-
richness relation using redMaPPer clusters with richnesses between 20 < A < 140 and redshifts
between 0.1 < z < 0.33 using the methodology of Simet et al. (2017). We fit the weak lensing
profiles of these clusters, taking into account effects such as dilution, and halo projection and
triaxiality. We then fit a simple model to the resulting masses to establish a mass-richness relation.
The resulting mass-richness relation is in good agreement with that of Simet et al. (2017) as well
as in broad agreement with the measurements from a variety of other surveys.

We then proceed to analyze the group catalogue of Tinker (2020b). We first split the group
catalogue by the estimated halo masses. The resulting weak lensing profiles are then fit with
a model including the effects of miscentring by estimating the offset profiles using the mock
catalogues. We find that the estimated halo masses are in good agreement with the weak lensing

53



masses, except in the case where the estimated halo masses are in excess of 10'* M. There is no
evidence for dilution or a suppression of the signal due to strong lensing effects for these groups.

We then bin the Tinker (2020b) group catalogue by colour and stellar mass. Again, the mock
catalogue is leveraged to estimate the contribution to the signal from miscentring. While the mass
constraints on the groups with blue centrals are not strong, we find a systematic overestimation of
the halo mass from the catalogue compared to the measured weak lensing masses. Additionally,
we find evidence of bimodality in the halo masses of red and blue centrals at a fixed stellar mass,
in agreement with the results of Mandelbaum et al. (2016).

2.7 Appendix

To demonstrate that the signals measured in this work are genuine and not the result of a strong
systematic bias, we can compare them to the measured signals around the random points used to
correct for dilution. Since the points were randomly selected, there should be no weak lensing
signal observed around them. Figure 2.11 shows the mean tangential and cross components of
the shapes of background sources around these random points. These signals are consistent with
zero, indicating that that the signals measured in this work are truly the result of weak gravitational
lensing induced by the clusters and groups being studied.
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Figure 2.11: The tangential (blue dot) and cross (red cross) components of the y signals measured
around the random points for the redMaPPer clusters. Though these random points are not real
lenses, and hence have no richness, the richness bins the random points were selected to correct
for are shown.
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Chapter 3

Satellites

3.1 Introduction

As galaxy groups accrete additional members, these satellite galaxies are subject to a series of
interactions to which field galaxies are not subject. Ram pressure stripping, where the intracluster
medium acts as a wind, strips away gas and dust from the infalling satellite galaxy. This effect was
first discussed by Gunn & Gott (1972a) and has been observed many times since (e.g. Roberts
etal. 2021b, Durret et al. 2021b). Tidal stripping occurs due to interactions with the host (group or
cluster) halo. As the satellite passes through its pericentre point, it experiences its strongest tidal
forces which strip material from the satellite subhalo. As most of the baryonic matter has sunk to
the centre of the satellite’s potential well, this tidal stripping primarily affects the dissipationless
dark matter. This effect was first discussed in the context of globular clusters by von Hoerner
(1957b), but a more thorough derivation in the context of satellite galaxies can be found in Read
et al. (2006b). Harassment, whereby satellite galaxies are tidally heated by frequent, high speed
interactions with other satellite galaxies (Moore et al., 1996b), can disrupt galaxy disks and strip
away matter from dark matter haloes. The tidal heating of disks and dark matter haloes from
harassment can therefore enhance tidal stripping in high density environments.

The quenching process can even begin before any material is stripped from the satellite
subhalo. The subhalo, orbiting within the halo of the group, is dominated by the host halo and
can no longer accrete star forming material. This cutoff of access to star forming material leads
to the additional effect of quenching of star formation in satellite galaxies in group and cluster
environments.

Weak gravitational lensing can be used to measure the distribution of matter around satellite
subhaloes. Because it is sensitive to both baryonic and dark matter, it is a powerful technique for
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measuring how galaxy group environments affect the subhaloes of the satellite members. Ob-
servationally, tidal stripping has been measured in rich clusters (Natarajan et al., 1998, Natarajan
et al., 2002, Natarajan et al., 2009). In particular, Natarajan et al. (2002) found evidence of tidal
stripping by examining satellite galaxies in massive galaxy clusters. Rich clusters were observed
in the range of 0.17 < z < 0.58 with archival data from the Hubble Space Telescope and strong
and weak lensing were used to determine that the dark matter distribution in the inner regions
of these clusters was smoothly distributed and a finite truncation radius was detected for the
satellites.

Fang et al. (2016) observed rich clusters in the redMaPPer catalogue and found that many
of the quenched satellites had been quenched prior to their accretion onto the cluster. This
could potentially be explained by preprocessing of these cluster satellites by lower mass group
environments before the group was accreted. Simulations additionally predict this tidal stripping
effect at the smaller mass scales of galaxy groups (Joshi et al., 2019).

However, studies have attempted to observe preprocessing of cluster satellites by using weak
lensing to study lower richness galaxy groups. Gillis et al. (2013), Li et al. (2014), and Sifén et al.
(2015) all observed satellites in group environments with weak lensing. While satellite subhaloes
were detectable and halo masses were obtained, statistically significant evidence for truncation
radii of these group satellites has remained elusive.

Dynamical friction, the loss of momentum of an object as it passes through a field of less
massive particles (Chandrasekhar, 1943), causes the orbits of satellite galaxies to decay as they
travel through the dark matter and intracluster medium of their host haloes. As a result, we expect
satellites that have spent the most time in the host halo to spend more time near the group centre,
which in turn means we expect them to be more tidally stripped on average. We can therefore
use the projected separation between the satellites and the group centres as a proxy for the infall
time. By stacking satellite galaxies by that projected separation we expect to see that subhaloes
with smaller separations have been more strongly stripped than satellite subhaloes at larger radii.

The dynamical friction force is proportional to the square of the satellite mass. This induces
the complicating factor of mass segregation, whereby more massive satellites will sink to the
centre of the groups on shorter timescales than their less massive counterparts (Contini et al.,
2012, van den Bosch et al., 2015). This confuses the measurements described above as the effects
of mass segregation and tidal stripping oppose each other when stacking satellites by projected
separation. To account for the effect of mass segregation, we can use the stellar mass, which is
relatively unaffected by tidal stripping, as a proxy for the infall mass. When measuring the stellar
to halo mass relation as a function of the projected separation between satellite subhaloes and the
group centres, we therefore anticipate ratios that decrease with increasing separation.

In this chapter, we make use of the group catalogue of Tinker (2020b) to measure the weak
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lensing signal around satellite galaxies in group environments. We utilize a preliminary data
release from the CFIS/UNIONS survey as our source catalogue. We then split the satellite
sample into three bins of projected separation from the group centre to attempt to measure the
effect of tidal stripping in these environments.

Gao et al. (2004) used simulations to analyze a population of satellite subhaloes. For satellites
with the properties described in Table 3.2, we can use these simulations to make predictions about
how much matter we expect to be retained after being tidally stripped. Using Gao et al. (2004),
for the entire sample of satellites, we expect about ~40% of the halo mass to be retained. For the
satellites that have been binned by their projected separation from the group centre, the innermost
bin should retain ~15% of its halo mass, the middle bin should retain ~35% of its halo mass, and
the furthest bin from the group centre should retain ~50% of its halo mass.

In Section 3.2, we provide a brief theoretical overview of weak gravitational lensing. In
Section 3.3 we describe the data used to make the measurements, and we give a succinct overview
of similar studies. In Section 3.4 we discuss the lens catalogue as well as the model used to fit a
weak lensing signal from such lenses. We then present the results in Section 3.5, discuss them in
Section 3.6, and offer our conclusions in Section 3.7.

Throughout this chapter, we adopt a flat ACDM cosmology with a Hubble parameter & =
Hy/(100 km s~! Mpc™!) = 0.7 and Q,, = 0.3. The & dependence is included in all derived
quantities throughout this work. Halo masses are defined as the mass within a radius where the
density is 200 times the mean matter density (M2pom)-

3.2 Weak Gravitational Lensing

Light from distant background sources is distorted as it passes through the gravitational potentials
from the galaxy groups and satellites being analyzed. The potentials cause a slight tangential shear
in the shapes of the background sources. We can therefore examine the distribution of matter in
these galaxy groups by measuring the tangential distortion they induce in the background sources.
This distorting effect is sensitive to both baryonic and dark matter, making it a powerful probe of
the dark sector.

Because light from the background sources is distorted by both the galaxy group halo, in
addition to the subhaloes associated with the satellite galaxies hosted by the group, the distortion
is more complex than for a single halo.

The tangential shear, 7y, regardless of the number of lenses inducing it, can be expressed as

A%

= N
Yt o 3.1
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where AX is the excess surface density (ESD), and X, is the critical surface density. The excess
surface density is defined as _
AY = X(<R) - Z(R) (3.2)

where R is the projected separation between the lens and the background source on the sky.
Because we will be analyzing satellite galaxies, there will be a AX signal associated with the
satellite subhalo as well as an offset AX contribution from the host halo of the galaxy group.
Section 3.4.2 will describe in greater detail how the AX signal from the offset group halo is
modelled.

The critical surface mass density, which defines the separation between the strong and weak
lensing regimes, is given by
c? D (z)

Z:cr » Ls) = 3.3
(a1.25) 4nG Da(z1) Da(z1,25) ©G-9)

where D (z1), Da(zs), and Da(z, zs) are the angular diameter distances to the lens, source, and
between the lens and source respectively. For weak lensing, AX < X, and therefore the induced
shear, vy, 1s small.

If the individual source redshifts are not known, the critical surface mass density can be altered
to incorporate a probability density function, n(zs) that describes the overall redshift distribution
of the background sources

«1_4nG [ Da(z1) Da(z1, 2s)
S = d 3.4
cr c2 '/Zl Da(zs) n(zs) dzs (3.4)
Lens source pairs are given weights, wis, defined as
Wis = Ws iC—rZ 3.5

The weights used in this study are provided by the lensfit algorithm, which was used to
measure the galaxy shapes. The excess surface mass density can then be written in terms of the
observables as .

lewls)’tzcr,ls

AY =
(r) ZisWis

(3.6)

For the uncertainty in AX, we use the variance of our shape catalogue (described in Section
3.3). In general, the variance can be written as

2
Var(y,) = (%) Swio? (3.7



where w; is the lensfit weight assigned to a given galaxy shape, and o7 is the variance of the

ellipticity. For our catalogue, o = ZLwﬂ which reduces the variance to
Var(y,) = — (3.8)
ar = —. )
i 22Wi

The uncertainty in the observed AX is then the variance, scaled by X;.

3.3 CFIS

CFIS is a wide field imaging survey, with weak lensing being a primary science driver. The
survey will ultimately contain ~ 5000 square degrees of high quality, r-band weak lensing data.
This work makes use of an internal release of the first 1,565 square degrees of weak lensing data.

For this work, we make use of the shape catalogue generated by SHAPEPIPE, a Bayesian
model fitting code that produces galaxy shapes (Guinot et al., submitted). SHAPEPIPE also makes
use of metacalibration to perform an initial calibration of the galaxy shapes (Sheldon & Huff,
2017). The initial release contains 40,151,119 usable sources with shape measurements. This is
already comparable to the number of sources from much wider surveys, such as SDSS DR7 with
41,631,361 galaxies with shapes (Luo et al., 2018).

It should be noted that the number of objects is not the only advantage of the CFIS data. CFIS
data is also deeper, providing a greater fraction of sources at large distances. This increases X,
boosting the excess surface mass density signal (Equations 3.4 and 3.6).

This gives CFIS a distinct advantage over previous weak lensing surveys, especially when it
comes to subtle effects such as the tidal stripping of satellite galaxies.

This work has several advantages over these previous studies. In addition to the advantages
associated with the CFIS survey above, CFIS also has significant overlap with the SDSS catalogue,
which provides us with the ability to utilize large catalogues of galaxy groups, such as the Tinker
(2020b) group catalogue used in this work. This group catalogue comes with several advantages
of its own. The catalogue was assembled using a more refined group finding algorithm that
results in a more pure sample of galaxy groups. Additionally, the group catalogue also comes
with a catalogue of mocks, allowing us to directly estimate the weak lensing contribution from
the offset halo component, thus contributing to a better estimate of the satellite dark matter halo.
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Bin <Separation> | Nienses | log( hﬂf[lh}{jp log( ﬁ;‘;‘) <z> | log(3=) | log(£)
(h'kpe) | (h7! kpe)
All 476.6 12248 12.01 14.26 0.074 10.83 10.11
(0, 254] 1344 4169 12.00 14.05 0.068 10.78 10.14
(254, 566] 398.0 4136 12.00 14.16 0.073 10.81 10.06
(566, o] 920.8 3943 12.01 14.47 0.081 10.89 10.13

Table 3.1: Properties of satellite galaxies before and after binning by their projected separation
from the group centre. These are the means of the values provided by the Tinker (2020b)
catalogue.

3.4 Satellite Galaxies as Lenses: Data and Model

3.4.1 Satellites from the Tinker group catalogue

We select satellite galaxies from the group catalogue of Tinker (2020b). We select satellite
galaxies from groups with five or more satellites by cutting with N_sat > 5. The properties of
this satellite sample are presented in Figure 3.1 and Table 3.2.

There are 12,248 satellites in total (log (11“4/1*) 10.83), with 3,063 being star forming (log
(M »=10.33) and 9,185 being quenched (log (M )=10.66). For the total sample log (;= ’“ =

12.58, for the star forming sample log (
=11.79.

llM

Since the dark matter subhalo is more extended than the stars of the satellite galaxy and
therefore is preferentially stripped, we can use the stellar mass of the satellite to estimate the
pre-infall dark matter halo mass. To accomplish this, we make use of the stellar-to-halo mass
relation of Chapter 2 (Figure 2.10) to convert the stellar mass provided in the group catalogue to a
corresponding pre-infall halo mass, M} max. Using this relation, we derive a pre-infall halo mass

for the star forming satellite population of log (Mh = ) = 11.85. For the population of quenched

satellites, we find log (= My, m“) =12.22. A hlstogram of (75 hmax) is shown in Figure 3.1.
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Figure 3.1: Left: Distribution of pre-infall satellite halo masses as estimated from their stellar
mass for the sample of satellite galaxies in the Tinker (2020b) catalogue which overlap with
CFIS. The red and blue histograms represent the halo mass distribution for the quenched and star
forming satellites respectively, while the black histogram is the total distribution. Right: The
distribution of stellar masses for quenched (red) and star forming (blue) satellites.
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Figure 3.2: Distribution of stellar masses of the satellite galaxies after being binned by their
projected separation from the group centre.

3.4.2 Model for Weak Lensing by Satellites

We fit AX with a combination of different models. The first is a simple non-truncated profile
consisting of an NFW profile for the satellite subhalo and an offset profile designed to account
for the group halo.

The offset group component is calculated using the mock catalogue for the Tinker (2020b)
groups. For each satellite in the mock catalogue, we find the most massive object within a
3h~'Mpc projected radius. We then generate an offset NFW profile for each of these objects
using the following equation:

_ 1 2
You(R|Ron) = o / df Znrw (\/R%)H + R% + 2RRoy cosf | .
0

The mean of each of these offset halo profiles is then calculated, and the overall AX signal is
calculated with Equation 3.2. Figure 3.4 visualizes the AX contribution from offset haloes.

To complete the model, we generate a third component to account for the stellar mass of the
satellite galaxy. This is modeled with the stellar mass from the group catalogue:
M.

A, = .
TR?
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Group I-N
ROHJ

Figure 3.3: Diagram explaining the calculation of the offset NFW term (Equation 3.4.2). The
group halo is indicated in grey, while the satellite subhalo orbiting within the group halo is in
blue. Rpp (red line) shows the offset between the centre of the group halo and the centre of
the satellite subhalo. R, (green circle/arrow) is the radius at which the offset contribution is
calculated at. Because we want the offset group contribution for a range of radii, we evaluate the
integral of Equation 3.4.2 for each radial bin in the fits.
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Figure 3.4: AX contribution from haloes at various Rpg offsets. An Roy of O is equivalent to a
centred NFW.
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The complete model therefore consists of the addition of the NFW subhalo component, the
offset NFW group term, and the stellar mass term. The data was fit out to the point where the
offset group term becomes dominant, in order to avoid fitting contributions to the AX signal from
contaminating effects from nearby structures. We test the sensitivity of the fit to this choice of
fitting radius and discuss the effect it has on the measured parameters in Section 3.5.2.

Because we are attempting to measure the truncation radius due to tidal stripping for these
satellites, we must also fit for this. Here, we additionally fit with the stripping model of Man-
delbaum et al. (2006), which modifies the satellite subhalo term beyond some radius Riync as

follows:
AE(Rtrunc)

(R/Rtrunc)_2 .
We use this modification of the subhalo term in two different additional models beyond the
nontruncated fit. The signal is therefore fit with 3 different combinations of free parameters. The
first fit uses the halo mass as the free parameter, while no truncation radius is applied. The second
fit uses both the halo mass and the truncation radius as free parameters. The third and final fit
fixes the halo mass and fits a truncation radius. In this scenario, the mean stellar mass for the
satellites is calculated using the group catalogue, then the expected halo mass is interpolated by
assuming the stellar to halo mass relation for centrals from Chapter 2.

AX(R > Ryunc) = (3.9)

A fourth fit where the truncation radius is not fit and the halo mass is fixed to 0 Mg, is also
applied but not shown. This is calculated for the sole purpose of statistically determining how
strong the satellite detection is. All four of the fits described here include the fixed contributions
from the stellar component and the offset group component.

3.5 Results

3.5.1 All Satellites

The signal for all satellites, regardless of projected separation from the group centre, is shown in
Figure 3.5. This signal is then fit with the models described in Section 3.4.2.

All 3 models with a satellite dark matter subhalo component are a good fit to the data.
The model with no satellite dark matter subhalo, i.e. 100% stripping, is ruled out at 2.7c.
Additionally, the masses derived from the two fits where the satellite dark matter halo mass is
a free parameter (log(%> = 12.48t%.113 and log(%) = 12.48fgé§) are in good agreement
with the expected mass from the model where this parameter was fixed to the value obtained from

centrals (log<%) =12.42).
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Bin <Separation> Fit1 Fit 2 Fit3
(h~! kpe) (! kpe) (h~! Mpc) (h~! Mpc) (h~! Mpc)
All 476.6 log(—— =12 48*015 | log(=A— =12, 487018 | log(—H— o)=12.42
Rirune = o0 Rirune > 0.18 Rirune > 0.19
¥?=6.77 ¥2=6.77 = 6.88
dof=8 dof=7 dof=8
(0, 254] 134.4 log(mry)=12:4870 4% | log(ieri-)=12.29"0 (0 | log(5=3-)=12.39
Rirune = Rirunc = 0.10700¢ Ryrune > 0.03
y> =528 y>=54 =53
dof=9 dof=8 dof=9
(254, 566] 398.0 log(—— o )=12. 09*0:54 | log(—H— =11 63407 | log(—H— o)=1241
Rirune = 0 Rirunc = 0.147000 Rirune > 0.01
Y =17.82 > =183 y> =183
dof=12 dof=11 dof=12
(566, ] 920.8 log(iy)=12.187038 | log (=i )=11.97*05) | log(s-)=12.48
Rirune = o0 Rirune = 0. 16+8 %)% Rerune = 0. 11+(()) (())76
x*=12.381 x> =128 x>=119
dof=14 dof=13 dof=14

Table 3.2: Fits to the weak lensing satellite signal using the three models described in Section
3.4.2. The first row contains the fits for the total sample of unbinned satellites, while the remaining
three rows are for the satellites after being binned by projected separation from the group centre.
Fit 1 is the model with mass as the only free parameter. In Fit 2, both mass and truncation radius
are free parameters. In Fit 3, the mass is fixed, and the truncation radius is the only free parameter.
For cases where the truncation radius was consistent with the maximum radius with which we fit,
we quote only a lower limit. The x> and number of degrees of freedom for each fit are shown as

well.
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Figure 3.5: Weak lensing signal for all satellite galaxies in the Tinker (2020b) group catalogue
with the three fits overlaid. The solid lines are the sums of all of the model components. The
dashed coloured lines are the contributions from the satellite subhaloes, the black dashed line is
the offset group term, and the dash-dotted line is the stellar component. The vertical yellow lines
indicate the range of data that was fit with each model. All satellites belong to groups with N_sat

> 5 and have P_saT > 0.5
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Figure 3.6: Weak lensing signal for satellite galaxies in the Tinker (2020b) group catalogue after
being binned by their projected separation from the group centre. Left: The satellites with the
smallest projected separations (Rsep < 254h~! kpc). Middle: The satellites with 254 < Rgep <
566h~! kpc. Right: The satellites with the largest projected separations (Rsep > 566h~! kpc).
The vertical yellow lines indicate the range of data that was fit with each model.

Lens properties, as well as the results from fitting the various models, are shown in Table
3.2. The measured truncation radius is Ryyne > 0.19471 Mpc for the second model and Riyype >
0.18h~! Mpc for the third model. Note that that the models only fit the data out to ~ 0.347!
Mpc, a truncation radius that is consistent with 0.3 A~! Mpc means that no statistically significant
upper limit can be placed on truncation due to tidal stripping.

3.5.2 Satellites Binned by Separation from Central

To attempt to measure the effects of tidal stripping on these satellite haloes, we additionally bin
them by their projected separation from their respective group centres. We define the bin edges
by selecting radii that provide us with three radial bins with an equal number of satellites in
each bin. Not all satellites in the CFIS footprint have lens source pairs however, which results in
slightly different numbers of satellites per bin. Details for each bin can be found in Table 3.2.

In this case, the uncertainties in the mass of the satellite dark matter halo are significantly
larger than in the unbinned scenario due to the reduction in the number of objects per bin.
Additionally, when we fit the bins with the 2 larger projected separations with a satellite halo
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mass fixed to 0 Mg, the fit is statistically not significantly worse than the fits shown in Figure 3.5,
questioning whether a signal from the satellites is even detectable at all in these bins.

We made two attempts at compensating for the reduction in the sample size per bin. The
first was to change maximum fitting radius. Since the signal is stronger at larger radii due to
the increase in the number of background sources, we thought including extra data points may
improve the fit. However, reducing or increasing the number of data points in the fit showed no
statistical improvement.

Additionally, we tried improving the purity of the sample by placing stricter constraints on
which objects were considered satellites. To do this, we simply changed the P_sAT value from
the Tinker (2020b) catalogue for which we consider an object a satellite. By increasing this value
from the nominal 0.5, to 0.6, 0.7, 0.8, and 0.9, we decrease the number of satellites per bin, but
hopefully increase the signal by rejecting more false positives from the satellite sample. As with
adjusting the number of data points fit, adjusting the purity of the sample offered no improvement
to satellite fits, as the increase in the sample purity was offset by the reduced sample size.

3.6 Discussion

When all satellites in the catalogue are binned together, regardless of projected separation from the
group centre, we obtain AX profiles that are sufficient to place a statistically significant constraint
on the subhalo mass and truncation radius. By comparing the fitted models to a model with no
dark matter halo, we find that the dark matter halo mass is detected at the 2.70" level. Additionally,
we obtain the same satellite halo mass for both models with mass as a free parameter, and find
that the mass is in agreement with the prediction from the group catalogue.

However, by binning the satellites by projected separation from the group centre, the noise
increases. Of the three bins, the only one with a signal strong enough to detect the contribution
from the satellite halo is the innermost bin. For this bin, we can rule out the zero mass model
at the ~20 level. When applying the zero mass model to the more separated bins, we find
2 values that are quite comparable to those of our other models. Overall, we fail to detect
statistically significant evidence of tidal stripping in satellite groups due to the increase in noise
when binning the satellites by projected separation from the group centre. The strength of our
signal is comparable to that of Sifén et al. (2015) despite having a larger weak lensing catalogue
with which to work. This is likely due to the lack of photometric redshift estimates which would
help separate genuine background sources from foreground objects.

In order to determine the effects of contamination from galaxies that are erroneously listed
as satellites, we also apply various cuts on the probability that a given galaxy is truly a satellite
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by cutting on the P_sAT parameter. As Tinker (2020b) uses 0.5 as the threshold for the P_saT
parameter for classifying galaxies as satellites, we first cut on that value, and then additionally
cuton 0.6, 0.7, 0.8, and 0.9 and examine how that affects the measured weak lensing signal of the
stacked lenses. While these higher cuts increase the purity of the satellite galaxy sample, they
also further reduce the number of lenses in each bin. We find that the increase in purity is not
sufficient to offset this reduction in numbers, and the resulting fits were less significant than with
the original threshold.

Despite the lack of detection of the tidal stripping of satellite subhaloes in galaxy groups, we
can still place some constraints on the truncation radius. We vary the truncation radius of the
various models applied to all satellites until the y? increases by 4 to determine the 20~ lower limit.
We find that we can rule out a truncation radius smaller than 17 2~! kpc at the 20~ confidence level.
This value is comparable to the ~15 kpc radius Natarajan et al. (1998) found that encompassed
most of the total mass of L* galaxies in massive clusters.

We additionally note that the offset profiles we use in the fitting process are not a great fit
to the weak lensing signal, especially at large radii. Given the non-detection of tidal stripping,
the weakness of the signal strength, and the fact that we don’t fit the signal to any data points
where the offset group term is dominant, we elect to ignore this issue in this work. However, this
highlights the importance of realistic mock group catalogues. As weak lensing surveys continue
to grow, and group catalogues continue to improve, signals will become stronger and the offset
group term will need to be more accurately modelled than can be done here.

3.7 Conclusions

We use the SDSS group catalogue of Tinker (2020b) to observe the weak lensing signal around
satellite galaxies in group environments in an attempt to measure the tidal stripping of these
objects.

For the entire sample of satellites, we find a satellite subhalo mass in good agreement with the
expectation from the stellar-mass-to-halo-mass relation of central galaxies drawn from the same
catalogue. Additionally, we place a 20~ lower limit on the truncation radius of 17 4~! kpc.

We then attempt to measure the truncation radius as a function of the projected separation
from the group centre by binning the satellites. With the satellites binned, the strength of the
signal decreases significantly. We were only able to detect the weak lensing signal contributed by
the satellite dark matter haloes in one of the 3 bins of projected separation. We try to improve the
signal by improving the purity of the satellite sample, but any improvement in the signal is offset
by the decrease in the number of lenses. We also attempt to improve the fit by fitting the data
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out to different radii, but this does not improve the quality of the fits to a statistically significant
degree.

Future studies can potentially fare better with improved group catalogues and additional weak
lensing data. The group catalogue used in this work is based upon SDSS data, but the deeper
DESI survey (DESI Collaboration et al., 2016) should result in an order of magnitude larger
sample of galaxy groups and satellites. Additionally, this work was completed with the internal
“version 0” release of the first 1,565 square degrees of CFIS weak lensing data. Ultimately, the
survey should produce approximately 5,000 square degrees of high quality weak lensing data,
expanding the overlap between the source catalogue and existing group catalogues, providing a
much larger sample of satellites with which to work. This will allow us to place tighter constraints
on satellite masses, even after being binned by projected separation from the group centre.
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Chapter 4

Simulations

4.1 Introduction

Weak gravitational lensing is a powerful tool for probing the matter distribution in the universe.
Both baryonic and dark matter induce a distortion in the observed shape of distant background
galaxies. Correlations in the shapes of these distant background galaxies can therefore tell us
about the mass distribution in the universe from galactic scales up to the large scale structure of
the universe.

Cosmic shear, the weak gravitational lensing due to the large scale structure of the universe, is a
very demanding application of this technique. It generally requires the shapes of the background
sources to be measured with better than one percent accuracy. While there are a variety of
techniques for measuring galaxy shapes, none surpass the required threshold without some form
of external calibration.

The solution to this problem requires simulations of weak lensing observations. By simulating
weak lensing observations, the input galaxy shapes are known in advance and can then be
compared to the measured shape to determine the bias of the shape measurements.

In practice, there are many additional complicating factors that can induce shape measurement
biases. Light from these distant background source galaxies passes through the atmosphere, which
blurs the observations and circularizes the observed galaxy shape, destroying some of the shape
information. That light is then pixelised onto a CCD. Additionally, since it’s the background
sources that contain the information, the images of these faint sources are very noisy. All of these
factors make measuring shapes on a given image difficult.
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Beyond that, there are also factors relating to the weak lensing survey itself that can induce
bias. The depth of the survey affects the effective number density of sources, which affects the
number of blended sources you expect to observe. If two galaxies blend together and are detected
as a single object, attempts to measure its shape will produce spurious results. The number of
stars observed can also impact how well you can model the PSF, which determines how well the
original galaxy shape can be recovered after attempting to correct for the blurring effect of the
atmosphere. Even the unique distortions of the camera used to take the observations can impact
the measurement bias.

It is therefore a good strategy when calibrating shape measurement pipelines to produce a
set of simulated observations that reproduce the properties of the weak lensing survey as closely
as possible. STEP (Heymans et al., 2006b; Massey et al., 2007) and GREAT (Bridle et al.,
2010; Kitching et al., 2010; Mandelbaum et al., 2014) began this process by producing a set of
survey-agnostic simulated galaxy observations. These were generated for shape measurement
competitions and were relatively simple.

Future simulation work focussed on the calibration of specific weak lensing surveys. Fenech
Conti et al. (2017) generated a mock survey with catalogue properties intended to emulate the
KiDS survey as closely as possible. Galaxy properties were determined parametrically, however,
and the galaxies were randomly distributed across the field. Kannawadi et al. (2019) expanded
on the simulations by specifically addressing those issues. Galaxy properties were taken directly
from the COSMOS galaxy catalogue (Griffith et al., 2012). Thus, any correlations between
galaxy magnitudes, sizes, and ellipticities was automatically accounted for, and the clustering of
galaxies was accurately represented.

As demonstrated in Hoekstra et al. (2017), there are many sources of bias that can arise from
utilizing an improper distribution of galaxy properties. Galaxy sizes can affect the bias, as large
galaxies are less affected by the circularization due to the PSF. Fluctuations in the density of
sources can also induce bias by affecting the number of blended sources and close pairs (Figure
4.3). It’s therefore important to capture the clustering of sources by using accurate positional
information in simulations. Galaxies that are too faint to be detected in the weak lensing survey
can also create bias. These undetected galaxies, given their large numbers, are often blended
with brighter galaxies or bias the background estimation of nearby detected galaxies. Ellipticity
can also play a role in inducing bias as less elliptical galaxies are more strongly affected by the
input shear. Additionally, there are correlations between each of these properties, so ensuring
an accurate distribution of galaxy properties when creating simulations is of critical importance.
Idealized simulations with postage stamps of individual galaxies cannot capture all of these
sources of bias. Instead, we must replicate the observing conditions of the CFIS survey as closely
as possible.
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We describe here the set of simulations generated to calibrate the CFIS/UNIONS weak lensing
survey. These simulations take the added step of accurately recreating the unique observing strat-
egy of the CFIS/UNIONS survey, as well as improving the astrometric modeling by incorporating
the actual camera distortions from CFIS/UNIONS observations.

4.2 CFIS

CFIS is an imaging survey, with a large r-band component with weak lensing as a primary science
focus. With a goal of 5,000 square degrees of weak lensing data with excellent photometric quality,
CFIS aims to surpass prior northern hemisphere weak lensing surveys such as KiDS (de Jong
etal., 2013).

The CFIS observations are processed by two independent shape measurement pipelines.
The first pipeline uses the model fitting approach, with lensfit (Miller et al., 2007a) as its core
shape measurement algorithm. The second pipeline, SHAPEPIPE (Guinot et al., in prep), uses a
combination of the ngmix ! software and metacalibration (Sheldon & Huff, 2017). ngmix fits a
Gaussian model to the galaxy images to determine their shape, then metacalibration is applied for
a preliminary calibration of the shape measurements. Given that SHAPEPIPE already incorporates
a form of bias calibration, we will focus on the analysis and bias correction for the lensfit catalogue
here.

4.2.1 Bias

Bias in weak lensing surveys is generally expressed in terms of a multiplicative component, m,
and an additive component, ¢ as follows

€obs = (1 +m) [y +eind +¢ 4.1)

Here eqps is the observed galaxy shape, ejy is the intrinsic galaxy shape, and y is the shear. By
examining the measured shapes from a real survey, the additive component of the bias can be
estimated, but not the multiplicative component, which will average to zero for all shapes. It is
therefore necessary to estimate these biases by using simulations.

In the absence of some external source of bias, we expect that by averaging the millions
of galaxies in the catalogue, the mean of the two-component ellipticity (e; and e;) should be
consistent with zero. The mean shape of the 83 million objects in the preliminary “version 0”

Thttps://github.com/esheldon/ngmix
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Figure 4.1: Left: The mean e; and e, components of CFIS galaxy shapes as a function of their
r-band magnitude. While reasonably bright objects are relatively unbiased, the faint objects that
make up the bulk of the population of background objects used in weak lensing analyses are
significantly biased. While the severity of the bias is significant, e¢; and e, show similar trends.
Right: The mean e; and e; components of CFIS galaxy shapes as a function of their measured
size. Smaller objects have a significant positive e; component while larger objects are biased
negatively. The second component, e;, remains positively biased regardless of galaxy size.

release of the lensfit catalogue is e = (3.8e—3 + 3e—5,4.8e—3 + 3e-5), clearly indicating that the
shape measurement pipeline is not free of additive bias. We can also examine the additive bias
as a function of the observed brightness of the objects. We therefore calculate the mean e and
e> components of their shapes as a function of their magnitude, as measured by the MAG_BEST
parameter from Sextractor (Bertin & Arnouts, 1996) which the pipeline uses for object detection.
This relation is plotted in Figure 4.1.

Both components of the galaxy shapes increase as the objects get fainter. Additionally, while
the bias of both e; and e, increase at similar rates, the magnitude of the bias is significantly
different, with the e, component being more strongly biased than the e; component. While the
source of this difference between the e and e, components is currently unknown, the advantage
of using realistic simulations is that imaging properties can be altered to better understand how
these biases arise. This will be discussed in further detail in Section 4.5.

We additionally check for any correlations between the shape components and the size of the
galaxies. We therefore take the mean e and e, components as a function of their size as measured
by the original_scalelength Sextractor parameter (Figure 4.1). As with magnitude, both
shape components are significantly biased, but with size, we observe that the e; and e, components
are biased in very different ways. The first shape component, e, is positively biased at small
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sizes, and eventually becomes negatively biased at large sizes. The second shape component, e»,
on the other hand, is positively biased at all sizes. Biases as a function of magnitude and size are
a topic that is also explored using the CFHTLenS survey in Heymans et al. (2012). It is important
to note that the CFHTLenS shape catalogue was also generated using the lensfit pipeline. They
also found that small objects contributed more to the additive bias for the e, measurements than
large objects. These biases, therefore, may not be a generic property of shape measurement
algorithms, but may specifically be associated with the shape measurement algorithm used in
these surveys. Regardless, these biases are very statistically significant and it’s clear that they
must be corrected for.

We also find that there is some spatial dependence to the biases. We calculate the mean of
the e and e, components within given regions of the sky (top row of Figure 4.2). Some of the
more extremely biased regions are located on the edge of the CFIS footprint. These occur when
there are very few sources in a given bin and should be ignored. However, even in the more well
sampled regions of the footprint, there is a spatial dependence on the bias. It should be noted that
the CFIS survey was designed to be uniformly deep. The exposures were intended to be halted
once a specific signal to noise ratio was reached, with minimum and maximum exposure times
of 100 and 300 seconds. Despite this, there are still some noticeable depth variations across the
survey. Given that there is an additive bias that depends on the magnitude of the sources, it is
perhaps unsurprising that deeper regions of the survey (with a larger number of more strongly
biased sources) would result in this kind of spatial dependence.

Finally, we also examine the PSF variation across the CFIS footprint (bottom row of Figure
4.2). Since source shapes are convolved with the PSF as the light passes through the Earth’s
atmosphere, the PSF must be estimated and sources must be deconvolved with this estimate before
the shape is measured. Itis therefore important to understand how the PSF varies when simulating
the survey. Here, we see more polarized e; components of the PSF with large, sudden changes
between neighboring regions of the survey. The second shape component, e,, in comparison,
shows much more subtle variation across the CFIS footprint. There is also some evidence of
“PSF leakage”, the transfer of the shape of the PSF onto the observed shape of the galaxies, i.e.
regions with positive e components in the galaxy map are correlated with regions of positive e
components in the PSF map.

4.3 Simulations

To calibrate out the multiplicative and additive bias, we generate artificial observations. These
simulations contain a PSF, which is convolved with the source galaxies, and an artificial shear is

7



<el> (autocal-el, weighted)

350 300 250 200 150 100 50 0
CFIS RA

<e2> (autocal-e2, weighted)

350

300 250 200 150 100
CFIS RA

50

0.020 0.020
70 @ 70 &
65 | 0.015 65 | 0.015
60 - 0.010 60 - 0.010
55 1 0.005 55 0.005
=3 o
a a
w207 0.000 w 907 0.000
w w
O 5 © 45
4 -0.005 -0.005
40 40 A
—0.010 @ -0.010
35 1 35
-0.015 -0.015
30 30 A
T T - : . : ; , -0.020 T T r " r " y " -0.020
350 300 250 200 150 100 50 O 350 300 250 200 150 100 50 O
CFIS RA CFIS RA
<PSF-el> (unweighted) <PSF-e2> (unweighted)
0.020 0.020
701 ¢ 01 ¢
65 | 0.015 65 | 0.015
60 4 ¢ 0.010 60 4 0.010
55 1 0.005 55 1 0.005
o o
a a
wn 207 0.000 w207 0.000
w w
O 5 © 45 4
4 —0.005 —0.005
40 40 1
e -0.010 é -0.010
5| ¥ y 35 1
{. -0.015 -0.015
30 ‘ 30 A
. -0.020 : -0.020

Figure 4.2: Top: The mean e; (left) and e, (right) components of CFIS galaxy shapes as a
function of their position on the sky. Certain regions of the survey are more biased than others.
Bottom: The mean e; (left) and e, (right) components of CFIS PSF shapes as a function of
their position on the sky. The first shape component, e, shows strong rapid changes across the
footprint, while e, shows changes that are less extreme.
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Figure 4.3: A series of sources with varying separations. As the separation decreases (left to
right), the likelihood that the object detection algorithm detects two distinct objects decreases.
If the pair is detected as a single object, it can induce bias as the shape measurement algorithm
will measure the combined shape for the blend. The reported shape can therefore be a poor
representation of the actual shapes of the individual objects.

Figure 4.4: Cutout from a simulation coadd showing two rotations of the same field. We create
four such fields, each with an additional rotation of 45 degrees to minimize the effect of shape
noise.
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Figure 4.5: Simulation of a single CFIS exposure. All 40 chips in the Megacam array are
simulated with the appropriate gaps.
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added. These simulations are then processed by measuring shapes for each galaxy to determine
how well the input shear is recovered.

Given the various sources of multiplicative and additive bias that can arise from correlations
in galaxy properties, it is very important to make sure that the distribution of galaxy properties
(magnitude, ellipticity, clustering, and size) is accurate. To that end, simulations are generated by
utilizing the ACS-GC catalogue of Griffith et al. (2012) as an input catalogue for the simulation
pipeline. The ACS-GC catalogue contains photometry and morphology for galaxies in the
COSMOS field, and is sufficiently deep to simulate CFIS fields well beyond the CFIS detection
limit. Because we are taking morphological parameters from ACS-GC, our simulations will
naturally account for any correlations between magnitude, size, and ellipticity. Additionally, as
positions are also taken from ACS-GC, realistic clustering of objects is included.

Multiple variations of each simulated observation are also created. The variations differ by
galaxy shape orientation and applied shear. Four versions of each galaxy in the input catalogue
are generated. The initial shape from the ACS-GC catalogue is used for the first version, while
the remaining three have the galaxy rotated by 45, 90, and 135 degrees. This strategy is employed
to deal with shape noise. With just a single observation, shape noise would dominate, but by
producing the additional rotations, shape noise (before shear is applied) is eliminated as the mean
ellipticity becomes O.

In addition to the four rotations, we apply 8 shears to each of the rotated observations, resulting
in 32 variations of each image. The 8 shears are selected following the strategy of Fenech Conti
et al. (2017). All images contain a total applied shear of |y| = 0.02. The shears used are

y = [(0.0,0.02), (0.0142,0.0142), (0.02,0.0), (0.0142, —0.0142),
(0.0, -0.02), (~0.0142, —0.0142), (=0.02, 0.0), (~0.0142,0.0142)]

The COSMOS field lies near the equator while CFIS only surveys the sky north of 30
degrees declination. Because galaxy positions carry information on clustering, which can affect
multiplicative bias by increasing the number of blended sources, it is important to retain the
relative positions of objects on the sky. We therefore shift the positions of objects in the ACS-
GC catalogue to a location that overlaps the CFIS survey. We shift the positions such that the
catalogue overlaps 4 coadded CFIS tiles, which are 0.5 degrees by 0.5 degrees.

Given that the ACS-GC catalogue contains local stars which are not impacted by weak
gravitational lensing, we must first carefully remove them from the catalogue. We therefore
follow the prescription described in Griffith et al. (2012), whereby we apply a cut and remove all
sources with with a magnitude ¢ < 18 or (magnitude u > 18 and effective radius r, < 0.03”).
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Figure 4.6: Histograms of the number of objects per square degree in the input catalogue as
a function of their assigned r-band magnitude. The galaxies come directly from the ACS-GC
catalogue, while the stars are from a simulated Besancon model. The simulated input catalogue
(green) extends out to r = 26, which is beyond the detection threshold for CFIS. The blue line
shows the number of objects detected from a Sextractor run on the simulated image, while the
red line shows the number of objects detected from a Sextractor run on a real CFIS image.
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the two images.
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We then generate a simulated distribution of stars to be added back in. The stellar population is
drawn from the Besancon model (Czekaj et al., 2014). We simulate the stellar catalogue out to
an r-band magnitude of 26, almost two magnitudes past the nominal detection threshold of 24.1
(Figure 4.6).

GalSim (Rowe et al., 2015) is then used to convert the input catalogue into a simulated
observation. Size, ellipticity, Sérsic index, and r-band magnitude are taken from each object in
the ACS-GC catalogue and converted into a single Sérsic profile. The surface brightness profile
is then copied 32 times, with each copy being rotated by an additional 45 degrees (Figure 4.4)
and with one of eight shears applied. This provides us with 32 versions of the same galaxy with
different position angles and shears that combine to minimize the effects of shape noise. Because
the galaxy positions are also drawn from the ACS-GC catalogue, the 32 variations of each galaxy
are not rendered to the same observation. Rather, we opt to generate 32 exposures of the same
field, each with a different combination of rotation and shear applied.

The galaxy is convolved with a PSF, modelled as a Moffat profile with a FWHM of 0.6
arcseconds, consistent with CFIS seeing conditions. For the current analysis, PSFs are circular,
though future iterations of the simulations will feature more realistic anisotropic PSFs. The
galaxies and stars are then added to the simulated CCDs. A Gaussian noise field is then added to
the 32 variations of the images to match the noise properties of CFIS data and to ensure that the
detection number count distribution rolls over at the same r-band magnitude.

Individual CFIS exposures are simulated. As such, the MegaCam array of forty 2048 x 4612
e2v CCDs, with appropriate chip gaps, is modelled (Boulade et al., 2003) (Figure 4.5). We create
the simulations with the correct pixel scale of 0.187 arcseconds per pixel creating a 1 square
degree field per exposure. The world coordinate system (WCS) from each MegaCam observation
is also applied to the simulated image. The WCS contains the geometric transformations which
translate a location on the CCD pixel grid to a location on the sky and vice-versa. The WCS also
contains the distortions and shears that arise from the optical assembly of the instrument itself.

We incorporate the CFIS observing strategy into the simulations by duplicating the dithering
pattern of the real CFIS observations. Given the survey’s unique observing strategy of dithering
each exposure by about one third of the camera’s field of view, we want to ensure that any biases
associated with this novel observing pattern are captured by the simulations. Because we are
duplicating the survey so closely, we can process the simulated CFIS data using the same pipelines
that are used to process the real CFIS data with no modifications.

Several individual exposures go into the production of a single coadd, and because the dithers
are so large, there are portions of these single exposures that lie outside the shifted ACS-GC
catalogue. In some cases, there are entire chips that do not contain any ACS-GC objects. We
do simulate the stellar catalogue in these regions, as stellar sources are required in each chip by
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Figure 4.8: Bias present in the e; and e, components of the measured shapes. We fit a linear
model (red) to measure the multiplicative (m) and additive (c¢) biases.

the shape measurement algorithms. We note that this lack of galaxies in areas of the individual
exposures is not an issue in practice, as even the real CFIS data is masked and therefore also
contains large regions with no sources, particularly around large, bright foreground galaxies like
MI101. Individual exposures are combined using the same THELI pipeline (Erben et al., 2005)
used to stack the CFIS exposures.

4.4 Results

After the shape catalogues are produced, we estimate both the multiplicative and additive bias
by plotting the known applied shear to the measured e and e, shapes. In the absence of any
such biases, the mean recovered shapes should be consistent with the applied shears. We plot the
difference between the observed shapes and the applied shear in Figure 4.8.

The uncertainties are derived from bootstrap sampling. We match the shape catalogues for all
4 rotations and order them. This guarantees that when we select subsamples from the catalogues,
we get all four rotations of the same galaxy each time. We bootstrap sample the population 1,000
times and calculate the standard deviation of the values which are then used as the uncertainties.
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Figure 4.9: Top: Bias present in the e; and e, components of the measured shapes after filtering
by the signal to noise ratio. Bottom: Bias present in the e; and e, components of the measured
shapes after filtering by size. The small sample is from sources where FLUX_RADIUS < 3.0.
The large sample contains everything else.
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We then perform a linear fit on the data to measure the multiplicative and additive biases
present in the shape measurement process. These values, the slope and intercept of the linear
model, correspond to the m and ¢ of Equation 4.1.

This results in multiplicative biases for the ¢; and e; components that are consistent with one
another, but there is a significantly larger additive bias for the e; component. This additive bias
on the e; component was also present in the CFHTLenS survey, which was also carried out by the
same observatory (Heymans et al., 2012) and utilized the same shape measurement algorithm.

4.5 Discussion and Conclusions

Weak lensing surveys that are designed to measure cosmic shear, the lensing due to the large
scale structure, require precise shape measurements for the background sources. Generally, the
multiplicative bias must be known to better than one percent. To achieve this goal for the CFIS
survey, we have described here a preliminary set of lensing simulations designed to match the
CFIS survey specifications and observing qualities.

These simulations are then tested against a weak lensing pipeline that is using the lensfit
shape measurement algorithm at its core (Miller et al., 2007a). We find that, on its own, the weak
lensing pipeline has a multiplicative bias of ~4.7% and an additive bias of ~0.08%. This is less
than the previous weak lensing survey carried out by the same instruments, CFHTLenS, which
found a multiplicative bias of ~6% (Heymans et al., 2012). There have been some improvements
to the lensfit shape measurement algorithm since then, and for this analysis, we make use of the
reported AUTOCAL-E]l and AUTOCAL-E2 measurements which incorporate some self-calibration.

Despite the modest improvement, the multiplicative bias is still significantly higher than the
desired target of better than one percent, which demonstrates the need for bias calibration. We
additionally examine the additive bias as a function of source magnitude and size by examining
the weak lensing shape catalogue. We find that, overall, additive bias increases as sources
become fainter. For size, the situation is not so simple. The e; component of the shapes shows
a positive additive bias for small sources and a negative additive bias for large objects, while the
e> component has a positive additive bias regardless of size.

An additional complication comes from the fact that, while small, the e; component of
the additive bias for the survey is significantly larger than for the e¢; component. While this
discrepancy is not new (it was measured in the CFHTLenS survey (Heymans et al., 2012)), its
source remains undetermined.

When comparing the additive bias measured from the simulations to the additive bias measured
from the data itself, we also find a discrepancy. From the simulations, ¢; = 0.0002 + 0.0002
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and ¢ = 0.0013 £ 0.0001. When taking the weighted means of the shape components from the
lensfit catalogue, however, we recover ¢; = 0.003772 and ¢, = 0.004989. It should be noted
that these simulations are still under development and this result is not entirely unexpected. In
the simulations presented here, the PSF is isotropic, while real data shows complex PSF leakage
with galaxy shapes. As the simulations continue to improve, we expect the estimates of the biases
to become more realistic as well. Additionally, since this work was performed, there have been
improvements to the /ensfit pipeline used to measure shapes. Notably, the astrometry has been
improved, which has dropped the mean ¢ and e, values from what is reported here.

The simulations used for CFIS have the advantage of including the world coordinate systems
(WCS) from actual CFIS observations. While this means that any bias induced by the effects of
the WCS on real observations is included in the simulations, it means that we can additionally
modify the WCS as a means of testing it as a potential source of these differences between the
two components of the additive bias.

In addition to understanding the sources of these biases, future work will expand on increasing
the realism of the simulations. The PSF in the current suite of simulations is constant across
all observations. Future implementations of these simulations will include more accurate PSF
models. Incorporating more complex, anisotropic PSF models, we will be able to test for PSF
leakage, which appears to be an issue for the survey considering the correlation in galaxy and PSF
shapes present in Figure 4.2. An additional benefit of introducing multiple PSFs is that the number
of simulated observations will also increase, allowing for more precise measurements of the
multiplicative bias. Understanding and calibrating these sources of bias will become increasingly
important in the future, as upcoming weak lensing surveys (LSST?2, Euclid®, Roman#) require
even higher levels of precision.

2http://lsst.org
3https://www.euclid-ec.org/
4https://roman.gsfc.nasa.gov/
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Chapter 5

Conclusion

In this thesis, various topics relating to weak lensing were explored. Chapter 2 examined the
redshift distribution of sources in the CFIS-r survey before using that distribution to measure
the cluster mass-richness relation. Cluster number counts are an important cosmological probe,
as they can be used to reconstruct the cluster mass function which depends on the cosmological
parameters og and Qy,. To do this, cluster masses, in addition to the counts, must be measured.
The cluster mass-richness relation provides a simple conversion between the observable richness
and the cluster’s mass. We compare the mass-richness relation derived from CFIS-r using the
redMaPPer cluster catalogue (Rykoff et al., 2014) and find good agreement with results from
previous surveys. Additionally, we analyzed populations of star-forming and quiescent group
centrals using the group catalogue of Tinker (2020a). The centrals were binned by their estimated
stellar mass, then halo masses were measured via weak lensing. We confirm evidence of a halo
mass bimodality between these populations for a fixed stellar mass.

Chapter 3 examined the topic of satellites in galaxy groups. Again, we used an early, internal
release of the CFIS-r shape catalogue to measure the subhalo mass for a typical group satellite.
We attempted to detect evidence for the tidal stripping of satellites in these environments. Tidal
stripping is thought to play a role in the quenching of star formation in satellite galaxies in dense
environments. We attempted to detect tidal stripping by binning satellites from the Tinker (2020a)
group catalogue by their projected separation from the group centre. We found, however, the
resulting AY signal from these bins was too weak to significantly detect this effect, regardless of
the various efforts made to enhance it. The CFIS-r survey is still underway and will eventually
produce a catalogue that covers ~5,000 square degrees. The extra coverage will increase the
sample size of galaxy groups, so there remains a potential to detect this effect in the near future.

Chapter 4 covered the work done to calibrate the CFIS-r survey using simulations of weak

89



lensing observations. The simulations were created to reproduce CFIS data as closely as possi-
ble. Clustering and morphological information for the simulated galaxies was drawn from the
COSMOS catalogue (Griffith et al., 2012). The objects were then sheared and convolved with
PSFs before being added to observations that followed the observing strategy of CFIS. An initial
analysis of the first set of simulations shows multiplicative and additive biases that depend on
properties such as size and magnitude, consistent with findings from efforts to calibrate other
surveys.

Appendix A discusses a public, web-based tool for weak lensing analysis. Users can provide
a list of lenses, and the tool will use one of two publicly available weak lensing catalogues to
generate a AX signal which is then emailed back to the user. The architecture of the tool is
discussed, and a comparison between the AX signal generated from the site is compared with a
previously published signal.

There remains much work to be done on the CFIS survey. Data collection is ongoing, but will
eventually result in a ~4,800 square degree catalogue of high quality, deep r-band photometry.
This data set will then need to be processed and shapes for over a hundred million galaxies will
need to be measured. These shapes will then need to be calibrated by a robust set of simulations.
By that point, the simulation framework will be improved to include a set of realistic PSFs that
closely match the real CFIS data. These simulations will then be used to calibrate two independent
shape measurement pipelines to ensure that the shapes produced are accurate to within one part
in one thousand. This will enable the CFIS survey to analyze the weak lensing induced by the
large scale structure (cosmic shear) which will help untangle some of the current cosmological
questions surrounding the apparent acceleration in the expansion of the universe.

Beyond CFIS, the future of weak lensing looks very promising. Within the next decade, three
major surveys that will produce an enormous amount of high quality data will begin. LSST will
scan the southern night sky once every few nights, producing ~20,000 square degrees of galaxy
shapes. Euclid and Roman will launch and observe the sky in the visible and IR bands from
their location orbiting the L2 Sun-Earth Lagrangian point, removing the blurring effect of the
atmosphere, a major thorn in the side of traditional ground based weak lensing surveys. These
surveys will guarantee that weak gravitational lensing will continue to play an important role in
exploring the many questions surrounding the dark universe for decades to come.
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Appendix A

Weak Lensing for the Masses

In this appendix, we introduce a free, public, web-based tool (“Weak Lensing for the Masses™)
for efficiently performing weak lensing analyses without sacrificing the constraining power of
the resulting AX profiles. In A.1, we describe the way that traditional lensing algorithms find
lens-source pairs. Section A.2 describes the approach utilized by the web-based weak lensing
analysis tool outlined in Section A.3. In Section A.4, a AY signal generated by the pipeline
outlined in this chapter is compared to that of previously published results.

A.1 Traditional Lensing Analysis

To measure a weak lensing signal, one must first find the background sources around the selected
lenses and measure their projected separation in physical units. Because only the background
sources that lie near the lens on the sky are distorted, the sources that lie at a large angular
separations from the lens are not important. It is therefore more computationally efficient to
simply ignore any sources with a separation that is too large. But to know whether or not a source
is near or far from the lens, the separation must be computed.

Calculating the projected separation between a lens and every source in the survey is far too
expensive an approach to use with even the current generation of weak lensing surveys. One
common method of avoiding this scenario while still finding most of the lens-source pairs is to
break the footprint of the survey into a set of rectangular regions. You then determine the region
your lens lies in and calculate the lens-source pair separations for all of the sources in the same
region.
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While this is more computationally efficient than calculating separations for all sources in
the catalogue, there is a tradeoff between efficiency and the ability to utilize every lens-source
pair that exists in the complete survey. If your lens happens to fall near the edge of a region,
potentially half of the sources that are near the lens will lie in a different region and will therefore
be excluded from the lensing analysis. If the lens lies in a corner of the region, up to 75% of the
sources are missed. By not considering all lens-source pairs, you lose constraining power as the
error bars depend on the number of pairs.

In principle, one could correct for this by making the regions larger, but then the number of
separations that must be calculated increases, as does the number of lens-source pairs that are too
distant to be physically interesting for galaxy-galaxy lensing. This is computationally wasteful.
Another solution could be to consider the regions surrounding the one the lens resides in for cases
where the lens happens to fall near an edge. However, this runs into the same issue as increasing
the region size, as processing time will be wasted computing separations for lens-source pairs
that have a large angular separation. In the following section, we will introduce an algorithm that
doesn’t sacrifice usable lens-source pairs, but that also doesn’t waste processing time calculating
separations for lens-source pairs that are too distant to be useful. This is the lens-source algorithm
that powers the “Weak Lensing for the Masses” pipeline.

A.2 Processing

Here, we will describe an algorithm for efficiently finding every physically interesting lens-source
pair in a catalogue without calculating all separations. To accomplish this, we utilize the HealPix
software! which breaks the sky into regions it calls pixels. This is similar in concept to breaking
a large survey into rectangular regions, but the advantage of using HealPix is that it efficiently
allows one to calculate the set of pixels that are within a given angular distance from any point in
the survey.

In practice, this allows us to break a survey into very small regions that contain relatively
few sources. In the traditional approach, this would lead to the loss of many potentially useful
lens-source pairs. However, because we can calculate which pixels are within a given separation
from our source, we keep all of the useful lens-source pairs while simultaneously minimizing the
number of calculations of lens-source pair separations for pairs that are not useful.

We begin by preprocessing the entire source catalogue for a given weak lensing survey,
calculating the pixel ID for each source and storing it in the catalogue. Then, using the known
redshift of each lens, we calculate the angular size which corresponds to the physical scale we

Thttps://healpix.sourceforge.io/
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are interested in. Healpix then determines every pixel ID that overlaps with a circle around
the lens with the radius of that angular size. The lens-source angular separation can then be
calculated for each pair without having to waste computation time on a large number of pairs
that are too separated to be useful. Using Healpix also ensures that we capture every source
within a given radius to the lens, as opposed to other optimization strategies that can omit lens-
source pairs for lenses that fall on the edge of a catalogue tile. This strategy ensures that we
have the strongest possible signal without the extreme computational overhead of calculating the
lens-source separations for every source in the catalogue.

A.3 Weak Lensing for the Masses

Figure A.1 shows the interface for “Weak Lensing for the Masses”. This webpage, which is hosted
on an Ubuntu? server, is written using the flask package? which facilitates web development in
python. Users provide their email address and a comma separated list of right ascensions,
declinations, and redshifts that correspond to each of their lenses. Users can then select between
one of two publicly available weak lensing shape catalogues. When users submit their request, it
is saved to a MySQL database“. The server processes the requests one at a time, on a first come
first served basis.

The server contains the public releases of the CFHTLenS and KiDS DR2 weak lensing
catalogues, which have been loaded into healpy®, a Python wrapper around the C++ HealPix
libraries. The catalogues are processed slightly differently due to the varying survey parameters.
For example, KiDS DR2 provides a full posterior for the photometric redshift of every source
in the catalog, while CFHTLenS does not. For KiDS, we follow processing guidelines defined
in Appendix C of Kuijken et al. (2015). Specifically, we reject all sources that do not meet the
following criteria:

e MAN _MASK =0
* WEIGHT > 0
e 0005<z B<1.2

e SNRATIO > 0

2https://ubuntu.com/
3https://flask.palletsprojects.com/en/2.0.x/
4https://www.mysql.com/
Shttps://healpy.readthedocs.io/en/latest/
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Email address: | |

Shape Catalog:
O CFHTLenS
OKiDS DR2

Comma separated Lens RAs (degrees), Decs (degrees), zs:

UNIVERSITY OF

WATERLOO WATERLOO CENTRE FOR

%}@ ASTROPHYSICS

Figure A.1: The interface for Weak Lensing for the Masses
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All multiplicative and corrective biases are also applied to the shape measurements for each
source.

For CFHTLenS, we apply a similar set of cuts to the /ensfit shape measurements. CFHTLenS
does not provide a full p(z) redshift probability distribution. Instead, we model the p(z) as a
gaussian with o = (1.0 +z) % 0.04. As we calculate X_! by integrating from z; to oo, treating the
redshift as a Gaussian probability distribution function will downweight sources that are near to
the lens in redshift space, where we expect the shearing to be minimal.

The python framework is designed to be extensible. As other weak lensing surveys, or newer
releases of existing surveys become public in the future, the catalogues can quickly be processed
and added to the server.

Once the server is finished analysing the job, the output is emailed back to the user at the
address they provided. The output consists of figures for the AX and the vy, profiles, as well as text
files containing the data points for the figures, the mean X, value, the y, values, and the weights
for each bin.

A.3.1 Model Fitting

Fitting the AY profiles with a model can be a complex process. The model one chooses can be
largely dependent on the type of objects being measured. If measuring the weak lensing signal
from satellite galaxies, for example, one must factor in the offset halo term due to the group or
cluster halo. If measuring centrals, one should also fit for a miscentring parameter, as your choice
of the group centre might not be accurate. If only fitting a single NFW, one should know the
mean virial radius of the objects so as to not bias the fit with signal from external sources.

As our pipeline has no way of knowing what types of objects are being measured or what their
expected masses and virial radii are, we opt to leave the fitting up to the user. There are existing
tools that can make the complicated process of fitting models to the data easier. CLUSTER-
LENSING® (Ford & VanderPlas, 2016) is a publicly available python package for calculating
properties of NFW halos, including AX profiles and miscentring terms. For simple fits, such as
cluster/group centres or field galaxies, cluster-lensing and an MCMC package such as EMCEE”
(Foreman-Mackey et al., 2013) is sufficient to achieve a fit and halo mass estimate.

If fitting the inner-most bins of the signal is important, and the stellar mass is known, one
should also include the stellar matter component to the AX. This is easily modelled as a point

Shttps://github.com/jesford/cluster-lensing
"https://emcee.readthedocs.io/en/stable/
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source. The AX signal for a point source is simply:

M

This term can then be added to the fit AX profile.

For satellite galaxies, or galaxies in high density environments, one must also consider
contributions to the weak lensing signal from external sources. To model these terms, one can
follow the prescription of Gillis et al. (2013), equations 11-13.

A.4 Comparison

As a test of the processing pipeline, we compare the AX signal generated by our pipeline to one
from a published article. We use the same list of lenses used to produce the panel in the 3rd
row, 3rd column of Figure 2 of Hudson et al. (2015). To simplify the comparison, we focus on
the region that is dominated by the NFW halo. A comparison of the AX profiles can be seen in
Figure A.2.

Though there are some differences, it should be noted that the binning used to reproduce
the figure is not identical. Naturally, the processing pipelines themselves are different. Despite
the differences, the signals are corellated, as expected. Additionally, an NFW fit to the signal
generated using the pipeline described in this chapter is in good agreement with the published
mass from Hudson et al. (2015).
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Figure A.2: Comparison of weak lensing signals from this work (red) and Hudson et al. (2015)
(blue). To simplify the fitting process, we only consider the radial bins dominated by the NFW

term.
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