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Abstract

The quantum correlations measured by quantum discord have been paying significant at-
tention since they are an essential resource for quantum information. This thesis focuses on
the quantum discord in continuous-variable (CV) quantum computing systems, especially
the quantum discord of the bipartite Gaussian states. We recognize the Gaussian quantum
discord using quantum machine learning.

We review in detail the CV quantum computing systems that implement hybrid quantum-
classical machine learning algorithms. Both Gaussian and non-Gaussian transformations
are necessary to construct universal quantum computing systems. The structure of quan-
tum discord can be studied using Gaussian states. The analytical solutions of Gaussian
quantum discord are the labels of Gaussian states data set used for training and evaluating
machine learning models. We presented the classical machine learning optimization algo-
rithm back-propagating (BP) of the neural network to realize quantum Gaussian discord.

We proposed the supervised hybrid quantum-classical optimization performed on the
variational quantum circuits for the Gaussian discord classification tasks. Moreover, we
implemented a hybrid quantum-classical machine learning algorithm: Quantum Kitchen
Sinks (QKS) for noisy intermediate-scale quantum (NISQ) devices. QKS uses the para-
metric variational quantum circuits to achieve non-linearly transformation from classical
inputs to higher-dimensional feature vectors. Simulating the QKS on classical computers
with the help of PennyLane, we demonstrated that the variational quantum circuits provide
more excellent performance than the classical linear classification algorithm, successfully
improving the classification accuracy from 70.12% up to 98.64%.
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Chapter 1

Introduction

With the rapid development of quantum information theory, the study of quantum cor-
relations is becoming more critical because correlations are a fundamental resource in
information processing. For a long time, the understanding of quantum correlations was
limited to quantum entanglement, an important feature distinguishing between classical
mechanics and quantum mechanics and a non-classical resource for quantum information
processing. However, several recent studies have found that quantum entanglement does
not characterize all quantum correlations in quantum systems, and separable (not entan-
gled) states, conventionally corresponding to classical correlation, can also be used for
quantum information processing with advantages beyond classical information processing
[8, 16]. It has been proposed to classify the correlations into classical and quantum cor-
relations and to use quantum correlations captured by quantum discord as resources for
quantum information processing. Quantum discord is defined by the difference between
two classically equivalent expressions for mutual information when the involved systems
are quantum [13]. Researchers may use quantum discord to recognize the quantum na-
ture of correlations and use the Gaussian states to explore the quantum discord inside the
continuous variables quantum systems. The analytical solutions of quantum discord for
Gaussian bipartite states are derived by overcoming the optimization challenge included
in the quantum discord definition. We aim to uncover a general approach for estimating
the quantum discord that may provide a good prediction.

In 1981, Richard Feynman proposed that quantum computers could simulate the quan-
tum mechanical physical world [17]. In 1985, Feynman further proposed using quantum
algorithms to solve practical but complicated problems [16]. In recent years, quantum com-
puters have demonstrated their potential to push the computation boundaries in quantum
chemistry, quantum optimization and machine learning.



Machine learning is one of the most intelligent branches in the field of artificial intelli-
gence. In the 1980s, symbolic learning was the mainstream of machine learning; since the
1990s, the mainstream has evolved into statistical machine learning. In that time, machine
learning has developed from purely theoretical and modelling research to applied research
to solve real-life practical problems. Representative techniques for statistical learning are
Support Vector Machine (SVM) and, more generally, kernel methods. After the general ac-
ceptance of SVM, kernel methods have gradually become one of the fundamental elements
of machine learning.

R.S.Machalski et al. [39] proposed learning from samples, also known as generalized
inductive learning, which covers supervised learning such as classification problems, un-
supervised learning such as clustering problems, and semi-supervised learning. In recent
years, deep learning has become a new trend in machine learning. The revolution in hard-
ware technology and the improvement in computer speed have made it possible to employ
algorithms with high complexity. The main application areas of deep learning are neural
networks; in a narrow sense, deep learning is a neural network with many layers. Deep
learning involves high complexity models and therefore requires well-tuned parameters to
obtain high performance.

Quantum Machine Learning (QML) combines quantum computing and machine learn-
ing to implement QML algorithms on quantum computers and deal with quantum data.
Machine learning is used to create models for complicated processes and discover the fea-
tures of quantum systems; meanwhile, quantum computing has the potential to signifi-
cantly speed up tasks.

The noisy intermediate-scale quantum (NISQ) devices contain 50-100 noisy qubits but
give imperfect control over those qubits [17]. The implemented quantum circuits size limits
the computational power of NISQ devices. We want to explore the maximum computa-
tional power of current NISQ devices since the NISQ devices are considered a milestone
toward developing more powerful quantum devices and systems. The hybrid quantum-
classical algorithms may lead the NISQ computers to approach their actual benefits since
such quantum computers alone cannot yet demonstrate their computational speedup ca-
pabilities. Furthermore, the hybrid quantum-classical algorithms create a way to achieve
quantum advantage on NISQ devices. With the rapid development of NISQ technology,
many hybrid quantum-classical algorithms are driven and proposed, such as variational
quantum eigensolver [15], quantum approximate optimization algorithm [13], quantum-
assisted Helmholtz machines [5] and the variational classifier [14, 53].



1.1 Overview

The purpose of my research detailed in this thesis is to investigate and recognize the
quantum discord of quantum Gaussian states, which are continuous-variable states, by
quantum machine learning algorithms.

Chapter 2 introduces the basic building blocks of using continuous-variable (CV) quan-
tum computing systems to encode quantum information. We then present Gaussian states,
which play an important role in CV systems. We also cover various CV gates: Gaussian
and non-Gaussian gates to achieve the universality of CV quantum systems and common
CV measurements to measure the output of CV systems.

Chapter 3 reviews the derivation process of quantum discord, which measures the quan-
tum correlation of CV quantum systems. We then show two approaches to obtaining the
analytical solutions of quantum discord for Gaussian states. Those quantum Gaussian
discord solutions will be the labels for the Gaussian state data set.

Chapter 4 presents the fundamental concepts of machine learning. We also introduce
neural networks, which are the core of deep learning and the back-propagation (BP) al-
gorithms used to optimize the parameters in neural networks. We also discuss the perfor-
mance of BP in the Gaussian discord classification task.

In Chapter 5, we start by introducing the quantum machine learning concept and a
machine learning library PennyLane used for implementing hybrid quantum-classical com-
putations. We then show how to optimize a variational quantum circuit by training samples
labelled by quantum Gaussian discord to classify new Gaussian state samples. Further-
more, we then describe a hybrid quantum-classical algorithm of QML called Quantum
Kitchen Sinks (QKS) and discuss its classical components and quantum node structure
and the performance for recognizing Gaussian quantum discord.



Chapter 2

Theoretical background

Continuous-variable (CV) quantum computing is an alternative paradigm for quantum
computing, which contrasts with the discrete nature of qubit-based systems. In this sec-
tion, we review the related content of CV systems and the standard Gaussian states.
Meanwhile, both the Gaussian transformation and non-Gaussian transformation are im-
portant resources to construct a universal CV system. We would further utilize the CV
quantum computation platform to implement a quantum machine learning algorithm.

2.1 Continuous-variable Quantum computation

Discrete-variable (DV) and continuous-variable (CV) systems are two different approaches
to quantum information processing. DV systems, with basic element of the qubit, have
finite and individually addressable states, analogous to classical computers. A CV system,
whose elementary units are qumodes, has an infinite-dimensional Hilbert space with contin-
uous operators, including momentum and position operators. The most fundamental CV
system is the quantum harmonic oscillator, such as a quantized mode of electromagnetic
radiation. A harmonic oscillator can be associated with a pair of bosonic mode operators
(a,a') called annihilation and creation operators, as well as the quadrature field operators
(z,p) representing the position and momentum canonical observables. The above opera-
tors of CV systems are similar to the Pauli operators (d,, gy, d,) in the qubit model. The



mode operators and quadrature operators are related by

&= 5(&m*)

(2.1)
h= —i E(a-a*)
P=="3

A N-qumode CV system corresponding to N quantum harmonic oscillators is asso-
ciated with the Hilbert space H®N = @N ,H; and N pairs of mode operators {a;, al }N,
and quadrature field operators {&;, p;};*,. In particular, those operators should obey the

commutation relations: ;
G, a;] = di;

A

N (2.2)
[in,pj] = Zh5ij.

The expression of a quantum state in a DV system could be a linear superposition of
two orthogonal unit basis states |0) and |1) giving: |¢) = «|0) + 5 |1) where a, § € C and
satisfying |oz|2 + |5 |2 = 1. In addition, a pure qubit state can be visualized as living on
the so-called Bloch sphere if we write |p) = cos(6/2) |0) + sin(6/2)e |1) where 6 and ¢
to determine a point on the surface of Bloch sphere. If a point is on the Bloch sphere’s
surface, it corresponds to a pure state; otherwise, it’s a mixed state if the point is inside
the sphere.

The states in CV systems can express in both Fock space and phase space due to the
wave-particle duality. The Fock space has countable and discrete basis states {|n)}>2,
which are referred to commonly as photon number basis and are the eigenstates of photon
number operator 7 = a'a with 7 |n) = n|n). Though discrete, the Fock basis is infinite
dimensional. It is therefore often convenient to express CV states in the phase space of
Z and p. In place of coordinates represented by conjugate variables in the classical phase
space, the coordinates of phase space in quantum mechanics are the position operator &
and momentum operator p in a Hilbert space. Both have continuous eigenspectra, giving

Ty =z |z),plp) = Pplp) (2.3)
with continuous eigenvalues x € R,p € R and continuous, infinite basis with eigenstates
{|) }zer, {|P) }per. Those two bases can be transformed by Fourier transformation. Unlike
the classical case, one quantum state cannot be expressed as a point in the phase space due
to the uncertainty principle. In general, the quantum state can be uniquely determined
by its density matrix or a so-called quasiprobability function over the phase space. The
Wigner function is perhaps the most well-known of the family of possible quasiprobability
functions, which a density matrix can transform with all information inside the quantum
state.



2.2 (Gaussian states

Assume there is a quantum system with all information encoded in N qumodes. We can
arrange a column vector of NV pairs of quadrature field operators

t = (&1, P, T2, P2y oo T D) (2.4)
The 2N position and momentum operators contained in 7 satisfy the commutation relations
(73, 7] = 1h8;, (1,7 = 1,2, ...,2N) (2.5)

where €2;; is an element of the 2N x 2N symplectic form

Q:éw, w:(_ol é) (2.6)

k=1

Based on this N-qumode symplectic form, we can define the Weyl operator which is a
multi-mode displacement operator

D(€) = exp(it" Q) (2.7)

where ¢ € R?V. Moreover, the characteristic function of a N-qumodes state with density
operator p has form []

x(§) = Tr[pD(E)]. (2.8)

We can now obtain the Wigner function used to describe p by Fourier transform acted on
the characteristic function

W) = [ i (=i e (© (29)

where r are 2/N-dimensional real continuous variables used for the total system and are
eigenvalues of quadratures operators in r. The above Wigner function is a quasi-probability
distribution with properties that can be normalized to one as normal probability distribu-
tion but may take negative values. The Wigner function W (r) transforms the N-qumode
quantum state p from its Hilbert space H®Y to a 2N real symplectic space k = (R? Q)
named as phase space. A Gaussian state is defined as a state whose Wigner function and
characteristic function are Gaussian functions in the phase space k.



It is sufficient for Gaussian states to be completely characterized by their first and
second moments of quadrature operators, which are mean vector r and covariance matrix
V, respectively [22]

r=(r)="Tr(rp)
1 o (2.10)
Vij = 5 <AT7;A’I"J' + AT’jA?”i>
with Ar; = 7; — (7;) which refers to either position or momentum quadrature operator’s
variance of mode i. The diagonal elements of covariance matrix could be expressed as

o <(A(i’(z+1)/2)2> 1= ]., 3, ceey 2N —1
Vi = { ((Apij2)?) i=2,4,..,2N (2.11)
In addition, the Wigner function of any Gaussian states can be expressed by r as
PV 1(r —
W) = = (s =0V (=) (2.12)
(2m)Nv/detV

It has been shown that the covariance matrix and mean vector of Gaussian states
contain a complete description of the states. It is therefore useful to study their properties,
as they are a much more compact representation of the state than a Wigner function or
density matrix. The valid and physical covariance matrix V describing Gaussian state p
should be a 2N x 2N real symmetric and positive semi-definitive matrix and follow the

uncertainty principle [57]
V+iQ >0 (2.13)

which implies that the eigenvalues of Hermitian matrix V + i) should be non-negative
[2, 9].

A real symplectic matrix S should satisfy the condition
SQST = O (2.14)

where €2 has been defined in 2.6. The symplectic matrix for a N-mode system is a invertible,
2N x 2N matrix with det(S) = 1. Based on the Williamson decomposition, for the
covariance matrix V of a N-mode Gaussian state, there exists a symplectic matrix S
which can diagonalize V such that

V= sé (”0’“ i) ST (2.15)



where vy, are the symplectic eigenvalues of V [64]. Furthermore, it is more convenient to
calculate the symplectic eigenvalues v of V by taking the absolute value of the standard

eigenvalues of iQQV [50]. The uncertainty principle can also be expressed as vy > 1 for all
k.

The covariance matrix of the two-mode Gaussian states has a standard form with
diagonalizable cross-correlation sub-blocks [10, 5§]

(2.16)

o0 O
QL O O
O SO0
O Qo

where a and b respectively represent the local correlation of two modes; as well as, ¢ and
d represent the inter-mode correlations between first mode and second mode shown as

(<<Ai1)2> + <(Aﬁ1)2>)/2
(<<Ai2)2> + <(Aﬁ2)2>)/2 (2.17)
|d| = (<Af1A£2> - <A131AI32>)/2-

a
b
c

If ¢ = d = 0, the corresponding covariance matrix would be a product state.

We know that a quantum state can also be expressed as an evolution which starts from
a vacuum state |0) and evolves according to a Hamiltonian, H, for an evolution time ¢ as

T () = exp(—itH)|0) . (2.18)

For a bosonic system, H can be expressed as a polynomial function of quadrature operators
so that H = H(Z,p). Gaussian states are states generated by Hamiltonians that are at
most quadratic in the operators z, p. These Hamiltonians correspond to linear systems, in
that they have linear equations of motion.

2.2.1 Pure Gaussian states

A single qumode pure Gaussian state could be completely characterized by two complex
continuous variables: displacement parameter o and squeezing parameter z [36]. In fact,
Gaussian state is named because it fits the Gaussian distribution that the displacement pa-
rameter and squeezing parameter are corresponding to the mean and variance of Gaussian
distribution, respectively. We would review several common single-mode pure Gaussian



states and summarize their displacement and squeezing parameters, moreover, expressions
in Gaussian formulation.

Vacuum state

The most elementary Gaussian state is the vacuum state, and the Wigner function of
the vacuum state is shown in Fig.2.1a,

1
0y = - / dze=" /2 |) (2.19)

14/

which represents not only the eigenstate of annihilation operator with eigenvalue equal
to zero, giving a|0) = 0 but also a Fock state with n = 0, as well as the mean vector
r = (0,0) and covariance matrix V = gI. The vacuum state is often used as the initial
state for computation.

Coherent state

A coherent state is the vacuum state displaced by a displacement operator D(«a) to a
point « in phase space [62]
la) = D(«) |0) (2.20)

with D(a) = exp(aa’ — a*a), a € C. Since a|a) = a|a), the coherent state is eigenstate
of annihilation operator @ with eigenvalue . The displacement operator D(«) is a unitary
operator with D(a)D'(a) = D' (a)D(a) = I due to D(—a) = D'(a) = D} (a). We can

2
rewrite D(«) = exp(—ﬁ> exp(aa’) exp(—a*a) so that coherent state can be expressed

) = exp (-%) ;\‘;—% n). (2.21)

Meanwhile, the corresponding mean vector is T = 2\/§ (Re(a), Im(a)) and covariance ma-

in Fock basis as

trix V = gI. In the propagating laser fields, the optical coherent states play an important
role since an ideal laser beam’s quantum state consists of N copies of identical pure coherent
states mixed together [00].

Squeezed state

The squeezed state is a squeezed vacuum state without displacement
|2) = 5(2)[0) (2.22)

with S(z) = exp(3(z*a* — za'?)), z = rexp(i¢) and r > 0. Similarly, the squeezed operator
is also unitary as displacement operator. Because any Gaussian states can be expressed



by Fock states, squeezed states have even number Fock states expansion, giving

1 Vv (2n)!
|z) = mz S —exp(i¢) tanhr)™ |2n) . (2.23)

In Gaussian formulations, the mean vector and covariance matrix of a squeezed state are
—2r
= (0,0) and V = 2R(¢/2) [ egr] R(¢/2)", respectively. The R(¢) inside covariance

matrix is a rotation operator with the unitary form R(¢) = exp(i¢n) where i = a'a is the
photon number operator.

Displaced squeezed state
Combining the displacement operator and squeezed operator together on a vacuum
state, we get the definition of displaced squeezed state (also called squeezed coherent state)

la, z) = D(«)S(z) |0) . (2.24)

It is important to note that those two operators do not commute so that D(a)S(z) #

5(2)D(0). Furthermore, ¥ = 2,/4(Re(a), Im(a)) and V = 4R(¢/2) [ N egr] R(6/2)T

for the displaced squeezed state. The displaced squeezed state is the most general single-
qumode pure Gaussian state.

2.2.2 Mixed Gaussian state

Thermal radiation is electromagnetic radiation emitted by any matter at finite tempera-
tures and is an inevitable noise resource. The thermal states of matter causing thermal

radiation describe the states of a system in thermal equilibrium at non-zero temperatures
T.

The thermal state is an important example of mixed Gaussian state, with density matrix

o0 ,n

() = D e In) (225)

n=0

with the mean photon number n = Tr(p(n)n). In addition, the mean vector is ¥ = (0, 0),
and covariance matrix is V = (2n + 1)4L

10



2.3 Universality and CV gates

The quantum computer over DV is universal if it can implement any required unitary
transformation over finite qubits using quantum logic gates to any degree of accuracy.
For a CV quantum computer, the definition of universality is the ability to approach
any unitary transformation, which is related to Hamiltonian is a polynomial function of
mode operators, to arbitrary precision in finite steps [32]. However, Ref. [32] showed that
universality requires non-Gaussian resources, either gates or resource states.

Gaussian gates transform Gaussian states to Gaussian states; such a process is a linear
transformation. Several Gaussian gates are related to the Gaussian states from the last
section. The common Gaussian gates act on one-mode or two-mode, and are at most
quadratic in mode operators such as displacement D(«), rotation R(¢), squeezing S(z)
and beamsplitter BS(6, ¢) gates. The basic non-Gaussian gates are single-mode gates
which are degree 3 or higher in the mode or quadrature operators such as cubic phase
gate V(v) and Kerr gate K (k). Additionally, any CV gate for the multi-mode system can
decompose single-mode gates and two-mode gates due to universality.

Similar to the unitary transformation U operating on p in the Hilbert space H, the
symplectic transformation S acts on the mean vector and covariance matrix in the phase
space k [11]

S _ st T = ST (226)
p=Up & :
V =8Svs?
where S is a symplectic matrix defined in 2.14. Indeed, each unitary operator on Gaussian
states can be linked with an associated symplectic matrix.

Displacement gate

The displacement gate has the form
D(a) — ea[ﬂfoz*& _ er(ei‘ﬁdf—e*“ﬁa) (227)

with a = 7e’® where r > 0 and ¢ € [0, 27). It could convert a and a' by Campbell-Baker
Hasdorff formula

D (a)aD(a) = a+ al,
D(a)a'D(a) = a' + o*I.
For Heisenberg picture, the displacement gate affects the position and momentum opera-
tors,

(2.28)

D ()2D(a) = & + V2hRe(w),

D (a)pD(a) = p + V2hIm(c) (2:29)

11



which explains that the D(a) make displacement of state with « in phase space, see
Fig.2.1b.

Squeezing gate

Squeezing gate for single-mode is defined as
S(z) = ezz" @ —=a") (2.30)
where 2 = re’® with r > 0 and ¢ € [0, 27). Similarly, it could transform a and a' as

ST(2)aS(z) = coshra — € sinhra,

. 2.31
ST(2)a'S(z) = coshra' — e sinhra. (2:31)
The squeezing gate acts on quadrature operators,
ST(2)2S(z) = e "%,
(2) : (2) A (2.32)
ST(2)pS(z) = e"p.
Additionally, the associated symplectic matrix of squeezing is
~ (coshr —cos¢sinhr — sin ¢ sinh r
Ssqueezing (7", ¢) - ( —sin gzﬁ Sinh T COSh r + cos Qb Sinh T’) ’ (233)

In phase space, the squeezing operator acts on a vacuum state (see Fig.2.1c) so that
one quadrature squeezed by a factor e™” has a lower uncertainty; as a consequence, the
orthogonal quadrature with a higher uncertainty would be stretched by a factor €” to obey
the uncertainty principle. In the limitation that the squeezing parameter is sufficiently
large with z &~ r, we can approach the zero momentum eigenstates |0>p and zero position
eigenstates |0), via squeezing on vacuum state

10), = S(=7)[0),

(2.34)
0), = S(r)[0).
Phase rotation gate
The phase rotation operation is defined as
R(¢) = " (2.35)

where 7 = a'a is photon number operator. We could obtain transformation of mode

operators according to A
RY(¢)aR(¢) = ea,

R (6)al R(g) = e (2:30)

12



The phase rotation gate rotates a state represented by position and momentum quadratures
in phase space by an angle of ¢, see Fig.2.1d,

R'(¢)2R(¢) = cos ¢ — sin ¢p,
R1(¢)pR(p) = sin ¢ + cos ¢p.

The symplectic transformation corresponding to a unitary phase rotation is

50(0) = (g o). (2.33)

sing  cos ¢

(2.37)

Beamsplitter Gate

The beamsplitter gate is a two-mode gate with form
BS(0, ¢) = PP aa;—e%aia), (2.39)
We could mix two modes a; and a; by applying beamsplitter operator on mode operators

BS'(0,6)a;BS(0,$) = cos0a; — e ¥ sinba; = Ta; — R*a;, (2.40)
BS(0, ¢)a; BS(0, ¢) = cosba; + ' sin0a; = Ta; + Ra, '
where T = cos @ is transmittivity amplitude, and R = €*®sin@ is reflectivity amplitude
of the beamsplitter with |T|* + |R|* = 1. The special case of beamsplitter gate is 50-50
beamsplitter which has = 7/4 such that |T|> = |R|* = 1, see Fig.2.1e.

If we apply a beamsplitter operation on random two single-mode Gaussian states whose
covariance matrices are A = al and B = bI, the covariance matrix of output state is

obtained by Vs = Sps(A @ B)Skg [15] as

(a —b)cos®(0) + b 0 (a — b) sin § cos ei® 0
Ve — 0 (a —b)cos®(0) + b 0 (a — b) sin 6 cos fe= ¢
BS | (a — b) sin @ cos B 0 (b—a)cos?(0) +a 0
0 (a — b) sin 6 cos fe'® 0 (b—a)cos?(0) + a
(2.41)

where Spg is the symplectic transformation matrix of beamsplitter operator. If the initial
two states are both thermal states with thermal photon number N7, N, for each state, their
covariance matrices can be replaced by A = (N; 4+ 3)I and B = (N, + 1)1, respectively.

Two-mode squeezing gate

13



The two-mode squeezing operator has definition as
52(2) _ e(zd;fd;r-—z*ai&j) (242)

where z = re'® with squeezing parameter » > 0 and squeezing phase angle ¢ € [0, 27).

Two-mode squeezing operator could transform the mode operators as
Sy(2)14;S5(2) = a; cosh(r) — d}ew sinh(r),
Sy(2)Ta;85(2) = a; cosh(r) — ale™ sinh(r).

i

(2.43)

In addition, the two-mode squeezing gate could be decomposed into two single-mode
squeezing gate with opposite squeezing parameters between two 50-50 beamsplitters

Sy(2) = BST(7/4,0)[S(2) ® S(—2)]BS(7/4,0). (2.44)

The two-mode squeezed (TMS) vacuum state (see Fig.2.1f) can be obtained by a two-
mode squeezing operator acting on the vacuum state, a representative state for a two-mode
continuous-variable entangled state. The TMS vacuum state has zero mean and covariance

matrix
cosh 2r 0 sinh 2r 0

0 cosh 2r 0 — sinh 2r
Vatsvacuum = sinh 2r 0 cosh 2r 0 (2.45)
0 — sinh 2r 0 cosh 2r

More generally, the correlations a, b, c,d in the covariance matrix of TMS thermal state
would be calculated by [15]
a = cosh 2r + 2N; cosh? r + 2N, sinh? r
b = cosh 2r + 2N, cosh? r 4 2N, sinh? r (2.46)
c=—d=(1+ Ny + Ny)sinh2r
where N7, Ny are the mean thermal photon number of each mode.
Cubic phase gate

The cubic phase gate is a single mode gate which is a non-Gaussian resource for CV
computation with definition

V(y) = e'an®, (2.47)

The cubic phase state |7y) is generated by applying the cubic phase gate on the zero mo-
mentum eigenstate [0), as [y) = V(v) |0),,.
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Kerr gate and Cross-Kerr gate

The Kerr gate which acts on a single mode is given by

K(k) = ™" (2.48)

since the relative Hamiltonian of Kerr interaction is H = (a'a)? = n2.

The cross-Kerr gate also provides non-Gaussian transformation as Kerr gate, but it
implements on two-mode as

CK (k) = eirmn (2.49)

where the Hamiltonian of cross-Kerr interaction is H = nyfs.

2.4 CV measurements

In place of Pauli-basis measurements [0/1) (0/1],|%) (£, |%¢) (£i] on qubits, we con-
sider the Gaussian measurements of homodyne and heterodyne detection, as well as non-
Gaussian measurement of photon counting.

Homodyne measurement

Homodyne detection is a measurement that is projected onto the eigenstates of a single
field quadrature operator  or p. More generally, homodyne measurement could be ex-
panded to projection onto eigenstates of the Hermitian operator Z, with operator |z4) (z4].

Ty = oS T + sin ¢p (2.50)

This is the same as rotating the state by —¢ and taking a homodyne measurement on z,
and would return a real measurement value. It is important to note that the conditional
state of the remaining modes preserves its Gaussian Character if we take a homodyne
measurement, on one of the modes in a multi-mode Gaussian state.

Heterodyne measurement

Unlike homodyne measurements which only measure a single quadrature operator, het-
erodyne detection simultaneously measures both quadratures £ and p. Because these two
conjugate operators do not commute, Heisenberg’s uncertainty principle limits the simul-
taneous measurement’s precision. That is, heterodyne detection must add noise to the
measurement. A heterodyne measurement projects onto the basis of coherent states with
operator \/LE |a) («r|. The output value is complex and can be expressed by the Husimi Q
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function defined Qo) = £ («| pla). Again, the conditional state of the remaining modes
is still a Gaussian state after heterodyne measurement.

Photon counting

Photon counting measurement projects the states onto the Fock basis |n) with corre-
sponding measurement operator |n) (n| so that the measurement output values are non-
negative integer. Unlike homodyne and heterodyne measurements, a photon counting
measurement projects the system into a non-Gaussian basis, except if the the output is
n = 0. (The vacuum state is unique in being both a Gaussian state and a Fock state.)
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(d) Phase rotation (e) Beamsplitter (f) Two-mode squeezing

Figure 2.1: Operation of common Gaussian gates. Wigner functions of (a) vacuum state,
(b) coherent state obtained by acting displacement gate on vacuum state, (c) squeezed
vacuum state, (d) phase rotation of coherent state, (e) beamsplitter of two-mode vacuum
state, and (f) TMS vacuum state, which are drawn using Strawberry Fields. [20]
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Chapter 3

Gaussian Quantum Discord

Quantum entanglement was the first kind of quantum correlation studied. It has a wide
range of applications in quantum information processing with various research. However,
people have realized there are other types of quantum correlation, with quantum discord
being one broad category. Quantum discord measures the quantum correlation of bipartite
quantum systems and is an essential resource for quantum information processing, espe-
cially in mixed-state quantum systems. Researchers have extended quantum discord to
the CV systems and analytically evaluated the quantum discord for two-mode Gaussian
states, which is thus named Gaussian quantum discord. This section introduces how to
measure quantum discord. It starts with two equivalent expressions of mutual information
in the classical information theory and then expands to quantum analogues of mutual in-
formation. Furthermore, we demonstrate two approaches to obtaining analytical solutions
for different kinds of Gaussian states.

3.1 Quantum discord definition

For bipartite quantum states, there exist classical correlation and quantum correlation
[11]. The difference between classical and quantum correlation originates from that the
measurement will disturb the quantum systems but won’t disturb the classical systems,
and the disturbance can be used to calculate the quantum correlation [34]. Furthermore,
the classical correlation can be qualified as the information of one subsystem gained by
measurements on the other subsystem. For pure quantum states, the quantum correla-
tion accords with the quantum entanglement. Quantum discord can be used to measure
the quantum correlation of mixed states, which is defined by the difference between two
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classically equivalent expressions for mutual information, which need not be the same for
quantum systems [21].

From classical information theory, the Shannon entropy H (A) describes the average un-
certainty in a discrete random variable A with outcomes aj;...a,, that occur with probability
P(ay)...P(a,). The entropy of A is defined as

H(A) = - P(a;)log P(a;). (3.1)

=1

The mutual information measures the total correlation between two random variables
A and B, which reduces the uncertainty of A due to knowledge of B. Due to Bayes’ and
its property, the two classical expressions of mutual information I and J are equal

I(A: B) = H(A) + H(B) — H(A, B)

J(A: B) = H(A) — H(A|B) (3:2)

where H(A|B) is conditional entropy and H (A, B) is joint entropy.

Now the above concepts in classical systems are extended to quantum systems. To
obtain the quantum mutual information of a bipartite quantum state, we replace cor-
responding classical probability distributions by density matrices pa, pg, pap as well as
generalizing Shannon entropy to S(p) = —1Tr(plog p) von Neumann entropy

I(pan) = S(pa) + S(pp) — S(pan). (3.3)

The quantum mutual information contains the total correlations of the system, i.e.,
the quantum mutual information is the sum of the classical correlation and the quantum
correlation. However, the quantum analog J(pap) couldn’t be as easily substituted as for
I(pap) since it involves a generalization of the conditional entropy H(A|B). The J(pagp)
can be obtained with the help of a set of measurements {B;},> . B; = I made on B where
1 corresponds to the different measurement results. After the measurement, the state of A
when result B; is detected becomes

Trg(papB;)
Trap(papB:)

The probability of this result is p; = Trag(papB;) so that the generalization of the condi-
tional entropy of state A can be defined as

S(pal{Bi}) = Zpl (pa15,) (3.5)

pAB; = (3.4)
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Accordingly, the quantum generalization J(pap) is expressed as

J(pas)isy = S(pa) = S(pal{ Bi})- (3.6)

The magnitude of J(pap) is related to the choice of the measurement base, and after
maximizing overall measurement results, which means find the infimum value of S(pal{B;})
term, we obtain the classical correlation as

J(paB)is;y = S(pa) —infizyS(pal{ Bi}). (3.7)

The quantum discord, which measures the quantum correlation, is equal to the differ-
ence between the total correlation and classical correlation [21]

D(pap)ipy = I(pa) — J(paB)sy = S(pB) — S(pas) + infip,yS(pal{Bi}). (3.8)

Since we only consider quantum discord with measurement made on B, we can abbreviate
it as
D(pap) = D(pas)is.)- (3.9)

Quantum discord has the following properties:

(1) Generally, quantum discord is asymmetric since the conditional entropy is asym-
metric such that D(pag)ga,y # D(pas)(s;}-

(2) For pure states, quantum discord is equal to quantum entanglement; they are
generally not equal for mixed states.

(3) Quantum discord is non-negative D(pap) > 0 since the concavity of conditional
entropy. The quantum discord is equal to zero if and only if for product state with pap =
Zi BipapB;.

(4) D(pag)(s;y < S(ps), however D(pap)ip,y < S(pa) does not necessarily hold.

(5) Quantum discord is invariant under local unitary transformation such as D(pap) =
D((UA @ UPB)pap(U4 @ UB)).

(6) For separable states except for product states, the quantum discord must be smaller
than 1. On the contrary, if the quantum discord is smaller than 1, the corresponding
Gaussian state has the probability of being an entangled state.
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3.2 Analytical solution of Gaussian quantum discord

The analytical solution of quantum discord is complicated to obtain since the final part in
the definition of quantum discord need to be optimized. In [30, 33], the analytical solution
of quantum discord for a kind of two-qubit states was demonstrated. In [3, 35], a more
general analytical solution for quantum discord of X-states that only diagonal and anti-
diagonal elements in the covariance matrices are nonzero was further obtained. We would
focus on a family of CV states , i.e., the Gaussian state, as an example, to introduce how
to get Gaussian quantum discord for bipartite Gaussian states. Recall 2.16 the diagonal
sub-blocks expression of covariance matrix for any two-mode Gaussian state, and re-write

it as
Oap = (j; g) (3.10)

where o = al, 8 = bI, v = diag{c,d}. The correlations a, b, ¢ and d are determined
by the four symplectic invariants A = deta = a?, B = detf = b?, C = dety = cd,
D = deto a5 = (ab—c?)(ab—d?). Additionally, the symplectic eigenvalues v of a covariance
matrix can be expressed as

202 = (A4 B+2C)+ /(A+ B +2C)2 — 4D (3.11)

where v_ > 1 to ensure the corresponding Gaussian state are meaningful due to the
uncertainty principle.

In 2010, Adesso derived the closed solution of quantum discord for general two-mode
Gaussian states after measurements made on mode B by projecting on pure Gaussian
states [I]. The measurement state B is given by

0o = (3 1%) (3.12)

where A = 1 or A — 0 implies that the executed measurement is heterodyne or homo-
dyne, respectively. The reduced state A whose covariance matrix is independent of the
measurement result is described by [12, 18, 20]

e=a—v(B+a)) A" (3.13)
Now the Gaussian quantum discord with covariance matrix o, p is expressed as

D(oap) = f(VB) = f(v_) = f(vy) + infs f(Vdete) (3.14)
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with f(z) = (Z) In(ZH) — (51 In(52).

We can let inf,,dete = E™™. If (D — AB)? < (1 + B)C?*(A + D), the conditional
entropy is minimized by heterodyne measurements which project on the coherent state
basis so that

2C%? + (=1 + B)(=A+ D) +2|C|\/C?+ (-1 + B)(—A + D)

Emin —
(—1+ B)?

. (3.15)

Otherwise, the homodyne measurements which project on the squeezed state basis mini-
mize the conditional entropy such that

4 AB—-C?+ D — \/C4 —AB + D)2 - 20C%(AB+ D
omin _ +D—+/ +(2B +D) (AB + D) (3.16)

We additionally verify a set of formulas for Gaussian quantum discord, which are easier
to derive and return the same result as Adesso obtained. Firstly, we should find the
covariance matrix € of reduced state A and the corresponding symplectic eigenvalues for
three different states. Then, we substitute the above results into Gaussian quantum discord
expression to get some simple analytical results.

Recall the expression of € and substitute the diagonal elements of v with d = +¢ so

that ,
(e 0
E = ( 0 a 2 ) . (317)

_ C
b+1/A

For heterodyne measurements which A = 1, the ¢ = p.I with p. = a — b(jr_21 The

covariance matrix elements of a two-mode squeezed (TMS) vacuum state can be defined
by a = b =2Ng+ 1,¢c = +va?>—1 = /4Ng(Ng + 1) where Ng is the squeezing number
of photons so that p. = 1 and € = I which means the state A reduced to vacuum state.
For symmetric Beamsplitter (BS) state, the covariance matrix has elements a = b =
2Ns +1,¢ = \/4N?% = 2Ng and now p. = ?}V]\E—jll ~ 1+ 2Ng for Ng < 1. Furthermore, the
covariance matrix of a asymmetric BS state takes the form a = 2Ng+ 1,b=2N;+1,¢c =

V4NgNy; therefore, p. = 2Ng + 1 — 24(%?f{) ~ 1 for Ny — oo.

For homodyne measurements where A — 0, the € takes the form

- (a_o% 2) , (3.18)
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We can re-define p. = a — %, and the TMS state has p. = ~1—2Ngif 2Ng <« 1.

1
2Ng+1

For the symmetric BS state, p. = 2 — QN;—H ~ 1+ 2Ng if 2Ng < 1. In addition, the
asymmetric BS state has p. = 2Ng + 1 — é%ff{ ~ 1 for Ny — oo.

To find the symplectic eigenvalues v, we start with symmetric states such as TMS state
and symmetric BS state. Recall expression of vy in which C = +¢* and D = (a? — ¢?)?

now, we can define A = A+ B+ 2C = 2a*> +2C and 3? = A? —4D = 8a*(c* + C) so that

1
Ui:—A
(57 (3.19)

=a*+C+ g\/8(0+02).

For the general TMS vacuum states, we can substitute C' = —c? into above expression

so that v+ = va? — 2, furthermore vy = 1 since a = 2Ng + 1,¢ = \/4Ngs(Ng +1). The
BS states have C' = ¢? such that v+ = a & ¢, and v, = 4Ng + 1,v_ = 1 for a vacuum
symmetric BS state.

Now, let’s consider the Gaussian quantum discord of TMS vacuum states if heterodyne
measurements made on mode B, thus

D(O’AB) = f(QNS —l— 1)

3.20
— (N5 +1)In(Ns +1) — NglnNg (3:20)

since VB = 2Ng + 1,v;y = 1,V/dete = 1. Furthermore, D(oap) = —NglnNg for Ng < 1.
Similarly, if homodyne measurements made on mode B, discord has same result due to
Vdete = Va2 —c2 = 1.

The Gaussian quantum discord of symmetric BS states in which v dete = 3]3; 5:11 based
on heterodyne measurements has

3Ns + 1
Ns—l—l

moreover p. &~ 2Ng+ 1 for Ng < 1 so that D(oap) ~ 2f(2Ns+1) — f(4Ns+1) ~ 2Ngln2.

Indeed, it’s more complicated for the asymmetric BS states to find Gaussian quantum
discord. To find the symplectic eigenvalues vy, we can let

D(O’AB) = f(QNS + 1) — f<4N5 + 1) + f( ) (3.21)

_a+b
P=

a—b (3.22)
,0p = 5

X =V +
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and use the results obtained in symmetric BS case so that A = 2(p* + x?), 8 = 4px
and vy = %(A + [) = p+ \/Ip?+ 2 For a vacuum case, the symplectic eigenvalues
are calculated by vy = (NS_—i— Nr+1)+ \/((NS — N;)2+4NgN; = 2N + 1 4 2N where

N:w, hence v, = 4N + 1,v_ = 1. Rewritep€:2NS+1—%:1+%

and substitute it into discord expression, the Gaussian quantum discord of asymmetric BS

states is
2Ng

Nr+1
Particularly, there is infinite idler with weak signal measured that N; — oo, Ng < 1,
as a result Dig ~ f(2Ng+ 1) — f(2N; + 1) + f(2N; + 1) = f(2Ng + 1) which looks
closed to TMS state discord. In comparison, if measurements made on idler, Dg; =~

FENp+1) = N+ 1)+ f(1+ 2y~ f(1+ 2.

D(oap) = f(2N; +1) — f(AN + 1) + f(1 + ). (3.23)

The values of quantum Gaussian discord for TMS vacuum states, symmetric BS vacuum
states and asymmetric BS vacuum states are shown in Fig.3.1.
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Figure 3.1: Analytical solutions of quantum Gaussian discord for TMS vacuum states,
symmetric BS vacuum states and asymmetric BS vacuum states. Note that the values of
quantum Gaussian discord for the asymmetric BS vacuum states are small but not zero.
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Chapter 4

Classical neural network with error
Back-Propagating

This chapter presents the first approach for recognizing Gaussian discord by performing
a back-propagating (BP) algorithm on a double hidden-layer neural network. Machine
learning is such a process that how a machine approximately builds a parametric model
via learning from known data set to predict the output of unknown data. The BP algorithm
is gradient descent and back-forward updates neural network parameters from the output
layer to the input layer.

4.1 Machine Learning

Machine learning (ML) is the necessary product of developing artificial intelligence research
to a certain stage. A data set is a collection of relevant records, and each record is corre-
spondent to an object defined as a sample in ML. Matters that reflect the performance of
nature in a certain aspect are called features, and the space into which the feature is tangled
becomes the feature space. Generally, assuming that D = {z1, x, ..., 2., } is a data set con-
taining m samples, and each sample is described by d features so that x; = (21, T2, ..., Tiq)
is a feature vector of the d-dimensional feature space X.

Learning a model from data is called training, and this process is accomplished by
executing some learning algorithm. The data used in the training process is called the
training data set, and each sample in it is called a training sample. The learned model
responds to some underlying pattern of the data in question and is also called a hypothesis.

25



To build the relevant predictive model, we need to obtain the results about the training
samples named label. For a given data set D = {(z;,y:)|r; € R y; € R} (i = 1,2,...,m),
(7, ;) represents i'" samples where y; is the label of x; belonging to label space ).

ML requires the construction of a map from the feature space X to the label space Y
as f(z) : X - Y, where the unknown function f(x) is target function. Since the target
function is unknown, we could only find the closest one to the target function. The approx-
imate target function is a parameterized function f(x;#) which could be the sum of some
nonlinear functions with optimal performance on training data set, and the parameters 6
could be learned by the optimization process. The process of finding optimal parameters to
maximize model performance is called deep learning in the neural network. After learning
the model, using the model to make predictions is called testing, and the sample being
tested is called the test sample. In this paper, we focus on a binary classification task
whose predicted values are discrete.

4.2 Neural Networks

The most fundamental element in Neural Network (NN) is neuron (also named as percep-
tron). The neuron receives input values x; which multiplying by connection weight w; and
then comparing with threshold b, so the output of neuron y is obtained by passing this
sum to an activation function f(x), giving as

y=fO_ wi;—b). (4.1)

The above mentioned situation can be abstracted into a simple model, which is the Mc-
Culloch—Pitts neuron model, see Fig.4.1 that has been used until now [35].

The activation function should be a non-linear function for which can introduce non-
linear properties. For example, the step function is the most straightforward activation
function

o-{4 228

Another standard activation function is the sigmoid function which output is bounded in
the range (0,1).
1

(4.3)

A neural network is formed by interconnecting a set of neurons in a specific structure
[27]. The part of a neural network that receives input data is called the input layer, and
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Threshold: b

current neuron Output: y

Figure 4.1: McCulloch-Pitts neuron model

the part that is used to output the result is the output layer. The layer of neurons between
the input layer and output layer is called the hidden layer. Several famous neural networks
exist, such as multi-layer feedforward neural network with derivative convolution-neural
network and recurrent neural network with long short-time memory.

4.3 Back-Propagating algorithm

A well-known algorithm in the neural network is Back-Propagating (BP) which is one of the
most widely used machine learning algorithms for many practical problems [52]. Here we
show a double-layer feedforward neural network example, see Fig.4.2, for explaining the er-
ror Back-Propagating (BP) algorithm, which is used for updating weights and thresholds of
a given neural network. The BP algorithm is the application and extension of gradient de-
scent in neural network models [63, 52]. For a data set D = {(z1,v1), (Z2,%2), -, (Tm, Ym) },
z; € R% y; € RY, each input sample is described by d features and output is /-dimensional
real value vector; meanwhile, the first hidden layer has ¢ neurons and the second hidden
layer has p neurons.

Assuming the threshold of " neuron in output layer is represented by 6, and thresholds
for h'" neuron in first hidden layer and k** neuron in second hidden layer are ~, and s,
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input layer

Figure 4.2: Neural network with two hidden layers

respectively. The connection weight between i** neuron in the input layer and h** neuron

in the first hidden layer is v;;, so that the input and output of h** neuron in the first hidden
layer are oy, = Zle vipx; and by, = fi(ap, — ). Similarly, assuming uyy, is the connection
weight between A" neuron in first hidden layer and k* neuron in second hidden layer, the
input and output for £y, neuron are Ay = 22:1 upkbn and ¢ = fo(Ag — pg). For j neuron
in output layer with connected weight wy;, the input and output are 8; = > h_, wy;ck
and y; = f3(8; — 6;). The activation functions fi, f2, f3 inside above expressions might be
different.

Matrices could express those. For the feature space of data set D, assuming the thresh-
old as a dummy node with input —1 gives

T11 T2 Tig —1
To1 T22 Tog —1

X = , (4.4)
Tm1l Tm2 Lmd _1
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The transposed weight matrix for input layer to hidden layer 1 has the form

V11 V12 ... Vi(g-1) Viq
V21 V22 ... Ug-1) V2q
Vi=|: E (4.5)
Vg1 Vd2 .. Ud(g—1) Udg
YooY oo V-1 Vg

Similarly, if the left two transposed weight matrices are UT and W7, the final output could
be
j = f3(f(LXVHUHWT). (4.6)

For a training sample (z., y.) € D, and the output of neural network is g. = (95, 95, ..., ¥f)

with §¢ = f(8; — 0;),j = 1,2, ...,1. Meanwhile, the mean-square error on (z,y.) is

Ee = E(Ye, Je) =

Z Y — y] : (4.7)

The goal of BP algorithm is to minimize the accumulated mean-square error £ on the data
set D where

[\’)I»—t

E = iZEe. (4.8)

There are (d 4+ p+ 1)g + (I + 1)p + [ parameters need to be confirmed: d x ¢ weights
from the input layer to the first hidden layer, ¢ x p weights from the first hidden layer to
the second hidden layer, p x [ weights from the secon hidden layer to the output layer; and
q + p+ [ thresholds for each layer except input layer. BP is an iterative learning algorithm
that uses a generalized perceptron learning rule to update the parameter estimates in each
round of the iteration, such as for a random parameter v

v v+ Av, (4.9)

We use connected weight wy; from the second hidden layer to the output layer for
derivation. The BP algorithm is gradient descent which modifies parameters in the negative
step direction of the target. For a given studying rate n € (0, 1),

OE,
8wkj

A wg; = —n (4.10)
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the weights wy; are first effect on the input value 8; of 5™ neuron in output layer, then on
this neuron’s output value g, and finally to the E, so that

OE.  OE. 0y 08

- : 4.11
8wkj 8y]e 8@ 8wkj ( )
We can define the gradient term in the output layer as
OE. 0Y;
! Y5 0p;
(4.12)

= —(95—y5)f (B, — 0))

= 05 (1 = 95)(y5 — 45)

if the activation function is sigmoid function with property f'(z) = f(z)(1 — f(x)). Ac-
cording to the definition of 3;, it is obvious that

955

Now, the updated formulas for the weights from second hidden layer to output layer and
thresholds of output layer are obtained as

(4.14)
Al = —ng;
Similarly, for second hidden layer to the first hidden layer, there are
Ay, = nriby,
hk = NTkOR (4.15)
Apge = —1ry,

where r, = 2221 wi;g;f (M — k). For the first hidden layer to input layer, we have

Avyy, = NERT;,

4.16
DNy = —ney, ( )

where e;, = 22:1 Uhkrkf/(a/h —Mh)-

Obviously, to calculate the gradient terms r; of the second hidden layer, the gradient
terms g; at the output layer must be known, i.e., the gradient terms are derived from the
last layer to the first layer, which is why the algorithm is called the BP algorithm. When
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the number of layers in the neural network is enormous, the gradient terms are almost zero
after passing backwards several layers. This problem is called gradient vanishing, with one
possible solution being to learn multi-Level Hierarchies [25].

The learning rate n controls the update step in each algorithm iteration; if it is too
large, it tends to oscillate, and if it is too small, it converges too slowly. For each layer,
the learning rate n could be different for more precise regulation.

4.4 Recognizing the Gaussian quantum discord by BP
algorithm with neural network

For recognizing the Gaussian discord by the BP algorithms, the first step is to construct
a generalized Gaussian state data set. The analytical solutions of quantum discord for
different kinds of Gaussian states could be seen as labels. The input point of each Gaussian
state sample is the covariance matrix.

There are two general types of parameters in machine learning: those that need to
be learned and estimated from data, called model parameters, and tuning parameters in
machine learning algorithms, which need to be set artificially, called hyper-parameters.
The parameters in the neural networks usually are weights and thresholds. For the neural
network using BP algorithm, the choice of hyper-parameters: learning rate 7, the number
of hidden layers and the number of neurons in each hidden layer determine the model’s
performance. The setting of these hyper-parameters needs to base on experience and many
attempts.

We set the number of hidden layers as two, the first hidden layer has 256 neurons
and the second hidden layer has 128 neurons. Since each covariance matrix of bipartite
Gaussian state is described by 16 elements, the number of neurons of the input layer is 16.
The expected output of the neural network is one real value that represents the predicted
Gaussian quantum discord, thus the output layer only consists of one neuron.

We construct a Gaussian data set to evaluate the performance of the double hidden lay-
ers neural network. The number of samples of the Gaussian data set is 800. The Gaussian
data set is constructed by randomly choosing correlations a, b, ¢, d in the covariance matrix
standard form shown in 2.16; then we calculate the Gaussian quantum discord using its
analytical solutions 3.15 or 3.16 as labels. The result of inputting the Gaussian data set
into the neural network is shown in Fig.4.3.

The result performs poorly for various reasons, such as the hyper-parameters and acti-
vation functions are not appropriate, and we deal with the Gaussian states as the classical
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information. To overcome the limitations of recognizing Gaussian states using classical
machine learning, we will introduce quantum machine learning in Chapter 5, which demon-
strates the ability to handle Gaussian quantum discord classification task.
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Figure 4.3: Recognizing Gaussian quantum discord using double hidden layers neural net-
work with BP algorithms. The predicted results marked as blue versus the label values
marked as red are obtained based on the Gaussian data sets that the input Gaussian data
set is constructed by randomly choosing a, b, ¢, d
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Chapter 5

QKS Algorithm for Recognizing
Gaussian Discord

Classical machine learning seems ineffective in recognizing Gaussian states since it may
not appropriately acquire and deal with the complete quantum information inside quan-
tum states. The states would need to be measured to produce classical information to feed
into the algorithm. In comparison, quantum machine learning could directly take quan-
tum states as input. In this chapter, we will simulate a QML algorithm acting directly
on Gaussian quantum states using the PennyLane package. PennyLane is an open-source
framework in Python 3, could help us implement quantum subroutines of a given quantum-
classical hybrid algorithm on classical simulators or quantum hardware. The problem of
classifying Gaussian quantum discord into two groups could be approached by a super-
vised classifiier using hybrid optimization performed on a variational quantum circuit. In
particular, we have applied the Quantum Kitchen sinks (QKS) [65] algorithm to recognize
Gaussian quantum discord, which has a classical counterpart known as random kitchen
sinks (RKS) [51, 19, 50].

5.1 Quantum Machine learning

Quantum machine learning expands machine learning and is expected to solve both clas-
sical and quantum machine learning problems on quantum devices. Quantum operations
and quantum systems are used in quantum machine learning to demonstrate the quantum
advantages in solving classical problems; moreover, quantum machine learning combines
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quantum computing and classical machine learning algorithms. The computer hardware
used to run classical algorithms has always determined the limitations of what computers
can learn, such as the parallel GPU clusters that enable the implementation of deep learn-
ing using neural networks [55]. We could wish to see if quantum computers can reduce
their training time. Recently, as the area of quantum machine learning has progressed,
several proposals for quantum machine learning algorithms that can be implemented on
CV systems have been developed, which could help recognize some Gaussian states prop-
erties. Instead of ideal and universal quantum computers, we prefer developing quantum
machine learning algorithms on the near-term quantum computers.

With the advent of the noisy intermediate-scale quantum (NISQ) device, the poten-
tial of conducting practical quantum information processing computations has emerged.
While NISQ technologies do not have fault tolerance or a very large number of qubits,
both of which are needed for code-breaking applications, they do open up new possibil-
ities for accessing quantum information. The power of near-term quantum computers
may be researched using NISQ devices which need completely different approaches than
error-corrected quantum computers to perform computations. Hybrid algorithms, which
combine classical and quantum processing, have been proposed as a way to achieve quan-
tum enhancement by utilizing the available NISQ computers.

In quantum machine learning, the quantum circuits are trainable and differentiable.
That is the generalization of deep learning in machine learning with the application in
quantum optimization. There are two approaches to train quantum circuits: classical
simulators and quantum hardware. The first approach is more suitable for the small
quantum circuit, which simulates on classical software with the help of optimization and
machine learning tools. On the other hand, the hardware-based method cannot extract
quantum information and only could return measurement values.

5.2 PennyLane

PennyLane is an open-source software framework built on Python 3 to explore quantum
machine learning on large-scale quantum computing [6]. PennyLane is developed by a
Canadian quantum technology company called Xanadu. The main proposal of PennyLane
is the optimization and automatic differentiation of quantum-classical hybrid computa-
tions due to their capacity to calculate the gradients of a random variational quantum
circuit. The automatic differentiation provides an algorithm of calculating V f(z,y) for
some function f(z,y) which may be a mathematical function or arbitrary numerical code.
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Pennylane supports both DV (qubit-model) and CV (continuous-variable) quantum
systems and constructs generalized architecture for near-term quantum computers. Fur-
thermore, the quantum computer could be regarded as a classical neural network and
trained on PennyLane. The framework is compatible with any gate-based quantum sim-
ulator or hardware via the diverse plugin systems. As a result, the limitations of what
computers can learn were pushing since the relevant optimization and running process
could execute quantum hardware like QPU instead of GPU. For another example, it is
accessible to Strawberry Fields [20] via the PennyLane-SF plugin to simulate photonic
quantum circuits. Both Strawberry Fields and PennyLane are developed by Xanadu which
is a quantum technology company in Canada.

5.3 Training variational quantum circuit

Variational quantum circuits are the core components of quantum-classical hybrid algo-
rithms for NISQ devices. They are parameterized quantum circuits and can be optimized
by classical optimization algorithms [37, 10]. A standard variational quantum circuit has
three components: initial state, a quantum circuit parameterized by variational parame-
ters, and measurement of output. Those circuits can be decomposed into Gaussian and
non-Gaussian gates to ensure the universality and nonlinear character of CV models. To
entirely operate a variational circuit, firstly, we prepare an initial state, often the vacuum
state |0). The next step is applying a unitary gate sequence whose parameters are a func-
tion of some inputs x and free variable #. The outputs of a variational circuit are the
measurements of some fixed observables in the final state. The parameters of unitary gates
are classical quantities.

5.3.1 Optimization of variational quantum circuits based on Gra-
dient descent

The goal of optimization of variational quantum circuits is similar to classical optimization,
both to estimate some unknown functions that can optimize the model’s performance. The
parameters of approximate target function are usually optimized based on some machine
learning algorithms such as the classical BP algorithm, which minimizes mean square
error and then updates gradient terms. The ability to compute gradients of variational
quantum circuits is analogous to the BP algorithm, which two are both iterative methods
for updating parameters [10]. Gradient terms can be obtained via automatic differentiation
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on PennyLane. Therefore, this could be used to compute the cost function’s gradient terms
with respect to all variables by applying gradient descent algorithms to minimize the cost
function. As a result, the variational quantum circuits would exhibit optimal performance
with optimal parameters.

The training process is a hybrid scheme that integrates a classical loop to update the
parameters and quantum processing to extract the gradients. Assume the target function
is f(z;0©), the cost function can be defined as

:%Ez fz::©))? (5.1)

where m is the total number of samples in the data set, and z; is the i sample with label
y;. Each step t is a gradient descent process, and each variable 0; € © is updated as

0;"! = 0; —1'0,C(0) (5:2)

where 1! are the learning rate that may depend on gradient terms, and the gradient term
is partial derivative with respect to individual variable 6;.

In place of the standard BP algorithm in the classical machine learning, since it cannot
handle quantum information inside the quantum node, computing the gradient of quantum
nodes with respect to inputs or all variables is necessary by using a quantum device that not
only executes the quantum node but also computes its gradient. There are two approaches
for calculating derivatives of a quantum node: analytical and numerical derivatives sup-
ported by all classical simulators and quantum hardware. The analytical derivative for the
target function f(z;0) = f(u) with respect to p (1 can be the input x or the variable 6)
of a quantum node is

Opf (1) = c(f(p+s) = flu—s)) (5.3)

where ¢, s are fixed and finite parameters. The analytical derivative would return the
exact derivatives, compared with the numerical derivatives which approximately calculate

derivatives, giving
flp+Dp) — f(p— Ap)
YANT)

Ouf(p) =

where Ap is a small change.

(5.4)

The parameters of the variational quantum circuit would be optimized by a given
optimizer such as momentum optimizer and Nesterov momentum optimizer, both of which
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are based on gradient descent [59, 12]. The momentum optimizer accumulates a velocity
vector along the direction of ongoing decrease cost as

0(t+1) _ e(t) + ,U(t+1)

o) = ® oty () (5:5)

where m is the momentum coefficient. The Nesterov momentum optimizer is an extension
to the momentum optimizer with the present position shifted by the momentum when
calculating the gradient of the target function

VD = i ® — gt F(0O 4 me®). (5.6)

5.3.2 Pre-processing

Fig.5.1 shows the scheme of pre-processing the Gaussian states data set before directly
feed inputs into models.

Indeed, the task that classifies two classes of quantum Gaussian discord is a supervised
hybrid optimization task executed on a variational quantum classifier. Before directly
feeding the Gaussian data set into optimizer, it is essential to separate the Gaussian states
into two classes: if the corresponding Gaussian discord is bigger than one so that label
with 1 indicated that those Gaussian states are entangled; otherwise, the Gaussian discord
is less than one so that the label would be -1 shown that such Gaussian states are either
separable or entangled.

The classification problem shares the basic assumption that the number of training
samples for different categories is equal so that make sure we are not over-fitting the sample
data set. If the number of training samples differs slightly from category to category, it
usually has little effect. However, if the difference is significant, it can cause disturbance
to the optimization process. In the initial Gaussian data set, the number of -1 classes is
much larger than the number of 1 classes; then the optimizer will only return a learner
that will always predict new samples as negative classes; however, such a learning result is
worthless.

This situation in which the number of training samples varies greatly across categories
in a classification problem is called a class imbalance. There are two main methods to
deal with class imbalance: over-sampling and under-sampling. For the initial construed
Gaussian data set, over-sampling the positive class samples in the data set, i.e., adding
some positive cases to close the number of positive and negative samples. Otherwise,
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Model’s parameters

Evaluate classifier performance

Accuracy

Figure 5.1: Pre-processing scheme

under-sampling is to remove some negative class samples before feeding them into the
optimizer. The time overhead of the under-sampling method is much smaller than that
of the over-sampling method because the former discards many negative samples, making
the training set smaller than the initial training set.

It is important to note that the over-sampling method cannot simply repeat the ini-
tial positive samples; otherwise, it will lead to severe over-fitting. The representative
algorithm SMOTE adds additional positive samples by interpolating the positive sam-
ples in the training set [7]. Meanwhile, to avoid information loss due to under-sampling
randomly abandoning negative samples, we can apply EasyEnsemble, which uses the in-
tegrated learning mechanism [31]. The negative samples are divided into several sets for
different optimizers. There is no important information that seems to be lost globally.

To evaluate the present classification algorithm’s performance, it is essential to divide
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the original data set D into two sub-datasets: training data set S and testing data set
T. The hold-out method is the simplest method for splitting data set into two mutually
exclusive sets, as D = SUT,SNT = . After training the model on § and then obtaining
optimal model parameters, the performance of the model is evaluated by 7, in other words,
the unseen data. It is commonly choosing 65% to 80% of D as training data set S, while
the remaining samples would be used for testing.

5.3.3 Optimization of variational quantum circuit for recognizing
Gaussian discord

The original Gaussian data set for optimizing the variational quantum circuit consists of
vacuum and thermal TMS states, symmetric BS states and asymmetric BS states. For
the vacuum case, each class of states are built by choosing 100 evenly spaced Ng over the
interval [0.1,10.01] and N; = 1000 x Ng; for the thermal case, we additional set Ny, = 0.1.
The number of samples of the Gaussian data set is 800. The corresponding Gaussian
quantum discord can be calculated by 3.20, 3.21 and 3.23. As the first step shown in
Fig.5.1 that separates the 800 Gaussian states of the original Gaussian data set into two
classes, we obtain a binary Gaussian states data set that 188 samples with label 1 and
612 samples with label -1. Based on the hold-out method, we chose 75% of the binary
Gaussian states data set as the training data set, which contains a total of 600 samples
with 140 Gaussian states in class 1 and 460 Gaussian states in class -1.

The Fig.5.2 shows the structure of a variational quantum circuit used for optimization,
inspired by [25]. Every input data, which is the covariance matrix of a two-mode Gaussian
state |¢), is prepared as the initial state. The Gaussian gates, including beamsplitter and
displacement gates, perform the linear transformation, and cross-Kerr and cubic phase
rotation gates provide nonlinear transformation of data and thus construct a nonlinear
quantum model. For the binary classification task, we choose that this variational quantum
circuit would return the expectation value <£%> of the first qumode as the output value,
which is obtained by the homodyne measurement on the generalized quadrature Z, with
¢ = 7. If the output value is positive, we set it as class 1; otherwise, the output value is
negative so that we set it as class -1.

The Fig.5.3 shows the optimization result and the cost result using Nesterov momentum
optimizer after pre-processing the data set. The cost is decreased as expected, but the
classification accuracy trends stable around 76.67%. Note that the proportion of class -1
in the Gaussian states training data set is 460/600 ~ 0.7667 that coincides with the above
accuracy. In case this result is just a coincidence, different variational quantum circuit
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Figure 5.2: Variational quantum circuit for optimization contains beamsplitter and dis-
placement gates to introduce linear transformation, and uses cross-Kerr and cubic phase

gates to perform nonlinear transformation.

structures or the same circuit with different outputs were tried but still returned similar
results. Those results indicate a failing training example for binary classification since the
model could only present negative output to only recognize one class in the data set.
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Figure 5.3: Cost and accuracy of optimization variational circuit

5.4 QKS

The QKS algorithm is inspired by a classical machine learning algorithm called Random
Kitchen Sinks (RKS), which replaces the optimization process over the kernel by linearly
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summing many randomized nonlinear functions to estimate the kernel [51, 19, 50]. The
QKS is a hybrid algorithm designed for NISQ devices and combines the classical machine
learning approaches with quantum nodes used to achieve nonlinear transformation from
inputs to higher-dimensional feature vectors [(5].

5.4.1 Kernel methods and QKS

For a given data set D = {(x1,11), (T2, Y2), -, (T, Ym) }, ¥i € {—1, 1}, the most basic idea
of classification problem in machine learning is to find a divisible decision boundary in the
original input space to separate different classes of samples. However, in some practical and
complex classification tasks, the original sample space may not find a decision boundary
that correctly separates the two samples classes. For such a problem, the samples could be
mapped from the input space to a higher dimensional feature space such that the samples
are linearly separable within this feature space. Kernel methods, including many classical
machine learning algorithms used for pattern recognition tasks, including classification
tasks, would perform computations over a kernel function defined in the original input
space instead of workin in the transformed feature space. Let the ¢(x) denote the feature
vector after mapping input data point = into feature space, the kernel function between
samples z; and z; is defined as

k(i x) = (¢(:), 9(;)). (5.7)

The inner product of two data points in the feature space is equal to the result of their
computation in the original input space using the kernel function k(z;,z;). Using the
kernel function enables working in the higher-dimensional feature space without explicitly
transforming all of the data. More generally, the kernel matrix K for a data set D =

{z1,x9,,...,xn} belong to input space X is semi-positive defined
k(xy,z1)  k(xy,zo) ... Ek(xy,zn)

K k‘(xg., x1) l{?(xg., To) - k:(xg, Tpm) | (5.8)
k(Tm, 1) k(xm,z2) ... k(Tm,xm)

For each kernel matrix, there exists a corresponding feature mapping ¢.

The performance of the feature space determines the accuracy of the kernel methods in
classification tasks. Indeed, we do not know what kernel function is appropriate without
knowing the feature mapping, and the kernel function only implicitly defines this feature
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space. The choice of the kernel function is significant and decides whether the input data
can be mapped to a suitable feature space to demonstrate excellent performance. One of
the popular classical kernel methods is the support vector machine (SVM), which executes
a kernel with intensive computations and effective training.

In contrast to kernel methods, the RKS algorithm works directly in a transformed
feature space, but where some of the parameters of the transformation are random. RKS
inspires the QKS algorithm, with the transformation now being generated by a random
quantum circuit. The implementations of the QKS do not need to calculate the kernel.

Linear Random Encoding Inputs as Parameters: 6, = Qx; + 8

Nonlinear Transformation by Quantum Variational Circuits

Linear ML Algorithms for Classification: FLD

Figure 5.4: Quantum Kitchen Sinks algorithm. The classical nodes are marked with orange,
and the quantum node is marked with green.

The QKS is shown in the Fig.5.4 where the input data is classical linear randomly en-
coded into the quantum variational circuit gate parameters. The quantum variational cir-
cuit performs nonlinear transformations of data. We expect to obtain a higher-dimensional
feature vector by running the fixed quantum circuit many episodes and stacking those clas-
sical outputs of the variational circuit whose parameters are randomly encoded with the
same input data. This process matches the fundamental idea of kernel methods, which map
the input data into a large Hilbert space of quantum system to perform practical compu-
tations on such quantum feature space. Those feature vectors are post-processing by some
linear classical machine learning algorithms used for classification. For the quantum Gaus-
sian discord classification task, the bipartite Gaussian states in the data set are described
by the covariance matrix. For each Gaussian state, we randomly encode the correlations
into circuit parameters and set them as the initial state of the quantum variational circuit.
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5.4.2 Classical processes in QKS

To avoid the classical parts in the hybrid algorithm being too powerful, we could require
that the classical components of QKS are linear. As a result, we can assume that the power
of the algorithm is only added by the nonlinear transformation of the quantum node.
The first linear process encodes each input data into the desired number of parameters
in quantum variational circuits and repeats for finite episodes. Then, the Fisher linear
discriminate (FLD) would use the output of measurements in quantum variational circuits
to classify two classes of quantum Gaussian discord.

Classical linear encoding

The first step in QKS is to randomly encode input data as the gate parameters of the
quantum variational circuit. Here, we deal with the four entries a, b, ¢, d of the covariance
matrix in standard form in each Gaussian state as classical input data. In other words,
each input data is described by a vector in a four dimensional space. To explain the linear
encoding process, we could assume that a data set D = {x1, z9, ..., ¥, } contains m samples
and each sample has form z; = (a;, b;, ¢;, d;). Then, a (p x 4)-dimensional weight matrix
and a p-dimensional bias vector [ could be used to encode input data into desired p gate
parameters, giving as

0; = Qi+
01 Wi Wiz Wiz Wig a; I
Oso Wop Wag Waz Wy | | b, B2
= = C : (5.9)
C; .
9ip Wp1 Wp2 Wp3 Wp4 dz ﬁp

To ensure all information of the input data encoding into gate parameters, all elements
in the weight matrix are designed to be non-zero. The weight matrix €2 is randomly
generated following the normal distribution with zero mean and standard deviation o, and
the randomly generated bias vector § has uniform distribution

Q ~ N(0,0%)

B~ U(0, 27). (5.10)

FLD

Fisher linear discriminant (FLD), also named Linear discriminant analysis (LDA), is a
classic linear supervised machine learning algorithm for binary classification, which learns
and classifies data using the measurements of quantum variational circuits [29]. Strictly
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speaking, LDA and FLA are slightly different in that the former assumes the same full-
rank covariance matrix for both classes. The primary goal of FLD is to identify the
best projection line for separating data from two classes. In the other word, the work is
projecting the samples X onto a line with undermined direction v in order to produce a
scalar y

y =o' X. (5.11)

To best separate two classes, the optimized projection line determined by direction vector
v could be obtained by making the scatter in the same class as smaller as possible and
making the projected means of different classes as far away from each other as possible, see
Fig.5.5. A more mathematical expression maximizes the ratio of the measure of separation
between classes to total within-class variance.

5
—— projection line
4 - ® projected mean for class 1
® projected mean for class -1
T FE
34 RHETE T
+ iy ?fﬂ-_'_ .
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N} b T T
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0 .
—1 1
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Figure 5.5: 2D scheme of FLD applied on binary classes data. The green "+” and red ”-”
respectively represent +1 class and -1 class. The blue solid line is the target projection
line. The green solid circle and red solid circle are the projected means for +1 class and
-1 class, respectively.

Assume a m-sample data set X = {(z;)|z; € R} (i = 1,2,...,m), each sample is a
d-dimensional vector, and n; samples come from —1 class and ny samples belong to +1
class. The projection of z; onto a projection line with direction v is given by vy; = vTa;.
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The means of two classes in the original feature space are

'ul:nil Z g,

i€class—1

1 (5.12)
= — Xi.
M2 ny Z 7
i€class+1
The means of two classes after projection are
p = i Z Yi = i Z vla; = UTMl
m ic€class—1 Z m i€class—1 Z ’
3 ass— 1eclass—
1 1 . ., (5.13)
MQ:n_Q,Z Yi :n_QZ VT = U 2.
i€class+1 i€class+1

The |77 — fi2] is the distance between the projected means as well as a measure of separation
between two classes. The scatters for projected samples of two classes have expressions

§% = Z (yz _ﬂ1)27

i€class—1

532 Z (?Jz‘—ﬂ2)2~

i€class+1

(5.14)

Obviously, the scatter is similar as variance with additional multiplied by total number of
samples.

For well separating two classes, the FLD is to find the optimized direction v of projection
line, which can maximize an objective function

i — i)
52+ 35

Firstly, we need to transform the expression of objective function as a function of v so that
J = J(v) with the help of scatter matrix. The ”within-class” scatter matrix is:

SW - Sl + SQ
= Z (2 — pa) (s — pa) " + Z (25 — po) (w5 — po)” (5.16)
i€class—1 i€class+1
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where S7, Sy are the scatter matrices for two classes before projection. Meanwhile, we can
re-write the scatter of —1 class §2 by substituting y; = v’z; and gi; = v’ py, giving

5= Z (v w; — vl pp)?

i€class—1

= D Vai— m) (@ — )T (5.17)

i€class—1

=T Sv.

Similarly, we can obtain 32 = v” Syv so that the denominator of objective function, which
is the "within-class” scatter matrix after projection, could re-write as

2 | =2 T T
57+ 8 =0 Sv+v Syw
e ? (5.18)
= v Sy.

The original ”between-class” scatter matrix is defined as

Sp = (tn — p2) (1 — p2) " (5.19)

Furthermore, the separation of two projected means would be expressed as

(fin — fi2)* = (0" 1 — 0" pa)?
=0T (1 — pa) (g1 — p2)"v (5.20)
= 0T Spw.

As a result, the objective function is expressed in terms of v, Sg and Sy as

vl Spv

T0) = g

(5.21)

To maximize the objective function J(v), the straight-forward approach is to derive it
with respect to v, and find which v making derivation equals to zero.

dJ(v)  2Spv(v” Syv) — 28w (v Spv)

o (VT Swv)? =0 (5:22)

Now, we could solve Szv(vTSyv) — Syo(vlSpv) = 0 by firstly dividing by v? Syv and
then the equation rises to an eigenvector problem as

Syt Spv = v (5.23)
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if Sy is not singular matrix so that SV_Vl exists. Finally, the optimized direction v of the
projection line is found in a closed formula

v o< Syt (1 — pa)- (5.24)

The FLD would project the anonymous data to the optimal projection line determined
by training, and the projected data would return into one dimension. More generally,
FLD projects samples into a lower-dimensional space, usually smaller than the original
dimension of samples’ feature space. The FLD could be referred to as a classical and
supervised dimension reduction algorithm.

5.4.3 Variational quantum circuit in QKS

The quantum variational circuit, which performs various nonlinear data transformations
employing a quantum system, is a key element of the QKS. We implemented different
quantum variational circuits to find out which one performs better, see Fig.5.6. Each
input data as bipartite Gaussian state |¢)) is prepared as the initial state of the first two
modes, and the third mode is in a vacuum state |0). Those quantum variational circuits
should contain non-Gaussian gates to ensure nonlinear transformations. Each output of
this quantum variational circuit stacks the expectation value (Z) of three modes to get
a 3-dimensional feature vector, which is obtained by homodyne measurement on position
quadrature observable .

5.4.4 QKS Simulation

The parameters of the variational quantum circuit, which is also the model parameters,
are obtained by randomly encoding each input data. The number of parameters generated
by the encoding should be the same as the number of parameters needed in the circuit.

We evaluate the QKS algorithm’s performance based on the system’s two key hyper-
parameters: standard deviation ¢ and the number of episodes E. The standard deviation
o is used to generate random weight matrices following normal distribution in the classical
linear encoding process. We repeat E times for each data point that encodes input data
into circuit parameters and measures the quantum variational circuit’s classical outputs;
thus, we obtain a (3 x F)-dimensional feature vector. The number of episodes F would de-
termine the feature space dimension after feeding data into quantum nodes. The encoding
parameter {2, 5.} of each episode should be constant for the training and testing process.
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(a) Cross-Kerr gate mixes the first two modes, and then beamsplitter gate mixes the second and
third modes with three circuit parameters &, 0, ¢.
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(b) Cross-Kerr gate mixes the first two modes, and Kerr gate simultaneously acts on the vacuum
mode followed by TMS gate to mix the second and third modes with three circuit parameters
K1, k2, ®. (Set the TMS gate’s squeezing parameter r = 1)

CK (k1) BS(01,¢1)

CK (k) BS(0s, ¢2)
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(c) The first cross-Kerr gate mixes the first two modes, followed by the second cross-Kerr gate
mixing the second and third modes. Then, the first beamsplitter gate mixes the first two modes,
followed by the second beamsplitter gate mixing the second and third modes. There are six circuit
parameters K1, ko, 01, ¢1, 02, do.
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(d) Three cubic phase gates act on three modes. Then, the first TMS gate mixes the first two
modes, followed by the second TMS gate mixing the second and third modes with five gate
parameters 1, y2,7v3 and ¢1, 2. (Set the both two TMS gates’ squeezing parameters r = 1)

Figure 5.6: Various variational quantum circuits as the kitchen sinks. The initial state of
the first two modes is prepared as bipartite Gaussian state |¢)), and the third mode is in a
vacuum state |0)
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The initial Gaussian states data set for recognizing Gaussian discord was similar to the
data set used to optimize variational quantum circuit, which evenly chose Ng, but with
additional over-sampling step to get a balanced binary Gaussian states data set. After
applying SMOTE algorithm, the initial Gaussian states data set contains a total of 1224
Gaussian states in which there is an equal number of samples in class -1 and class 1. 70%
of the initial Gaussian states data set is holding as the training data set, which consists of
420 Gaussian states in class -1 and 436 Gaussian states in class 1. The size of test data
set is 368 with 192 Gaussian states in class -1 and 176 Gaussian states in class 1.

Applying the FLD to classify the initial Gaussian states dataset, the classification
accuracy was approximately 98%. However, when F = 5 and choosing 10 evenly spaced o
over the interval [0.1,10.0], the best classification accuracy obtained by implementing first
three variational quantum circuits shown in Fig.5.6a, 5.6b and 5.6¢c were all below 80%,
but the fourth circuit (see Fig.5.6d) returned the best accuracy around 95%. Those results
indicate two facts: this present Gaussian state data set is too simple to demonstrate QKS’s
capability in the classification task, and the fourth variational quantum circuit is a strong
candidate to implement QKS for recognizing Gaussian discord.

To show the power of QKS in the Gaussian discord classification tasks, we re-constructed
the Gaussian states data set, which contains both vacuum and thermal TMS, symmetric
BS and asymmetric BS states and ”scramble” those states’ one mode by an angle ¢ using
phase rotation transformation

V' = (Sr(¢) @ )V(Sk(¢) & 1)f (5.25)

where V is the standard form of covariance matrix shown in 2.16, and Sg(¢) is the sym-
plectic transformation of phase rotation, see 2.38. We set that the rotational angle is
¢ = %, and randomly choose Ng, N7, Ny, from the uniform distribution. Based on the
pre-processing scheme Fig.5.1, we implement the SMOTE algorithm and hold-out method
to get a balanced Gaussian state data set, and 70% of the balanced data set are used as
training data set. The size of the training data set is 989 with 493 Gaussian states in class
1 and 496 Gaussian states in class -1; the test data set contains 425 Gaussian states with

214 Gaussian states in class 1 and 211 Gaussian states in class -1.

We chose the variational quantum circuit shown in Fig.5.6d as the kitchen sinks. The
three cubic phase gates with circuit parameters 71,79, v3 introduce nonlinear transforma-
tion for each mode. Two TMS gates mix the three modes which we set the squeezing
parameters r for both equal to one and the squeezing phase angles ¢1, 92 € [0,27) as cir-
cuit parameters. As shown in 5.9, we randomly initialized the weight matrix following the
normal distribution and the bias vector following the uniform distribution to encode the
input data points into those five circuit parameters.
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The classification accuracy as the function of standard deviation ¢ and the number of
episodes E are shown in Fig.5.7. We narrow the range of o to determine the best-performing
interval. When the o were evenly spaced over the interval [0.1,10.0], the best classification
was 97.33% when o = 0.1 and E = 10, see Fig.5.7a, which is a significant improvement
over the baseline 70.12% when only use FLD. For a narrower interval [0.1,5.0], the best
classification achieved was 98.64% when o = 0.1 and E = 10, see Fig.5.7b. When the o
were not evenly spaced over the interval [0.001, 1.5], the QKS algorithm can achieve the
best accuracy up to 98.59% when o = 0.01 and E = 10, see Fig.5.7c. We can observe that
for the Gaussian discord classification task using QKS, the optimal o is small somewhere
around the interval [0.01,0.1] and the optimal E = 10. The resolution of the resulting
figure is low since the simulation process is constrained by classical computers, so the
simulation process for different hyper-parameters usually takes a long time.

Based on the simulation results, we proved the QKS algorithm’s power by successfully
solving the Gaussian discord binary classification task. Even though we implemented
the variational quantum circuit with only 3-qumode, we showed that the classification
accuracy is significantly improved compared with the case that only uses the classical
linear classification algorithm.
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Figure 5.7: QKS simulation results: the classification accuracy as the function of standard
deviation ¢ and the number of episodes E. (a) The o are evenly spaced over the interval
[0.1,10.0]. (b) The o are evenly spaced over the interval [0.1,5.0]. (c) The ¢ are not evenly
spaced over the interval [0.001, 1.5].
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Chapter 6

Conclusion

In chapter 2, we reviewed relevant concepts of the CV quantum computing systems, includ-
ing the standard Gaussian states, a family of universal CV gates and different measurement
types for CV systems.

Chapter 3 focused on the derivation process of quantum discord, which is the dis-
crepancy between two quantum analogues of classical equivalent expressions of mutual
information. We then explored the quantum discord in the CV systems and presented two
approaches to obtain the analytical solutions of Gaussian quantum discord.

In chapter 4, we overviewed classical machine learning, the neural network in deep learn-
ing and how to update parameters of neural networks by back-propagating algorithm. We
presented the results that recognized the Gaussian quantum discord by back-propagating
with the double hidden layers neural network.

Chapter 5 began with expanding classical machine learning to quantum machine learn-
ing. PennyLane, a machine learning library on Python, is used to simulate variational
quantum circuits. We then presented how to implement the supervised hybrid optimiza-
tion of a variational quantum circuit for recognizing Gaussian discord. We also introduced
the typical pre-processing that balances the original data set and then separates the data
set into training and testing data set before directly feeding inputs in the models. We
showed the capability of a hybrid quantum-classical machine learning algorithm called
QKS, which is belonged to quantum kernel methods. The variational quantum circuits,
the core of QKS, significantly improve the classification accuracy over the classical linear
classifier so that work out the Gaussian discord classification task.
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6.1 Future Directions

We just have contributed the theoretical work to simulate the QKS algorithm in classical
computers for recognizing the Gaussian discord. To evaluate the QKS performance on the
Gaussian discord classification task, the Gaussian state data set, containing the covariance
matrices of a family of Gaussian states as inputs and corresponding Gaussian discord as
labels, are artificially set based on experience and calculations. However, such Gaussian
states data set does not provide a comprehensive picture of the quantum nature of the
Gaussian states.

We can further test the capability of QKS for realizing Gaussian discord by experiment.
The superconducting parametric cavity has showed its power to develop CV quantum
computing by experimentally implementing the QKS algorithms to classify a synthetic
data set [24]. One direction is to experimentally generate the Gaussian state to obtain
a more practical Gaussian state data set, and also implement the variational quantum
circuits following the experiment setup in [24].
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