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ABSTRACT 

To improve the quality of their services and products, nowadays every industry 

is using artificial intelligence and machine learning. Machine learning is a 

powerful tool that can be applied in many applications including wireless 

communications.  One way to improve the reliability of wireless connections is to 

classify motion type of the user and hook it with beamforming and beam steering. 

With the user equipment’s motion type classification ability, the base station can 

allocate proper beamforming to the given class of users. With this motivation, the 

studies of ML algorithms for motion classification is conducted in this thesis. In 

this work, the supervised learning technique is used to predict and classify motion 

types using the 5G data. In this work, we used the 5G data collected in 4 different 

scenarios or classes which are (i) Walking (ii) Standing (ii) Driving and (iv) 

Drone.  The data is then operated on for cleaning and feature engineering and 

then is fed into different classification algorithms including Logistic Regression 

Cross Validation (LRCv), Support Vector Classifier (SVC), k-nearest neighbors 

(KNN), Linear Discriminant Analysis (LDA), AdaBoost, and Extra Tree 

Classifier. Upon analyzing the evaluation metrics for these algorithms, we found 

that with the accuracy of ~99% and log-loss of 0.044, Extra Tree Classifier 

performed better than others. With such promising results, the output of 

classification process can be used in another pipeline for resource optimization or 

hooked with hardware for beamforming and beam steering. It can also be used 

as an input to a digital twin of radio to change its variables dynamically which 

will be reflected in the physical copy of that radio. 
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1. INTRODUCTION 
 

Wireless communication has evolved rapidly over the last decade. We have seen incredible 

increase in reliability and data transfer speed. In this new era of communication, people are 

already using 5G (Fifth Generation) networks. Although the research has already started for 

development of 6G (Sixth Generation) communication there are still some challenges in 5G 

that need to be addressed to make it more robust. At the same time integration of artificial 

intelligence (AI) and machine learning (ML) in products and services is becoming more and 

more common these days as it makes the system more efficient and reliable. 

In this thesis, we implement a ML pipeline along with 5G data to determine the motion 

type of user equipment (UE). The outcome or the predictions can be then used in beam 

forming and beam steering, thus improving the quality and reliability of the 5G networks. 

1.1. Background and Motivation 

Every major technology in the world is turning to be smart. In the last two decades, we have 

seen a revolution in every domain of technology and recently the boom of artificial 

intelligence, and machine learning has changed how we used to think about the term "smart" 

in technological domain [1]. Artificial intelligence witnessed two major ‘AI winters’ from 

1974–1980 and 1987–1993 in which AI saw reduced funding and interest. Back then the 

computational power of computers was far less than the power of our smartphones which 

was major cause of AI winter. But in this decade AI has seen rapid growth [2]. The field of 

AI was not formally founded until 1956, In a conference at Dartmouth College, in Hanover, 

New Hampshire, the term "artificial intelligence" was coined [3]. As time passed 

computational power increased and computers became fast and cheap, and researchers used 

the opportunity to develop AI systems and algorithms. These algorithms performed 

surprisingly well and, in several cases, even beat humans. 

Nowadays, every major industry is applying AI to their product which not only 

results in increasing in revenue but also it takes user experiences to next level. Machine 

learning, which is a sub-field of AI, is used to carry out multiple tasks and it covers the 

statistical part of AI where the computer solves a problem by looking at hundreds and 

thousands of data points. Machine learning has lot of different algorithms to do variety of 

tasks. The choice of algorithm depends on the end goal of our task. Machine learning can 

be divided into distinct categories based on the type of input and output data, and type of 

problem they solve. Some primary categories of machine learning algorithms are 

supervised, unsupervised and reinforcement learning. In supervised learning the algorithm 

maps the input to the output and the data always has labels. Furthermore, in supervised 

learning we can do regression in which we can predict the future continuous value based on 

the past data also in supervised learning we can do classification, in which algorithm predicts 

the discrete class to which class the data belongs. On the other hand, unsupervised learning 

can be used to find the underlying pattern in data which does not have any specified output. 

Thus, unsupervised algorithms can effectively be used in “clustering” data into groups. In 

reinforcement learning, an agent is trained in an environment with rewards and penalties 

and the agent tries to maximize the reward and minimize the penalties. This approach can 

be applied to gaming, i.e., an AI agent can learn how to play the game. These are only some 
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basic and most widely used ML categories, however there are several other approaches for 

ML algorithms. [4]  

The recent advances in machine learning is to apply AI technology to wireless 

communications. The growth of diverse services and data generated by mobile devices and 

internet of things (IoT) are increasing exponentially. In 2020 alone total data generation 

reached 64.2 zettabytes [5]. To transport and consume this data we need good and reliable 

connection, that is one of the reasons we continuously evolve and upgrade our cellular 

infrastructure. We all heard about the buzz word 5G. The term 5G stands for “fifth 

generation”. The wireless industry adopted the standards for 5G in 2017. Since then, all the 

major cellphone industries have been developing the infrastructure and the products that can 

support 5G. 5G offers significantly more bandwidth for more devices and allows much 

faster upload and download speeds than 4G. In the past people used 2G, 3G and 4G 

networks. Each generation in some way has improved over its predecessor [6]. 5G not only 

offers high internet speed it also ensures better coverage and lower power consumption [7]. 

Although 5G is a great technology with lots of pros, it does have some drawbacks and 

challenges e.g., 5G has low penetration power, building and trees can block the signal. Also, 

the range of 5G signal is far less than the 4G signal. Table 1 shows network comparison [9], 

where several types of technology from 2G-5G are briefly explained. 

Table 1. Comparison of different network generations 

Comparison 2G 3G 4G 5G 

Introduction  

Year 

1993 2001 2009 2018 

Technology GSM WCDMA LTE, WiMAX MIMO, mmWave 

Access  

system 

TDMA, 

CDMA 

CDMA CDMA OFDM, BDMA 

Switching 

type 

Circuit 

switching for 

voice, packet 

switching for 

data 

Packet 

switching 

except for air 

interface 

Packet switching Packet switching 

Internet 

service 

Narrowband Broadband Ultra-Broadband Wireless World 

Wide Web  

Bandwidth 25 MHz 25 MHz 100 MHz 30 GHz – 300 GHz 

Advantage  Multimedia 

features 

SMS, MMS. 

Internet 

Access, and 

SIM 

introduced 

High Security, 

International 

roaming  

Speed, High 

speed handoffs, 

Global mobility 

High speed, low 

latency 

Applications Voice calls, 

short 

messages 

Video 

conferencing, 

mobile TV, 

GPS 

High speed 

applications, 

mobile TV, 

devices 

High resolution 

video streaming, 

remote control of 

vehicles, robots 
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Even though we have some challenges in 5G networks, we do have several techniques to 

counter those disadvantages, one of which is 5G beamforming. An antenna has a radiating 

element which radiates electro-magnetic waves in a particular direction, if we place multiple 

radiating elements right next to each other (still having only one antenna), we increase the 

energy that goes forward and less energy going sideways, or in any other direction and thus 

the wave travels farther. Figure 1 depicts the beam forming, where all the radiating elements 

are fed the same signal. But another problem that arises here is that the beam is directed 

straight, and it cannot cover the users who are not in front of this beam and cannot reach the 

user who are in a different location. The solution to that problem is beamforming. Figure 2 

illustrates the beamforming technique. In beamforming we use the same number of radiating 

elements, but we feed them with different signals thus creating constructive interference in 

the direction of interest thus sending beam towards the user [8]. 

 

               
 

 

   Figure 1. Straight network beam.   Figure 2. Shifted network beam. 

 

       

Another solution is beam steering using which we can alter the beam pattern dynamically 

by changing the signal phase [9]. MmWave is one of the technologies that enable the 5G 

[10] and researchers have already been developing technology that enables beam steering 

in these mmWave antennas [11], [12]. Now the interesting question arises, what if we can 

join two technologies i.e., AI and beamforming/beam steering? How can AI and ML help 

in effective and uninterrupted communication? How can it help in delivering promising 

connectivity and reduce the hardware cost? This introduces the need for intelligent 

processing to categorize the motion type of the UE into distinct categories for effective 

optimization of the beamforming resources.  
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1.2. Thesis Scope and Contribution 

In this thesis, we explore how we can use ML along with 5G data to classify the motion type 

of UEs into distinct categories, i.e., walking, standing, driving or a drone. This work builds 

and sets the basic way for further research in machine learning for effective and 

uninterrupted connectivity. The work can be used to complement the beamforming and 

beam-steering for delivering robust network. Our work can also be used as an input to the 

digital twin of a radio which in turn will change its variables and the changes will be 

reflected in a physical copy of the same radio [13].  This work is a part of a bigger pipeline 

together which will be used to improve network connectivity for the users. The research lays 

basic building blocks for future researchers and paves the way for further development on 

top of it. Moreover, the findings in this work can be further used in other research to improve 

5G and 6G wireless connectivity. 

1.3. Structure of Thesis 

ML is an effective tool that can be particularly useful in wireless communication [14].  In 

this work, we use ML along with 5G data (collected in various scenarios) for motion type 

classification of UEs.  

The thesis is divided into eight chapters where in the first chapter, we discuss 

background and motivation of this work and define the scope of the thesis. In the second 

chapter, we provide literature review and discuss the proposed methodologies with prior art. 

In the third chapter, we discuss more about how the data was collected and will focus on 

exploratory data analysis (EDA) [15] of data. In the fourth chapter, we describe machine 

learning approaches that were used in this work. In the next chapter, we discuss how we 

implemented the entire system and what challenges we faced. Then, we illustrate and 

evaluate the results in chapter six. In the seventh chapter, we further discuss the results and 

talk about future work and the last chapter provides the conclusions of this work. It is also 

important to highlight any challenges, limitations, and improvements in the research and 

throughout all the chapters it will be done whenever possible. 
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2. LITERATURE REVIEW 
 

There is already some prior research done in this field. In the following sections we go 

through the different ways researchers have utilized to classify the motion type of UEs. 

2.1. Localization of User Equipments 

A lot of researchers have worked to combine machine learning with wireless 

communication. In [16] authors have tried to estimate the speed of UEs with low 

computational requirements. They have used spectral analysis method and time-based 

spectrum spreading method although they were successful in classifying the UE with high 

accuracy. However, they have not used ML in their work. 

In [17], the authors developed novel framework where multi-antenna network used 

“channel charting” in order to learn chart of radio geometry of its neighborhood. Working 

in an unsupervised manner, channel chart detects the local spatial geometry so that points 

that are close in space are also close in the channel chart and vice versa.  

In [18], the authors worked with deep convolutional neural networks for fingerprint-

based positioning using measured massive multi-input multi-output (MIMO) channels. In 

appropriate domains, the sparse structure of massive MIMO channels can be learned by 

convolutional neural network (CNN) for positioning purposes. In this work, the authors 

concluded that if enough training data is available for CNN training, a moderately deep 

CNN can have fractional-wavelength positioning accuracy.  

In [19] the authors have proposed a novel ML approach of using only one base station 

to determine the positions of mobile targets. Prior to [19], to determine the position, multi-

lateration of at least three base stations was needed. Locating the position of mobile phones 

or UEs has become one of the most key features of the next generation mobile 

communication systems [20]. 

2.2. User Equipment Tracking  

In the context of ML enable beamforming optimization, the authors in [21] proposed ML 

based beam-forming design. They use a deep neural network structure and input channel 

vector with transmit power and output the combining factors for the transmitters’ 

beamforming. As compared to brute force search their method had a sum rate of more than 

99%. The power and application of AI can be seen in [22], where the authors introduced 

RF-Pose3D, a system that infers 3D human skeletons from RF signals. With the help of 

CNN, it tracks the person as they move. There has been lot of work in this domain and some 

algorithms even localize within ten of centimeter [23].  

2.3. Motion and Activity Recognition 

In [24] the authors proposed a new innovative approach for activity recognition which 

makes use of both supervised and unsupervised learning. They used the information from 

received signal strength (RSS) and classified user state if it is static or moving. In this work, 

the authors used K-means algorithm for differentiation between static and mobile states. 
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Moreover, different sliding window lengths were tested, and it was found out that sliding 

window of length of 1 second without overlapping performs best. Compared with other 

supervised learning approaches, the decision tree classifier performs best for both the user 

static and mobile cases with an accuracy of 100% and 98.0%, respectively. 

Nevertheless, the researchers worked on finding and classifying user motion type using 

mobile networks, they also used sensors available in smartphones to classify and detect the 

user activity. The authors of [25] used data collected from tri-axial accelerometer and 

gyroscope of smartphone and after extracting statistical features of the data, then the authors 

used K-nearest neighbor [26] and Naive Bayes [27] algorithms and achieved accuracy of 

90.1%.  

In [28], the authors used the same data used in [25] and single layered feedforward 

neural network long with long short-term memory network. In this work, the authors were 

able to classify with the accuracy of 97.7%. 

With all the existing prior art, it is evident that along with the traditional communication 

mobile networks, ML can be used in a variety of ways to improve network performance. 

The promising results shown by ML have encouraged increased research done in this field. 

With good hardware, ML can analyze data much more quickly than humans and provide 

solutions to complex problems. Previous researchers have worked on various aspects and 

applications of combining machine learning with mobile networks however, none of them 

have used 5G data to classify the motion type. In our work, we used ML algorithms and 

trained them using 5G data which was collected under different scenarios including 

walking, driving, standing still and data from the drone.  
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3. 5G DATA COLLECTION AND DESCRIPTION 
 

Data in ML is as important as oil in a car. It is the hidden insight in the data that ML 

algorithm figure out and produces output based on their learning. Each year we produce 

more data than the previous year and this number goes up with each passing year. 

The data needs to be in correct format so that algorithms can understand it. If we supply 

data in the wrong format, we will get wrong results. In ML the rule is garbage in, garbage 

out, i.e., the quality of predictions will only be as good as the data which the model is trained 

on, so we must make sure that the data we are using is of excellent quality as well as the 

data that we are using is representative otherwise the model will not be able to perform well. 

We want our algorithm to learn from the signal and not from the noise, that is why we need 

to remove the noise from the signal such as outliers and non-existing values. To establish a 

good ML pipeline, we need to follow some specific steps and it all starts with data collection 

and usually the data we get is unprocessed or raw. We show the hierarchy of AI/ML 

implementation in Figure 3. 

 

 

Figure 3. Hierarchy of AI/ML implementation.  

 

We first define what we want to predict and then we collect the data which will help us to 

make good predictions. There are some basic steps for data processing that we followed. It 

included data collection, data analysis and treatment, data exploration and transformation 

and model training. 
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3.1. Data Collection 

In our work, we want to classify the motion type of UEs using the 5G data, thus, for the first 

step we started with data collection for our algorithms. We used a software tool called 

Keysight Nemo Outdoor1. Nemo Outdoor is a laptop-based drive test tool for wireless 

network testing. The data was collected in different scenarios such as while driving in a van, 

while walking on street, while standing still in one place and we also had data from drone. 

The location of all these collections was around only one single 5G BTS and the data was 

collected for several days. The collected data contained a lot of variables in encrypted form. 

We used another tool called Keysight Nemo Analyze2 to decrypt and select the variables we 

need, later we use these variables as features and input them to our algorithm. The labeling 

of data was done manually as there was no option in the collection software to do so. 

3.2. Data Description 

Once the data was decrypted, we took the help of data visualization and explanatory data 

analysis (EDA), to select set of variables for our classification and the rest were discarded. 

Since there are irrelevant variables, we needed to reduce them by reducing the number of 

features. Therefore, the system computational cost is also reduced. Table 2 lists the variables 

that were in the collected data.  

 

Table 2. List of all collected variables 

No Collected Variables 

1 First-best-reference-signal-received-power (1st-best-RSRP) 

2 Second-best-reference-signal-received-power (2nd-best-RSRP) 

3 Third-best-reference-signal-received-power (3rd-best-RSRP) 

4 Fourth-best-reference-signal-received-power (4th-best-RSRP) 

5 First-best-signal-to-interference-plus-noise-ratio (1st-best-SINR) 

6 Second-best-signal-to-interference-plus-noise-ratio (2nd-best-SINR) 

7 Third-best-signal-to-interference-plus-noise-ratio (3rd-best-SINR) 

8 Fourth-best-signal-to-interference-plus-noise-ratio (4th-best-SINR) 

9 New-radio-absolute-radio-frequency-channel-number (NR-ARFCN) 

10 Physical-cell-ID (PCI) 

11 New-radio-physical-cell-ID-beam-index (NR-PCI-beam-index) 

12 Beam-index (BI) 

13 Time 

14 Longitude 

15 Latitude 

16 Height 

 

 

 

 

 

1 https://www.keysight.com/fi/en/product/NTA00002B/nemo-outdoor-5g-nr-drive-test-solution.html 
2 https://www.keysight.com/fi/en/product/NTN00000B/nemo-analyze-drive-test-post-processing-

solution.html 
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After collecting all these features, we only select the following features for our classification 

task. Table 3 lists the variables or features that were used to train our ML model. Note that 

in Table 3 feature engineered variables are also included.  

 

Table 3. List of selected variables 

No Selected Variables 

1 First-best-reference-signal-received-power (1st-best-RSRP) 

2 Best-signal-to-interference-plus-noise-ratio (1st-best-SINR) 

3 New-radio-absolute-radio-frequency-channel-number (NR-ARFCN) 

4 Physical-cell-ID (PCI) 

5 New-radio-physical-cell-ID-beam-index (NR-PCI-beam-index) 

6 Beam-index (BI) 

7 Distance 

8 Velocity 

9   Height 

 

Among all the variables present in the collected data we choose only these because they 

have a strong relationship with the target, i.e., the motion type of UEs. The final variables 

or features include, Reference Signal Received Power (RSRP), it is the form signal strength 

indicator which defines the power present in a received radio signal. Signal having RSPR 

value greater or equal to -80 dBm is considered good and signal with RSPR value less than 

-100 dBm is considered extremely poor connection or no connection at all. Keysight Nemo 

Outdoor tool can measure and collect multiple RSPR values, but we are only interested in 

the first best one. Signal-to-Interference-plus-Noise Ratio (SINR) is used to measure the 

quality of wireless connection. The value greater than 20 dBm is considered good and less 

than or equal to zero is considered disconnected. While we were collecting data the software 

was automatically adding the time on which sample was taken, we used this feature later in 

feature engineering for calculating velocity. Absolute radio-frequency channel number or 

NR-ARFCN is a code that specifies a pair of reference frequencies used for transmission 

and reception in radio system. ARFCN started from GSM and evolved with modern 

technologies. For UMTS/WCDMA it was known as UARFCN, for E-UTAR/LTE it was 

named EARFCN and now for 5G/New Radio it is called NR-ARFCN. PCI stands for 

Physical Cell ID, each 5G NR cell corresponds to a PCI and it is used to distinguish cells 

on the radio side. In 5G New Radio, there are 1008 unique PCIs compare to LTE which 

only has 504 PCIs. BI tells which beam index is the strongest, and beam index is the 

identification separating beams from each other. All the features have numeric data type 

except NR-PCI-beam-index which is categorical. 

We collect all the data and use Keysight Nemo Analyze tool to decrypt the file generated 

by Keysight Nemo Outdoor tool. The data was extracted and stored in Excel file and is then 

manually labeled in Excel. We labeled data such as numerical 1 represented ‘Driving’, 2 

represented ‘Standing still’, 3 represented ‘Walking’ and 4 represented ‘Drones’. Although 

we used any other number to represent them it would not have made any difference to 

output, we just had to make sure all the classes are represented by a unique value. 
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3.3. Data Visualization 

After collecting, decrypting, and labeling the data, the first step is to do analysis by 

visualization. In data visualization, we use charts and plots to represent the information of 

datasets. Data visualization helps in spotting trends, outlier, and patterns in the data. 

Moreover, in the big data world, visualization could be challenging, however, we can 

visualize a noticeably big amount of data using a suitable set of tools [29]. We visualize the 

data to analyze each data set before doing feature engineer. In this thesis, we used Tableau3, 

a data visualization tool for our basic visualizations.  

             

 

Figure 4. 1st-best-SINR versus 1st-best-RSRP (dBm) for driving data. 

  

 

3  https://www.tableau.com/ 
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Figure 5. 1st-best-SINR versus 1st-best-RSRP (dBm) for standing data. 

 

  

 

Figure 6. 1st-best-SINR versus 1st-best-RSRP (dBm) for walking data. 
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Figure 7. 1st-best-SINR versus 1st-best-RSRP (dBm) for drone data. 

 

In Figure 4 to Figure 7 we plotted the 1st-best-SINR with 1st-best-RSRP for all the four 

classes. Through our visualizations we can observe that there is almost linear relationship 

between 1st-best-SINR and 1st-best-RSRP when we are driving and walking and in case of 

standing still the values remain clustered with some deviation. In our standing still graph, 

we have multiple clusters because the data was collected on various locations and at separate 

times. 

 

 

Figure 8. 1st-best-RSRP location on map for driving data. 
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Figure 9. 1st-best-RSRP location on map for standing data. 

  

 

 

Figure 10. 1st-best-RSRP location on map for walking data. 
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Figure 11. 1st-best-RSRP location on map for drone data. 

 

In Figure 8 to Figure 11 we plotted the 1st-best-RSRP values on the map, and it helped us to 

visualize how the value is changing along the path. It also displays the path we took while 

collecting the data. In the case of drones, we can observe that the drone revolved around the 

5G tower.  

 

 

 

Figure 12. NR-PCI-beam index count for driving data. 
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.  

Figure 13. NR-PCI-beam index count for standing data.     

 

Figure 14. NR-PCI-beam index count for walking data. 
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Figure 15. NR-PCI-beam index count for drone data. 

 

From Figure 12 to Figure 15, we tried to visualize NR-PCI-Beam-Index in our data NR-

PCI-Beam-Index has a categorical value. We plotted it and checked how the categories are 

distributed and, in our data, we can observe that walking data has the lowest beam index 

categories and drone has the maximum.  

 

 

 

Figure 16. 1st-best-RSRP data distribution for driving data. 
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Figure 17. 1st-best-RSRP data distribution for standing data. 

 

 

 

Figure 18. 1st-best-RSRP data distribution for walking data. 
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Figure 19. 1st-best-RSRP data distribution for drone data. 

 

From Figure 16 to Figure 19 we plot the data distribution of 1st-best-RSRP. Through these 

plots we can check how the data varies. Through this observation we can check the peak 

value and skewness of the data.  

 

 

 

Figure 20. 1st-best-SINR data distribution for driving data. 
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Figure 21.1st-best-SINR data distribution for standing data. 

 

 

 

Figure 22. 1st-best-SINR data distribution for walking data. 
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Figure 23. 1st-best-SINR data distribution for drone data. 

 

 

From Figure 20 to Figure 23 we plot the data distribution of 1st-best-SINR. As mentioned 

in previous plots these graphs help us to check how the data varies and observe the peak 

value and skewness of the data. 

The main use case of data visualization is that we can translate the information in our 

datasets into visual context. In our work data visualization was used to make it easier to 

identify patterns, outliers and trends in our dataset [30] moreover it also allows information 

to be conveyed more quickly. For example, without looking into numbers in our dataset we 

can see through these visualizations the location where we collected the data (Figure 8 – 

Figure 11) also the color of the point signifies the strength and value of RSPR value at that 

point. Since NR-PCI-beam index has categorical value through these visualizations we can 

see how its values are distributed. Through these visualizations we can observe that different 

classes have different categories of NR-PCI-beam index (Figure 12 – Figure 15). It can be 

observed that drone data have maximum number of categories, and the walking data has 

maximum amount of data in a single category. Without the data visualization it would be 

hard to figure out these patterns. Data visualization is essential for exploratory data analysis 

as it helps us to check the data quality and become familiar with the structure and features 

of the data. 

In conclusion the data visualization helped us to verify the relationships between the 

data and through data visualizations we made sure our data does not have any outliers. 

Nevertheless, as described in above paragraph, it also helped us to understand data visually. 

Also, through data visualization we can see in our dataset we have different types. Different 

types of data convey different information and often must be analyzed differently. 
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3.4. Exploratory Data Analysis and Feature Engineering 

After data visualization in chapter 3.3, we focus on exploratory data analysis (EDA) and 

feature engineering [31]. 

The EDA is used to summarize the main statistical characteristics of our data, it takes 

the data analysis to another level and helps us understand the data better. In our project, we 

used Pandas profiling4 to perform the EDA, it is a python package which saves a lot of time. 

We just pass the data, and it generates the report in HTML. This is a powerful package, not 

only does it give an overview of our data but also calculates the ‘interactions’ where we can 

see how one feature is related to another. Moreover, it can also calculate correlations and 

missing values in dataset. The time taken to generate the report depends upon the data size. 

For the correlations, we have 𝜑𝑘, it is a correlation coefficient that works consistently 

between categorical, ordinal and interval variables, captures non-linear dependency and 

reverts to the Pearson correlation coefficient in case of a bivariate normal input distribution. 

Table 4 summarizes the statistics of the four different datasets that we have. We can 

check the total number of variables and observation along with missing cells and missing 

data percentage. It also gives us information about duplicate rows and the size of the dataset. 

 

 

Table 4. Data Statistics 

Data Total 

variables 

Total 

observati

ons 

Missing 

cells 

Missing 

cells 

(%) 

Duplicate 

rows 

Duplicate 

rows (%) 

Total 

size 

MB 

Driving 11 9758 0 0.0% 0 0.0% 1.3   

Walking 11 7120 0 0.0% 0 0.0% 0.9 

Standing 11 7187 0 0.0% 0 0.0% 0.9 

Drone 11 7468 1 <0.1% 0 0.0% 1.0 

 

 

4  https://pandas-profiling.ydata.ai/docs/master/rtd/ 
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Figure 24. Features correlation for driving data. 

  

 

   

 

Figure 25. Features correlation for walking data.  
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Figure 26. Features correlation for standing data.  

  

   

Figure 27. Features correlation for drone data.  

EDA is a data exploration technique which is primarily used to understand the various 

aspects of the data. In many cases, EDA is used to find out what data may reveal outside of 

formal modelling and to understand how variables in a data collection interrelate. It could 

likewise assist us with sorting out whether or not the factual systems we are thinking about 

for information examination are fitting. Before modelling the data, it gives insight into all 

the data and the numerous interactions between the data elements [32]. 

In Figure 24 – 27 we have plotted the 𝜑𝑘, correlation between the features in each 

dataset. Correlations help us find the degree of relationship between features in dataset 

which can be especially useful to find the underlying patterns and predicting the values 

[33],[34]. These correlations play significant role while model training.  
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The essential objective of EDA is to make information 'clean' suggesting that it ought 

to be without any trace of redundancies. It aids in identifying incorrect data points so that 

they may be readily removed, and the data cleaned. Besides, it helps us in fathoming the 

connection between the factors, furnishing us with a more extensive perspective on the 

information and permitting us to develop it by utilizing the connection between the factors. 

It also aids in the evaluation of the dataset’s statistical measurements [32]. In Table 4, we 

can see the statistical measurements of our dataset. We can use these measurements to check 

if we have any missing and duplicate values so that we can remove it from our dataset. As 

evident from the Table 4 the datasets have similar statistics, that is because they were 

collected using same tool and in similar environment.  

After performing EDA and feature engineering, we clean our data by dropping any 

missing values, in our datasets the only dataset that had missing values was drone data. 

However, this step is necessary for pipeline as in future data that we might have some 

missing values. After that, we balance the data set values by equalizing the number of 

instances or rows in all datasets including walking, driving, standing and drone. Imbalanced 

datasets create skewness in data which results in overrepresentation of one class and 

underrepresentation of another. When feeding to ML algorithm, the unbalanced data set 

creates bias towards overrepresented class. To avoid this problem, we created the balanced 

dataset [35]. To equalize the dataset, we choose whatever minimum value of rows, thus save 

in all four datasets, and keep that many rows in every dataset. After that, we sort the datasets 

according to the time and we can calculate the time difference between two consecutive 

samples or rows. 

 When it comes to feature engineering [31], we calculate and add two new features one 

of which is the distance covered between consecutive data points and another is the velocity 

between them. The distance is calculated from latitude and longitude coordinates using 

Haversine formula. The Haversine formula determines the great circle, (which is a circle on 

a sphere with the same centers as the sphere) distance between two points on a sphere given 

their longitudes and latitudes [36]. 

 

 
𝑎 = 𝑠𝑖𝑛2 (

𝛿𝜙

2
) + 𝑐𝑜𝑠𝜙1 + 𝑐𝑜𝑠𝜙2 ∗ 𝑠𝑖𝑛2 (

𝜆𝜙

2
) 

 

(1) 

 𝑐 = 2 ∗ 𝑎𝑡𝑎𝑛2(√𝑎, √1 − 𝑎) … (2) 

   

 𝑑 = 𝑅 ∗ 𝑐 (3) 

 

      

In Equation (1), 𝛿𝜙is the difference between 2 latitude coordinates. 𝜙1 is the first latitude. 

𝜙2is the second latitude. 𝜆𝜙 is the difference between two longitude coordinates. Using the 

value that we got in Equation (1) in Equation (2), we calculate the value of ‘c’ which we 

finally use in (3) by multiplying it with the radius of earth represented by ‘R’ and whose 

value is 6371 kilometers. It should be noted that all the coordinate values are in radians. 

Since the coordinates are close to each other, we obtain a very small distance between the 

given two points. Also, while we are standing in one place, in ideal condition, the 

coordinates should be same all the time but as per our collected data suggest the coordinates 

differ slightly, due to which we have very small distance even in standing still data. We can 

fix this by just replacing them with zero. 
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The Haversine formula is frequently used for calculating distances between two points, 

it gives us a way to relate latitudes and longitudes to great circle distances. Great circle 

distance is the shortest distance between two points on the surface of a sphere, measured 

along the surface of the sphere (as opposed to a straight line through the sphere's interior).     

Next, we calculate velocity between two consecutive points which is calculated using 

the previously calculated time delta and distance. Thus, we add these two features to our 

existing dataset. It should be noted that this process does create some outliers especially in 

distance feature. This is handled by taking only values which are handled by keeping only 

the values which were within +2 to -2 standard deviations of the data [37]. 

For our final data processing step, we split each class of data into the train and test set, 

and we window these train and test set separately using rolling mean. We take the window 

size 3 and then take the mean of the three values to create one new value. The process is 

then repeated by shifting the window one step ahead. After we finish windowing, we 

combine all the data into one single train dataset and test dataset. The data is then shuffled 

so that we can our models remain general and also overfit less. 

3.5. One-Hot Encoding 

In the collected data, along with the numerical values we have categorical values as well. 

The categorical values are also called nominal values. When we have this kind of feature in 

our dataset the possible values are limited to a fixed set. While some algorithms can 

understand and work with categorical value directly others cannot, and it might affect their 

performance. Many algorithms cannot understand categorical data, they work on numerical 

values only, that is where one-hot encoding is used. This is one of the simple yet important 

techniques in machine learning where we convert categorical values into numerical ones. 

There are other methods to convert categorical to numerical as well, but one-hot encoding 

is most widely used. One-hot encoding transforms a single variable with ‘k’ observations 

and ‘j’ distinct values, to ‘j’ binary variables with ‘k’ observations each. Once we apply one-

hot encoding we create a binary vector in which each observation indicates the has binary 1 

or 0 where 1 represents presence and 0 represents absence [38]. In this thesis, we had one 

categorical value namely NR-PCI-beam-index. We used One-hot encoding to convert it 

from categorical to numerical.  

3.6. EDA Conclusion 

In conclusion, EDA made it easy for us to see the relations between the data features as well 

as we got insight about the quality of data we are working with. Through EDA we found 

out in drone data we had some missing values which we dropped during data cleaning. 

Moreover, through EDA it was clear that the datasets were unequal, so to have equal 

representation of each class and to avoid our model being biased towards certain class we 

made sure all our datasets have equal number of observations. 
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4. MACHINE LEARNING APPROACHES 
 

Now that the data for our models is prepared, we now discuss the machine learning 

approaches and algorithms that we use in our work. Although ML algorithms have a lot of 

categories, but our work is focused on supervised learning and thus we use the algorithms 

under the same category. 

4.1. Supervised Learning 

In supervised learning, the algorithm expects labeled data. When a dataset is labeled, it 

means we know what that data represents, or we can say we know what class our data 

belongs to, hence these labels ‘supervise’ the algorithm until it minimizes the loss or error 

and give us good predictions. Since we have the data as well as the labels, the algorithm 

learns the mapping between two and uses that to predict unseen data [39]. There are two 

major sub-categories or classes of algorithms in supervised learning which are categorized 

based on the output they generate; one is regression, and another is classification. In 

regression, the algorithm predicts the real value, e.g., integer or float values. In regression, 

the algorithm estimates the relationship between dependent variables and independent 

variables. Depending on number of independent variables, i.e., if the independent variable 

is one or more, the regression can be univariate or multivariate but regardless there will be 

only one output in both cases. The regression works by minimizing the error or cost while 

it tries to fit a line through data. This cost is minimized by adjusting the weights so that the 

line fits the data in such a way that the cost is minimum. When it comes to linear regression, 

the cost function we usually use is the square error cost [40]. 

  

 
𝐽 =

1

𝑛
∑(𝑝𝑟𝑒𝑑𝑖 − 𝑦𝑖)

𝑛

1

 
(4) 

 

In Equation (4) ’n’ is the number of data points predi  is the predicted value and yi is the 

actual value.  

In classification, the algorithm learns the pattern in underlying data and tries to classify 

the data into desired classes. We can have as few as two classes and there is no upper limit. 

When we have only two classes, it is called binary classification and with more than two, it 

is called multiclass classification. An example of classification can be classifying emails as 

spam or not spam. Different ML algorithms for classification have different ways of 

classifying the data. The cost function used in classification is different than the one used in 

regression. In classifications, the most common cost function used is called cross-entropy 

loss. The algorithm calculates the probability of each class and the class having higher 

probability is considered the winner for the classification. The cross-entropy loss helps us 

to calculate the deviation of the predicted probability distribution from the actual one. Cross-

entropy loss is also called log-loss. We go through log-loss in more detail in section 4.9 

where we discuss the evaluation metrics. In this work, we also need to classify the UE 

motion type hence in the later part we will focus on the algorithms related to classification 

and try to explain how they work. In Figure 28, we can observe the case of classification 

where an algorithm tries to separate two classes.  
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Figure 28. Illustration of classification algorithm in case of binary classification. 

  

 

There are many classification algorithms available under supervised learning category. In 

the following sections we will discuss about the classification algorithms that we used in 

our thesis. 

4.2. Logistic Regression  

Logistic regression does have regression in its name, but it is a classification algorithm. It 

derives its name from sigmoid function which is also known as logistic function [41].  

  

 

 

 
𝜎(𝑥) =

1

1 + 𝑒−𝑥
 

(5) 

 

 

Equation (5) represents the logistic function which is an S shaped curve whose value is 

bound between 0 and 1 and hence we get the probability of input belonging to defined 

classes. In Figure 29 we can see how the graph of sigmoid function looks.   

 

Figure 29. Graphical representation of logistic function. 



 

 

34 

 

4.3. Support Vector Machine 

The support vector machine, also known as SVM for short, is a powerful ML algorithm. It 

can be used in both regression and classification tasks, but it is mostly used in classification. 

The way SVM works is that it tries to find a hyperplane in an N-dimensional space where 

N is the number of data features. There can be multiple orientations of the hyperplane that 

can separate the one class from another, but the SVM chooses one which will have 

maximum margin or maximum distance between data of all classes [42]. Figure 30 tries to 

describe visually how SVM works. 

 

 

Figure 30. SVM classification in 2D.  

  

Not only in 2D can we have SVM in any dimension. In Figure 31 we can see how SVM 

works in 3D. As the dimension of feature increase so does the dimension of the hyperplane 

between them. Hyperplanes are the decision boundaries that help to classify the data. The 

datapoints that are close to the hyperplane are called supporting vectors. They influence the 

orientation and the position of the hyperplane. 

 

 

Figure 31. SVM classification in 3D.   
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4.4. KNN-Classifier 

KNN is acronym for k-nearest neighbors. Like other supervised learning algorithms KNN 

works on data that has been labeled, it learns the underlying relationship between input and 

output and can classify the unseen data according to the mapping it made during learning 

phase. The KNN algorithm works on the principle that similar things exist close to each 

other. The ‘k’ in KNN is the number of neighbors the algorithm considers classifying the 

data [43]. There are several ways to choose k, and this may result in difference in the output. 

A smaller value of k can be noisy and can have a higher influence on the result. A large 

value of k can cause lower variance and increase in bias. One of the ways to select this 

parameter correctly is using cross validation. For classification of an unseen data the KNN 

relies on majority vote between k similar neighbors, similarity is defined according to a 

distance metric like Euclidean distance, represented by Equation (6), Manhattan distance, 

represented by Equation (7), Minkowski distance, represented by Equation (8), etc. 

 

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 

 

(6) 

 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 = ∑ 𝑥𝑖 − 𝑦𝑖 ∨

𝑘

𝑖=1

 

 

(7) 

 
𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖 = (∑ |𝑥𝑖 − 𝑦𝑖|

𝑝𝑛
𝑖=1 )

1

𝑝  
(8) 

  

One of the disadvantages of KNN is that on large datasets, it requires a lot of computational 

power. Hence, more computational resources are needed for big data computation. Figure 

32 describes visually the working of KNN. 

 

 

 Figure 32. Illustration of KNN algorithm classifying the data. 
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4.5. Adaptive Boosting 

Adaptive boosting, also known as Ada-boost for short, is an ensemble learning method. 

AdaBoost works on the mistakes of weak classifiers and uses an iterative approach to turn 

those weak classifiers into strong ones. For example, instead of using one decision tree, the 

ensemble method uses multiple decision trees and aggregates them together to form a strong 

predictor. Ensemble methods can be divided into two groups which are sequential learners 

and parallel learners. The models of sequential learners are generated sequentially, and the 

mistakes and errors of previous model are learned by their successor. Note that, Ada-boost 

belongs to sequential learners' category. In parallel learners, as contrary to sequential 

generation the base models are generated in parallel note that random forest algorithm 

belongs to this category. When it comes to the use case of Ensemble methods they can be 

used for Bagging [43] (which is used to decrease variances). Boosting [43], [44] (used to 

decrease bias), or Stacking [45] (used to improve predictions). 

AdaBoost is a boosting algorithm [46] and is immensely powerful in combining several 

weak classifiers into a strong one. A single classifier which does not have a good accuracy 

is grouped together and each individual algorithm learns from the mistakes of its predecessor 

and progressively increases the overall accuracy of the model.  

There are some drawbacks of using AdaBoost which include the fact that it is sensitive 

to outliers and noisy data. Hence the data should be cleaned and handled properly before 

using AdaBoost. Figure 33 represents the ensemble models visually. 

  

 

 

Figure 33. Illustration of how ensemble model combines weak models into strong one.  

4.6. Linear Discriminant Analysis 

LDA or Linear Discriminant Analysis is often used in dimensionality reduction, this 

algorithm can be used in classification as well [47]. In LDA, the algorithm projects the data 

in such a way that it maximizes class separability. In LDA the algorithm assumes that the 

classes are linearly separable so the more the number of classes the more hyperplanes will 

be created to distinguish the classes [48].   Figure 34 shows the visual representation of LDA 

algorithm. 
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Figure 34. Illustration of LDA algorithm.  

 

 

The limitations in LDA are such that if the data distribution is not gaussian, the LDA 

projections may not preserve complex structure in the data needed for classification.  

4.7. Extra Tree Classifier 

Extra tree classifier is also one of the ensemble algorithms which combines several decision 

trees together to make predictions. It is also known as Extremely Randomized Trees [49]. 

This algorithm is also called the Extremely Randomized Trees algorithm. The Extra Trees 

algorithm works by creating many unpruned decision trees from the training dataset. 

Predictions are made by averaging the prediction of the decision trees in the case of 

regression or using majority voting in the case of classification. In Extra Tree Classifier, the 

splits and features are selected randomly which makes it computationally less expensive 

than a Random Forest. 

Figure 35 tried to illustrate graphically how Extra Tree Classifier splits the data 

randomly and then build multiple trees and finally combining them to make a strong 

classifier. 
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Figure 35. Graphical illustration of Extra Tree Classifier. 

4.8. Evaluation Metrics  

In machine learning, we evaluate model performance by tracking its metrics. In 

classification, we use a separate set of metrics than that of regression that is due to the nature 

of output that model produces. It should be noted that a metric is different from loss or cost 

function. A loss function is used to train the given model. A metric is used to evaluate the 

given model and the loss function is used during model training while a metric is used after 

the model has been trained [50]. We use metric on the test data, which is the data that our 

algorithm has not yet seen. The idea to evaluate model on test set is to make sure our model 

is not over or underfitting rather than it is generalizing. Since we work on classification, the 

metrics we will discuss belong to classification tasks. 

Before explaining the metrics, we need to understand some terminology such as True 

Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). True 

Positive is an outcome where the model has correctly predicted the class of the input data. 

True Negative is an outcome where the model correctly predicts the negative class, i.e., 

when the data does not belong to a certain category. False Positive is an outcome when the 

model incorrectly predicts the data and places it in true category, while the real values are 

false. False Negative is an outcome when model incorrectly predicts the negative class and 

places data in positive category. We used five metrics to track the performance of our model 

on the test set. The metrics we used included ‘Accuracy’ [50], ‘F-Measure’ [50], ‘Precision’ 
[50], ‘Recall’ [51], ‘Log-loss’ [51] and ‘confusion matrix’ [52]. 
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• Accuracy: 

Represented in Equation (9), it is one of the simplest metrics for classification. 

It is equal to the number of correct predictions divided by total number of 

predictions, multiplied by 100 

 

 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
∗ 100 . 

(9) 

 

 

 

 

• Precision: 

If in any case your data is imbalanced the accuracy metric will not be a good one 

to choose. Precision calculates the percentage of correct predictions of positive 

class. Maximizing precision will minimize the false-positive errors. Precision is 

calculated by dividing true positive by the sum of true positive and false positive. 

Mathematically it is represented by Equation (10) 

 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
. 

(10) 

 

 

 

 

• Recall: 

Another important metric is recall, represented by Equation (11). It is calculated 

by dividing true positive by the sum of true positive and false negative. 

Maximizing recall will minimize the false-negative errors 

 

 
𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 . 

(11) 

 

 

• F- Measure: 

Mathematically represented by Equation (12), the F-Measure or F-score is the 

harmonic mean of precision and recall. F-score is the special case of F-beta score 

in which the value of beta is equal to 1 

 

 
𝐹 − 𝑠𝑐𝑜𝑟𝑒 =

2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
. 

 

(12) 
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• Log-loss:

Log-loss in another metric to measure the performance of the classification 

model. Log-loss tells us how close the prediction probability is to the actual 

value. The more the predicted probability diverges from the actual value, the 

higher is the log-loss value. The mathematical equation of log-loss is described 

in Equation (13) 

 

 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = −1
𝑁𝑁 ∑[𝑦𝑦𝑖𝑖𝑙𝑙𝑙𝑙𝑝𝑝𝑖𝑖 + (1 − 𝑦𝑦𝑖𝑖)𝑙𝑙𝑙𝑙(1 − 𝑝𝑝𝑖𝑖)]

𝑁𝑁

𝑖𝑖=1
 . 

(13) 

 

 

where “i” is the given observation, “y” is the actual value, “p” is the prediction 
probability, and ln refers to the natural logarithm (logarithmic value using base 

of e) of a number and N is the total number of observations. 

 

 

• Confusion matrix: 

Another good way to see how our model is doing is using confusion matrix. It is 

a way we summarize the performance of an algorithm. It counts the number of 

data classified for each class and lists them in a matrix. This gives us an idea as 

to which class our algorithm is confused for. In Figure 36 we can see how 

confusion matrix looks like for binary classification. 

 

  

Figure 36. Graphical representation of confusion matrix for binary class. 
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5. IMPLEMENTATION 
 

In the previous sections we discussed what problem we are trying to solve, the process of 

data collection, what operations we did on it, and how we did feature engineering to 

calculated new features. Then, we discussed more details of ML and described the 

implemented algorithms in this thesis as well as metrics that we used. this section, we will 

discuss about how we combined all the tools and what packages we used.  

 

5.1. Language and Packages  

For the machine learning part, we used python [53] as our programming language. Due to 

its versatility and flexibility, there are lot of contributions to this open source [54] 

programming language which made our work implementation easier. The rest of the 

packages are discussed in the next subsections. 

5.2. Pandas 

When it comes to data analysis and data manipulation pandas [55] is the best python library. 

It is fast, flexible, and open source. It converts data into data frames, which is a table consists 

of rows and columns and we can then run all sorts of operations on those data frames. Pandas 

can read the input file in multiple formats including ‘CSV’, ‘XLS’, ‘SQL’, ‘JSON’, etc. and 

can store the data back to the files with these formats. Moreover, using pandas makes it 

easier to plot the graphs. In our work we used pandas to read the files, clean the data, 

manipulate the data, and one-hot encoding. 

5.3. Matplotlib and Seaborn 

The first step in every machine learning or data science project is to visualize the data. Data 

visualization helps in spotting trends, outlier, and patterns in the data. It also helps us to see 

how our data is distributed. Not only Matplotlib [56] and Seaborn [57] help us to visualize 

the data trends it also helps us to plot neat graphs and charts of our results. Both Matplotlib 

and Seaborn are python based and Seaborn is developed on top of Matplotlib. Using these 

libraries, we can create static, animated, and interactive visualizations. In our work we used 

Matplotlib along with seaborn to plot the graphs and charts. 

5.4.  Pandas Profiling 

Pandas profiling [58] is a great tool to generate reports for our datasets. With one line of 

code, it gives us information about datasets including datatypes, missing values, quantile 

statistics, descriptive statistics, histogram, and correlations between the various features. We 

used this package to generate the reports for our data. 
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5.5. Scikit-learn 

Without any doubt one of the most famous and useful python packages for machine learning 

is Scikit-learn [59]. Build on top of python, it is an open-source package that packs up most 

of the ML algorithms. It has algorithms for classification, regression, clustering, and for data 

pre-processing. It also comes but inbuild datasets to try the algorithms. 

In this thesis, we used Scikit-learn to split the data into training and testing sets. 

Moreover, this library also provides us with ways and functions to track the performance of 

our model. 

  

5.6. Ipyleaflet 

Ipyleaflet is an interactive widget library. We used it to display interactive maps in our 

notebook so that we could visualize predictions over various locations. An especially useful 

feature of this library is that we can dynamically update the attributes of a widget [60] that 

means we can dynamically change the map parameters. 

5.7. ML-Flow 

Since we trained six different machine learning models, we needed an efficient way to keep 

track of the performance and metrics. We also required a smart method to compare the 

models, so for that purpose we used ML-flow. An open-source platform for ML lifecycle 

[61]. It offers four different components MLflow Tracking, MLflow projects, MLflow 

models, and MLflow Registry. In this thesis, we were only interested in MLflow tracking 

as we needed to track different models. Using MLflow tracking not only can we compare 

different models, but we can compare same models with changed parameters.  

 

5.8. Integration Tools 

By using all the tools mentioned, we are now ready to implement the entire system. We first 

begin with the process of data collection then we follow the steps already described above, 

i.e., we visualize the data. Then the data is cleaned, and feature engineering is done along 

with the one-hot encoding. Data is then windowed and driving data, walking data, standing 

still data and drone data is then combined into one single dataset. This dataset is then divided 

into training and test datasets using scikit-learns train_test_split function. 30% of data is 

kept for testing and 70% is kept for training. Splitting the data into training and testing set 

is necessary as it helps us to check how well our model is doing on unseen data. Our model 

does not see the test data until we finish training it and we always evaluate our model on 

test data. Moreover, the training data is shuffled, shuffling data serves the purpose of 

reducing variance and making sure that models remain general and overfit less. Also, we 

make sure that all the classes are equally represented in the training and test datasets hence 

our datasets are not skewed. 

At last, our data is ready, and we train previously discussed models on training data. The 

implemented algorithms include Logistic regression cv, SVC, KNN, AdaBoost, LDA and 

Extra tree classifier. All of these are provided by Scikit-learn. We train the algorithms on 

default hyper-parameters and check which among those perform best. We check the 
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performance of each model on test data, then we monitor the performance metrics which are 

accuracy, precision, recall, F-measure, log-loss. All these metrics are provided by scikit-

learn library and are discussed above. With each training and testing we used MLflow 

tracking to log the parameters and metrics. MLflow provides UI to compare and view 

models and metrics. Figure 37 shows a combined view of how different models performed. 

The lines in the plot are color coded, red represent the metric value is close to 1 and blue 

represent the values are closer to 0. Middle values i.e., green, yellow and orange represent 

the value between 0 and 1. 

 

 

 

Figure 37. Parallel coordinates plot showing how metrics vary for different algorithms. 
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6. RESULTS 
 

This chapter presents the results from all the models that were used in this thesis work. The 

models are evaluated on test data which is 30% of the original data. It is necessary to 

evaluate the data that the model has not seen yet so that we can check if the model is able to 

generalize well or not. The evaluation metrics we calculate for our algorithms include 

accuracy, recall, precision, F-measure, and log-loss. All these evaluation metrics have been 

discussed in earlier chapter in detail.  

6.1. Logistic regression CV 

Table 5 summarizes the results of the logistic regression cv. The table includes the values 

of test accuracy, precision, recall, F-measure, log-loss and training accuracy. As we can 

observe from the evaluation metric data, logistic regression cv performed well on the test 

dataset and had a test accuracy of 0.99. It can also be observed that log-loss in logistic 

regression cv is 0.057. The parameters that were used to train this model can be found in 

Appendix 1.  

 

 

Figure 38. Confusion matrix of logistic regression CV. 

 

As evident from the confusion matrix in Figure 38, the model performed well on drone data 

and standing data. It misclassified 6 driving data as standing data and 3 walking data into 

standing data. Standing data and drone data are classified correctly. 
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6.2. SVC 

The results of the SVC are summarized in Table 5. According to the data we can see that 

training accuracy of SVC is equal to 0.99 and the log-loss is 0.060 which signifies that SVC 

performed well on the data it has not seen before. The parameters used to train our SVC 

model can be found in Appendix 2.  

 

   

 

 

Figure 39. Confusion matrix of SVM. 

  

 

Upon analyzing confusion matrix in Figure 39, we can observe that SVC classified all 

datapoints in drone correctly. 6 data from driving are misclassified as drone. 3 from walking 

are classified as standing and 3 from standing are classified as drone. overall SVC performed 

well on the test set. 
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6.3. KNN 

For KNN the evaluation metrics are summarized in Table 5. As observed the test accuracy 

for KNN is 0.85 while the log-loss, with the value of 4.98, is higher than the previous 

algorithms. Generally, the log-loss should be low for a good classification algorithm. 

Appendix 3 lists out the parameters that were used to train the KNN model. 

 

 

  

Figure 40. Confusion matrix of KNN. 

 

 

The confusion matrix for KNN, Figure 40, has the most misclassified cases for standing 

data. It misclassified 1223 data points as walking while they were standing and 3 of driving 

class are classified as standing and 3 as drone. 3 from walking were also misclassified as 

standing. This is the reason the log-loss of KNN is higher than other algorithms.  

 

 

 

 

 

 

 

 

 

 

 

 



 

 

47 

6.4. AdaBoost 

Table 5 summarizes the results of the Ada Boost model. As evident from the data we can 

see that the test accuracy is only 0.77 much less than the other algorithms used. Although 

the log-loss is 1.30 which is less than KNN, but it is still higher than the other algorithms. 

In Ada Boost the training accuracy is also less than other with the value of 0.78. In Appendix 

4 the list of parameters for our Ada Boost model can be found.  

 

 

 

Figure 41. Confusion matrix of Ada Boost.  

  

 

As evident from Figure 41, the confusion matrix for AdaBoost, this algorithm did not 

perform well on drone data. It misclassified 1945 data points from drone into walking data. 

Although it performed well in other classes, it performs poorly when it comes to drone data. 
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6.5. LDA 

Table 5 summarizes the evaluation metrics of LDA model. We can observe that the test 

accuracy for LDA is 0.77 and the log-loss is 1.21, the results of LDA model are similar to 

the Ada Boost model. The difference can be seen in confusion matrix. Also, the parameters 

used to train the LDA can be found in Appendix 5. 

 

 

 

Figure 42. Confusion matrix of LDA. 

  

 

The confusion matrix of LDA is displayed in Figure 42. Although the metrics of LDA is 

similar to Ada boost, it is through confusion matrix that we can spot the difference. LDA 

worked well on drone classes, but it performed poorly on standing data, it misclassified 1890 

standing class as walking. It also misclassified 3 driving data as drone data. Apart from that 

68 of walking classes are also misclassified as standing data. 
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6.6. Extra Tree Classifier 

Table 5 summarizes the evaluation metrics of the Extra Tree Classifier. We can observe that 

test accuracy of Extra tree classifier model is 0.99 and the log-loss is also low with the value 

of 0.044. Apart from that the other metrics are also with high value of 0.99. The parameters 

for this model can be found in Appendix 6. 

 

  

 

  

Figure 43. Confusion matrix of extra tree classifier. 

 

 

 

As evident from confusion matrix in Figure 43, extra tree classifier performed extremely 

well on every class. It only misclassified 3 standing data into walking classes and 8 of 

walking class is misclassified as standing data. 
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Table 5. Evaluation Metrics 

Algorithm Accuracy F1-Score Log-loss Precision Recall Train 

acc 

Extra Tree 

Classifier 

0.99871 0.99871 0.04455 0.9987115 0.9987101 1.00 

Logistic 

Regression 

CV 

0.99894 0.99894 0.05763 0.9989490 0.9989446 0.99 

Support 

Vector 

Classifier 

0.99859 0.99859 0.06043 0.9985973 0.9985928 1.0 

K-nearest 

Neighbor 

0.85553 0.84274 4.98975 0.9067951 0.8555347 1.0 

Adaptive 

Boosting 

0.77192 0.71200 1.30565 0.8807333 0.7719277 0.7819 

Linear 

Discriminant 

Analysis 

0.77005 0.71876 1.21334 0.8253107 0.7700515 0.9311 

 

 

The evaluation metrics for every model have been collected in Table 5 for easy comparison 

and in the table, we can observe the value of log-loss for each algorithm. Log-loss is the 

most important classification metric based on probabilities. For any given problem, a lower 

log loss value means better predictions and for our data and parameters we can see that the 

log-loss of Extra tree classifier having the value of 0.044 and KNN has the highest log-loss 

with the value of 4.9. 

From Figure 44 to Figure 49 each metric for every model have been plotted together to 

gives us better understanding of how each metric varied for different models. 

 

 

 

Figure 44. Comparison of accuracy metric of all the algorithms used. 
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Figure 45. Comparison of F1-score metric of all the algorithms used. 

   

 

Figure 46. Comparison of log-loss metric of all the algorithms used. 

  

 

Figure 47. Comparison of precision metric of all the algorithms used. 
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Figure 48. Comparison of recall metric of all the algorithms used. 

  

 

 

Figure 49. Comparison of training accuracy of all the algorithms used. 

From all the above graphs we can observe and compare the performances of all the 

algorithms and the visual representation of these metrics also suggest that the Extra tree 

classifier performed better than other algorithms in every metric. Although it is evident that 

logistic regression CV and SVC algorithms also performed very well, but, as far as the log-

loss is concerned Extra tree classifier had the minimum of all. 

Although the goal of each model was to predict and classify the motion type of the user, 

not every model had good accuracy, as evident from the metric data we can see that Ada 

Boost, KNN, and LDA did not perform well on certain classes of data. This can be because 

of the variance. The variance is a measure of how sensitive the algorithm is to the specific 

data used during training. A more sensitive algorithm has a larger variance, which will bring 

about more contrast in the model, and thusly, the forecasts made and assessment of the 

model. Conversely, a less sensitive algorithm has a smaller variance which will bring about 

less contrast in the subsequent model with different training data, and thus, less distinction 

in the subsequent expectations and model assessment. Algorithms with a high variance often 

require more training data than those algorithms with less variance. The variance can be 

lowered with increasing the size of the training dataset. Another way to reduce the variance 

is by changing the hyperparameters of an algorithm.  
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6.7. Pipeline Overview 

In Figure 50, we can see the whole pipeline from data cleaning to making predictions and 

evaluation of our models. This helps us to visualize quickly through what steps our data 

passes. 

 

 

 

 Figure 50. Flow diagram of pipeline. 
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7. DISCUSSION 
 

Integrating machine learning to industry solutions have become a norm. Using ML in 

products have elevated the user experience. ML can be tremendously helpful in 

communication industry and can bring promising results. As the metrics data suggested, in 

this work, extra tree classifier gave promising results in classifying the motion type of the 

user.  

The trained algorithms were able to classify the data correctly, but one important 

question that arises here is what if we fly a drone at a comparable height of a human and 

with the speed which is that of human walking. what will our algorithm predict? The answer 

to that question is that you do not have to treat these classes as they are by that we mean if 

an algorithm classifies it as walking it indicates that system should provide it the bandwidth 

and beams that are required for a walking person even if it is a drone because given the state 

it is in it will require specific bandwidth and beam. The same argument is valid if a driving 

car stops and stays in one place even though human and UE is in car it should get bandwidth 

to that of standing still user.  

Our work is a part of bigger pipeline. In our work, we only do prediction as to what is 

the motion type of the UEs. The output can be fed to the next pipeline which determines and 

changes beamforming and allocates bandwidth to the user. Or can be used in digital twin of 

the radio. 

7.1. Future work 

This work paves the way for further implementation of machine learning in the field of 

communication where our work can be integrated and used with pipeline that controls the 

beamforming and beam steering. The future work can also be done by integrating the current 

hardware with the algorithms. 

As far as the improvements to this implementation is concerned, the models can be 

trained with larger dataset and with more set of classes. Large dataset will also address the 

high variance problem of the algorithms that did not perform well. Also, with a good 

hardware all the algorithms can be tuned using hyper-parameter tuning which will result in 

more robust and accurate predictions. 

The results of this work are promising although there are some limitations as well. First, 

the data has been collected only around single base transceiver station (BTS). Due to this 

limitation our data has similar characteristics and statistics. To address this limitation in 

future work, the data must be collected around different BTS so that our data also represent 

the network handovers. 

Another limitation is that currently this work also requires the localization features, 

although they are not directly used in model training, they are however required to calculate 

the feature engineered variables. In future work the model can be made completely 

independent of localizations. 

As far as limitations of the current implementation is concerned the current method does 

not utilize the hyper-parameter tuning rather the algorithm parameters are trained on default 

parameters.  
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8. CONCLUSION  
 

Machine learning has revolutionized every technological industry. Since the last decade ML 

and AI have seen tremendous growth both academically as well as in industries. ML 

algorithms can find hidden insight quickly and easily as compared to humans and often 

outperform humans in various tasks. This is the main reason we used ML for our work. 

In this work, we were trying to predict the UEs motion type using the 5G data. We were 

interested in this problem as it could later be used in combination of a bigger pipeline of 

beam steering and beamforming and in Digital Twins. This work will also be useful in a 

system which will provide different bandwidth to different UEs based on their need and 

activity. In the beginning of the thesis, we started with studying state-of-the-art and prior 

work done in this field which we summarized in introduction in Chapter 2. In our work, we 

followed the general procedure of ML pipeline which started by collecting all the relevant 

5G data, and we finally implemented and verified the UE classification performance using 

ML algorithms. The collection and analysis that we did on the data is summarized in Chapter 

3. We used open-source tools in our work and tried different ML algorithms including 

Logistic regression cv, SVC, LDA, KNN, AdaBoost and Extra Tree Classifier as discussed 

in Chapter 4. We used different metrics to track the performance of the algorithms, the 

metric included accuracy, precision, recall, F-measure, and log-loss. In Chapter 5, we 

discussed the libraries used and how we integrated everything together.  

Upon analyzing the metrics that we got in Chapter 6, for all the algorithms, the data 

suggested that the extra-trees classifier method performed better than other algorithms 

followed by SVC. All the metrics of extra-trees classifier were ~99% and log-loss was also 

the lowest than other algorithms and had a value of 0.044.  
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10. APPENDICES 
 

Appendix 1. List of parameters for Logistic regression CV.  

 

Appendix 2. List of parameters for SVC. 

 

Appendix 3. List of parameters for KNN. 

  

Appendix 4. List of parameters for AdaBoost. 

  

Appendix 5. List of parameters for LDA. 

 

Appendix 6. List of parameters for Extra Tree Classifier.  
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Appendix 1. List of parameters for Logistic regression 

 

• Cs=10 

•  fit_intercept=True  

• cv=5 

•  dual=False 

•  penalty='l2' 

•  scoring=’accuracy’ 

• solver='lbfgs' 

•  tol=0.0001 

•  max_iter=100 

• class_weight=’balanced’ 

•  n_jobs=1 

• verbose=0 

• refit=True 

•  intercept_scaling=1.0 

• multi_class='auto’ 

•  random_state=0 

• l1_ratios=0 
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Appendix 2. List of parameters for SVC 

 

• C=10.0 

• kernel='rbf' 

• degree=3 

• gamma=1e-5 

•  coef0=0.0 

•  shrinking=True 

•  probability=True 

•  tol=0.001 

•  cache_size=200 

•  class_weight=’balanced’ 

•  verbose=False 

•  max_iter=-1 

•  decision_function_shape='ovo', 

•  break_ties=False 

•  random_state=0 
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Appendix 3. List of parameters for KNN 

 

• n_neighbors=4 

• weights='uniform' 

• algorithm='auto' 

• leaf_size=30 

• p=2 

• metric='minkowski'  

• n_jobs=1 
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Appendix 4. List of parameters for AdaBoost 

 

• base_estimator= DecisionTreeClassifier 

• n_estimators=50 

• learning_rate=1.0 

• algorithm='SAMME' 

• random_state=0 
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Appendix 5. List of parameters for LDA. 

 

• solver='svd' 

• shrinkage=’auto’  

• n_components= 3 

• store_covariance=False 

• tol=0.0001  
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Appendix 6. List of parameters for Extra Tree Classifier 

• n_estimators=100 

• criterion='gini' 

• max_depth=None 

• min_samples_split=2 

• min_samples_leaf=1 

• min_weight_fraction_leaf=0.0 

• max_features='auto' 

• max_leaf_nodes=None 

• min_impurity_decrease=0.0 

• bootstrap=False 

• oob_score=False 

• n_jobs=None 

• random_state=0 

• verbose=0 

• warm_start=False 

• class_weight=None 

• ccp_alpha=0.0 

• max_samples=None 


