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ABSTRACT

This thesis has the aim to correlate context awareness and physical workout. Nowadays
the body’s health is a true concern to most of the people and working out is one of the
ways to go in order to improve health in general. Although, the lack of knowledge can lead
to unwanted endings such as contracting an injury. The aim of this work is to develop a
Context-Aware (CA) architecture that intends to help the user with the workout according
to the context that person is inserted in. Accelerometer data, air temperature and humidity
are collected in order to infer the context. This work compares three different algorithms,
Support Vector Machine (SVM), k-Nearest Neighbor (k-NN) and Random Forest (RF) for the
recognition of the activity. From those three, SVM was the algorithm that presented a better
performance overall, since it presented better accuracy, precision and recall. Therefore, it
is used to recognise activities and give the suggestions about the way that activity is being
executed.

The system was validated and tested getting an overall accuracy of 96.4% with the SVM
algorithm. The activities Standing Still, Walking and Running presented a precision of about
99%. While the Squat, got a precision of about 74% and the Wrong Squat a precision of 61%.
Moreover, since data for the activity Running was collected through a simulation, a test
using real life data for Running was made in order to validate the training with simulation
generated data. A precision of about 94% was achieved with the SVM algorithm.

Keywords: Context Awareness, Physical Activity, Machine Learning, Human Activity

Recognition
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RESUMO

Esta tese tem o objetivo de relacionar context awareness e exercicio fisico. Hoje em dia a
saude representa uma verdadeira preocupacdo para a maior parte das pessoas, e o exerci-
cio fisico é o caminho a seguir quando o individuo quer melhorar a sua satide no geral.
Contudo, quando o conhecimento ndo é suficiente, a prética de exercicio pode facilmente
causar algum dano irreversivel no nosso corpo. Como tal o objetivo é criar uma arquitetura
CA que ajude o utilizador com o seu plano de exercicio fisico de acordo com o contexto
que o rodeia. Os dados recolhidos para inferir o contexto do utilizador sdo acelerometro,
temperatura ambiente e humidade relativa. Trés algoritmos sdo comparados neste trabalho,
SVM, k-NN e RF e o algoritmo que apresentou melhor performance, SVM, foi o escolhido
para o sistema final. Uma vez que apresentou melhor accuracy, precision e recall. Este
algoritmo é utilizado para reconhecer atividades e dar sugestdes ao utilizador baseado na
forma como essas atividades estdo a ser feitas.

O sistema desenvolvido obteve uma eficicia geral de 96.4% com o algoritmo SVM. As
atividades Parado, Andar e Correr obtiveram uma precisdo de cerca de 99%. Enquanto que o
Agachamento obteve uma precisdo de cerca de 74% e o Agachamento Errado uma precisdo de
cerca de 61%. Para além disso, um teste, com dados reais da atividade Correr, foi efetuado
com o objetivo de validar o sistema, uma vez que este foi treinado, para esta atividade
em especifico, com dados gerados por uma simulagdo. Uma precisdo de cerca de 94% foi
atingida com o algoritmo SVM.

Palavras Chave: Context Awareness, Physical Activity, Machine Learning, Human Activ-

ity Recognition
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INTRODUCTION

This document presents a Master Thesis in Informatics focused on context awareness and
its influence on workouts. It was accomplished at Universidade do Minho, Portugal.

The world is constantly developing and health related solutions is not an exception.
Throughout the past decades, it was possible to witness an enormous evolution regard-
ing human health and methods to improve it. However, some diseases have increased in
an alarming rhythm during the past few years. Those are the Chronic Noncommunicable Dis-
eases (CNDs), and physical inactivity is one of the main factors that lead to such increasing
statistics Beaglehole and Yach (2003). The group of CNDs includes diseases such as cardio-
vascular diseases, cancers, chronic respiratory diseases and diabetes. They tend to be of
long duration and they are a result of a combination of genetic, physiological, environmen-
tal and behaviours factors * and according to Ermes et al. (2008) "CNDs cause 60% of global
deaths and the figure is expected to rise to 73% by 2020".

Therefore it is fundamental to find a solution in order to improve these statistics. Physical
activity plays a huge role on preventing this kind of diseases. For instance, it is known that
physical inactivity increases the risk of cardiovascular diseases once it is related to factors
such as obesity and high blood pressure Rothenbacher et al. (2003).

However it is not always easy for a common individual to know what or how to do it and
this lack of knowledge can cause irreparable damages to the human body. Considering that,
there is a need to encourage physical activity and that is what this work has the aim to do.
The purpose of this thesis is to develop a CA architecture, that gives suggestions to the user
according to the context, so a more effective and healthier workout becomes possible for
the common user. This architecture intends to be an aggregation to a professional personal
trainer or help the user in case of the non existence of one for the most various reasons such
as money, time or any other reason.

A system based on this architecture will take in consideration the context of the user, for
example, temperature, humidity and other parameters which are further detailed. Those
parameters are collected through several sensors, and they are used to infer the context of
the user. However, to accomplish this it is needed to recognise the activity being performed

1 http : / /www.who.int /news — room/ fact — sheets/detail / noncommunicable — diseases



by them. This stage includes three main steps which are distribution of sensors, data pre-
processing and data classification Attal et al. (2015).

Regarding the sensors” placement a study was performed in order to define how the
sensors should be placed. Considering the complexity of the subject, first of all there was
a need to understand the places where more accurate results can be collected. Besides
that, those devices need to be inobtrusive, the sensors are supposed to get data in order
to help the user and not stop them from doing their normal movements while performing
an activity as mentioned in D. Lara and Labrador (2013) “To be successful in practice, HAR
(Human Activity Recognition) systems should not require the user to wear many sensors nor interact
too often with the application.”. Even though this sentence is a bit outdated, once nowadays
devices such as smartphones or smart watches carry several sensors inside it, it can still
be applied since using more sensors and more devices that are spread on the body will
increase the accuracy of a context-aware system.

While for data classification there are two main approaches, supervised and unsupervised.
Usually, for physical activity, the most used ones are the supervised approaches which
are the most efficient and accurate Attal et al. (2015). More specifically one of the most
used techniques is SVM, as can be seen in the studies Pernek et al. (2015) and Ravi et al.
(2005). Although, Attal et al. (2015) used four supervised approaches such as k-NN, SVM,
Supervised Learning Gaussian Mixture Models (SLGMM) and RF in order to compare them
and verified that k-NN was the best among the four. A discussion amongst SVM, k-NN
and RF is also done on this document.

A system based on this architecture acts during the workout and there is no difference
whether the person is indoor or outdoor. It is what really differentiates this work from
others, it tries to interrupt or change a current workout plan based on the user’s state. For
instance, if during a cardio exercise the environment temperature is too high, a message
is displayed to the user suggesting him to slow down. However, the parameters are later
discussed on this document. The architecture uses Machine Learning techniques in order to
learn what is the correct way of doing an exercise, so a suggestion can be given to the user
in case the activity is being wrongly executed, to define what is wrong, some professional
personal trainers were consulted as well as what is said in the literature.

This document is organised as follows. Chapter 2 contains the state of the art which
discusses about important concepts to this work such as Machine Learning, Context Aware-
ness, People Centric Computing and Wearable Devices. Chapter 3 covers related work. In
chapter 4 the research proposal is presented. The main and specific objectives are covered
in chapter 5. The chapter 6 covers details about physical activity and the activities recog-
nised by this system. The chapters 7 describes in detail the architecture as well as some

screenshots of the application. The chapter 8 covers the methodology. And the document



finishes in chapter 11 with the conclusion which contextualises concerning the document

as well as future work.



2

STATE OF THE ART

The aim of this chapter is to provide some background and contextualise the reader on
the concepts related to this thesis such as Context Awareness, Machine Learning, People
Centric Computing and Wearable Devices.

With the increasing number of sensors available and the "omnipresence” of the internet,
it is possible to witness the growth of the concept Smart Environments. According to Weiser
(1991), Smart Environments are composed by multiple computers embedded in physical
objects. Those computers communicate between each other and the whole system acts ac-
cording to a specific event. They need to understand what is happening in the environment
and take action depending on the situation, it leads to what is called Context awareness.

2.1 CONTEXT AWARENESS

Context awareness was first introduced in Schilit and Theimer (1994), it was defined as the
ability of a mobile application to collect data and react according to that data. It refers to the
identification of the current state of entities and how they influence the system. However, to
better comprehend context awareness a notion of what context is is needed. Therefore, this

section discusses a definition of context and some other aspects about context awareness.

2.1.1 Context

There are several definitions about the term context in the literature. Some consider it as
the environment or situation, others consider it to be the user’s environment while others
consider it as the environment of the application. According to Abowd et al. (1999), context
is any information that can be used to describe the current situation of an entity, where
an entity can be a person, place, object or anything that can be relevant to the interaction
between a user and an interface, it is important to note that it mentions that context consists
only of implicit information.

According to Alegre et al. (2016), context can fit in two categories, operational and con-
ceptual. On one hand the former helps to understand the issues and challenges of data



2.1. Context awareness

acquisition techniques while on the other hand the latter helps to better understand the
relationship between different contexts.

Another way to look at context is by the perspectives of active context, which can be
described as discovered context and passive context where the application presents the context
to the user on the precise moment and/or store it for the user to retrieve later as defined
in George Wamamu Musumba (2016). However, according to Abowd et al. (1999) CA
applications take in consideration the who’s, where’s, when’s and what’s of entities and use
that information to determine why the situation is occurring. But they are not enough and
there are certain types of context more important than others such as location, identity,
activity and time. With the former ones (who, where, when and what) the application
can know information about location and identity. However, in order to characterise a
situation activity and time information are needed. These context types not only answer
the questions of who, what, when, and where, but also act as indices into other sources of
contextual information.

Considering that, a CA application needs to use the context it is inserted in in order
to provide information or automatically execute a service. For instance, playing a song
when the user arrives at a certain place or as presented in the case study Oliveira Freitas
(2018), when it is time to take medicine, a message is displayed on his smart phone, for
instance. According to Schilit and Theimer (1994), a CA application adapts itself to the
context. Another interesting and more general definition given at Abowd et al. (1999) says
that a CA application uses context to not only adapt its behaviour according to it but it
also uses context to display relevant information. For example, if an application that only
shows the temperature of a room is considered, it is not modifying its own behaviour but it
still is a CA application. Although, the definition given by Schilit and Theimer (1994) gives
the idea that every CA application is reactive such as an application that turns on the air
conditioner when the room is too hot.

This shows how CA computing displays a huge role on a daily basis and it can be applied
literally to anything that comes to one’s mind.

2.1.2  Context-aware computing

According to George Wamamu Musumba (2016), CA computing is a mobile computing
paradigm in which applications can discover and take advantage of contextual information
from the user such as his location, time of the day, devices which are connected to the user’s
device and so on.

The context categories presented in George Wamamu Musumba (2016), active and passive

context, leads CA computing to be defined in two perspectives:



2.2, People Centric Computing

e Active context awareness - Which automatically adapts to discovered context by chang-

ing the application’s behaviour;

e Passive context awareness - Which presents the new or updated context to an inter-

ested user or saves the context to make it later available as information for the user.

2.2 PEOPLE CENTRIC COMPUTING

CA computing has its foundation on a concept called People Centric Computing (PCC) once
it relies on the behaviour of an user to take action. According to Delmastro et al. (2016), in
PCC, a user not only represents the final user of the application but they also contribute to
its behaviour either by acting as humans by sharing contents on social media, for example,
or acting as virtual sensors while walking around with their own smart phones full of
Sensors.

There are 3 paradigms in PCC that are used to design efficient and personalised mobile
applications in several domains (health, urban monitoring, etc). Those paradigms are par-
ticipatory sensing Burke et al. (2006) which refers to where the users explore their sensing
devices and share the information with other users through the web; opportunistic sensing
Conti and Kumar (2010) in which a mobile application exploits all the sensing technologies
in the environment and; the last paradigm is opportunistic mobile social networks D. Lane
(2008) in which users directly generate and share all types of contents with nearby users
in real time. The paradigm that was exploited on this work was the opportunistic sensing,
since the developed application only takes advantage of the sensors devices and there is no
shared data.

2.3 MACHINE LEARNING

Over the past decade it was possible to witness a huge development in what concerns
Machine Learning, even if unperceived, it has become an important part of human’s life. It
is being gradually implemented in every aspect of people’s daily routine, from the keyboard
on the smartphones to autonomous driving.

It can be defined as a set of methods that can automatically detect patterns in data and
then use the uncovered patterns to make predictions about the near future data or to per-
form other kinds of decision making under uncertainty Smola and Vishwanathan (2008).
Thus, based on these patterns the system would be able to improve autonomous decision
making. For example, when the user has 6 hours of sleep and he can still perform a de-
termined task, that task will start to be suggested to him more often. The system should

contain a knowledge base with the data required to properly suggest changes to the current
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2.4. Wearable devices

physical activity. That data will be processed and therefore interpreted in order to better
adapt to the one using it.

Regarding the learning problems the system faces, it is important to characterise them ac-
cording to the type of data they use Smola and Vishwanathan (2008), once similar problems
can be solved using similar techniques and therefore ending up saving a lot of time. One
example given at Smola and Vishwanathan (2008) is that “natural language processing and
bioinformatics use very similar tools for strings of natural language text and for DNA sequences”.
To solve those problems, a machine learning system uses a wide variety of algorithms.
There are two main approaches when it comes to algorithms, supervised and unsupervised
D. Lara and Labrador (2013), and the vast majority of human activity recognition applica-
tions uses the supervised one. The former deals with labeled data, in other words, all the
data that is used has an identification, for example, if a person is running, the data which
is passed to the model should contain that information. While unsupervised deals with un-
labeled data and since a human activity recognition application needs to return a label it is
not widely used.

There are a lot of algorithms which belong to each of these categories, the most used ones
in human activity recognition according to D. Lara and Labrador (2013) are decision trees,
k-NN, SVM and Naive Bayes. It is possible to reduce these set of algorithms only to SVM
and k-NN, according to Pernek et al. (2015), Ravi et al. (2005) SVM is the most used one
and according to Attal et al. (2015) k-NN is the one which is used the most. Regarding the
accuracy of those algorithms in Attal et al. (2015) the authors made a comparison between
several algorithms, one of them was SVM and the other one k-NN, it concluded that k-NN
was more efficient for the specific purpose of recognising physical activity. Also in Ravi et al.
(2005) several algorithms are compared, in this work there were four considered settings.
There are two of those four which are particularly relevant for this work which are setting 3,
"Data collected for a single subject on one day used as training data, and data collected for the same
subject on another day used as testing data” and setting 4 "Data collected for a subject for one day
used as training data, and data collected on another subject on another day used as testing data.”.
While on the setting 3 and 4, the SVM, got an accuracy of 68.78% and 63%, respectively, the
k-NN algorithm got 72.93% and 49.67%, respectively. An algorithm which stood out from
the others on the setting 3 was the Naive Bayes with 89.96%.

2.4 WEARABLE DEVICES

Due to the huge development of wearable devices, this platform uses them as one of the
ways to get data and therefore process it. These kind of devices allows to sense data
unobtrusively, in other words, it is possible to get data without disturbing the user’s actions.

The user can wear it for instance in his shoes, as a wristband, on the jersey, etc, and that is



2.4. Wearable devices

a big advantage over other kinds of sensors such as cameras. The main goal of this devices
is to gather data in order to process it and use it as context for the architecture.

There have been several studies regarding them, the work El-Amrawy (2015) evaluates
the accuracy of devices used to count steps or measure the heart rate and concludes whether
their application on health or sports is worth it or no. Devices such as Apple Watch, Sam-
sung Gear Fit, Samsung Gear 1, Samsung Gear 2, Samsung Gear S, Mi Band and many
more were used in it, having in consideration factors such as price, popularity and con-
sumer surveys it was concluded that overall this kind of devices are quite reliable and are

a good way to encourage physical exercise.



RELATED WORK

Currently there are a lot of studies going on regarding context awareness and how it can be
implemented on the daily routine. For instance, wearable devices with sensors are able to
assist users considering the context they are inserted in Abowd et al. (1997). The paradigm
of computation is changing, the days where a computer needed to be used in a desk are
long gone now, nowadays it is even possible to wear the computer.

Considering that fact, it is natural that many technologies on this field are rising. One of
the first projects which tries to motivate an user simulating the job of a personal trainer is
the Philips Virtual Coach IJsselsteijn et al. (2004). It is meant to be used at a pre established
place in static bike. While the user is using it, a 2D animated personal trainer is projected
on a screen as well as a simulation of an outside environment. However, after a study on 24
users was conducted , it was concluded that the presence of the animated personal trainer
was not as effective as it was expected before hand. User’s would not train harder with the
presence of it and it is thought that one of the reasons was the fact that it would only show
the user’s heart rate rather than other information that might have a bigger impact on the
motivation such as the burnt calories. However, the used approach on this work, obligates
the user to stick in a specific place. Which might not be appropriate for everybody due to
several factors such as the needed space to put the bike at home or the lack of freedom to
choose the place to practice the activity.

Also the work D. Lara and Labrador (2013) surveys the state of the art on Human Activity
Recognition. It researched aspects such as activities that can be recognised with state of
the art technology, the most used algorithms for the effect, problems that appear on the
development of such application. It also presents a typical architecture of a human activity
recognition system that partly inspired the creation of the architecture used on this work
as well.

Another tool that is worth mentioning, even considering its differences to this study is
SensVest Knight et al. (2005). It is a wearable device developed to be used on outdoor ac-
tivities. It proposes to measure, record and transmit physical activity performance metrics,
such as heart rate, temperature and movement. It proposes to quantify the quantity of en-
ergy that was spent while executing a specific task as well as the force applied. Following



3.1. PHAROS PHysical Assistant Robot System

there are two sections describing two applications which have the most similarities to this

work.

3.1 PHAROS PHYSICAL ASSISTANT ROBOT SYSTEM

PHAROS Angelo Costa and Julian (2018) is an interactive robot that intends to help elderly
people, i.e., 60 years old and above, in their daily physical activities. There are some re-
quirements that need to be met such as being "...friendly, intuitive and proactively assistive.
In addition, it should be accepted by the elderly..." and those requirements were fundamen-
tal when choosing the robot itself once elderly people usually tend to be quite sceptical
towards technology. That’s why the robot is a human-shaped robot "with high levels of
acceptance by the elderly"”, named "Pepper robot".

It starts with an interaction with the user in order for him/her to be identified using a
camera. Once identified, the robot tries to find the most suitable exercises for that user
according to his/her physical limitations. After that a daily physical series is scheduled so
the system can continue to adapt itself to the user’s needs.

Its architecture, figure 1, is divided in two modules, the "Human Exercise Recognition"
and the "Recommender". The "Recommender" recommends a determined physical exercise
which the user enjoys and is capable of doing, at a scheduled time and the "Human Exercise

Recognition" verifies if the exercise is being executed in a correct form.

PHAROS
Human Exercise Recognition B
L
Human Representation : J.

User Database
Exercise Recognition

Recommender =
: ’
| API _ Scheduler | v =
Exercises Database
| Rater Profiler

Figure 1: Pharo’s architecture

The recommendations are based on a rating system given accordingly to the user’s execu-
tion of an exercise so the architecture perceives his/her evolution on a determined exercise.
A lower rating might mean some kind of problem with her/his health once the exercise
was not executed as well as previews times. This rating system was built upon Glicko2
which is a rating system usually used to measure the ability of a player in an ability game

such as chess or Go.
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3.2. MOPET: A context-aware and user-adaptive wearable system for fitness training

Another part of this relies on the recognition of the exercise being executed. It uses a
computer vision approach in order to achieve the recognition. Deep learning techniques
are used Recurrent Neural Networks and Convolutional Neural Network more specifically.

However, this work uses a different approach for the activity recognition. It uses cameras,
which limits its use to a pre determined space. Whereas, the sensors approach allow the

user to use it everywhere.

3.2 MOPET: A CONTEXT-AWARE AND USER-ADAPTIVE WEARABLE SYSTEM FOR FIT-

NESS TRAINING

MOPET Buttussi and Chittaro (2008), is a mobile personal trainer with the goal to train
and motivate the user. It was designed for running and walking and it should be used
anywhere a user can do those activities if that place is outdoors. A heart rate sensor with

accelerometer and a PDA with a GPS are used on the chest and wrist respectively.

Figure 2: MOPET 3D Animation

It is mainly composed of two parts. The training part and the motivation part. Regarding
the training part of the application, it shows a 3D animation on the PDA of the activity,
figure 2. It is important to help the user understand how an activity should be correctly
performed and avoid injuries. For the motivation part, its strategy is to use audio and video.
It also separates speed in four groups, slow walking, fast walking, moderate running and
fast running. The system uses those four groups to motivate the user by audio. For instance,
if the user is moderately running, the system will tell the person that the current speed is
moderate and if not tired, an increase on the speed should be tried. When giving this

audio feedback, a positive approach is preferred over an aggressive one. The best parts of

11



3.2. MOPET: A context-aware and user-adaptive wearable system for fitness training

the current situation are highlighted, because according some prior studies, the feedback
on more aggressive approaches was negative. A big proportion of this work has some
similarities to the work proposed on this document. For example, the live recommendations
when the user is performing an activity. However, it lacks the suggestion for bad executed

physical activities.

The aforementioned works have some things in common to the documented application.

For instance, they all have the goal to encourage and monitorise physical activity, they also
give real time feedback during the execution of the activity in order to motivate and/or
correct the subject. However, this work have some differentiators, for example, the first
presented work captures the movement with a camera rather than sensors. And the second
one, focus on giving real time feedback in order to motivate the user but it does not provide

feedback about how the current context can affect performance, for example.

12



RESEARCH PROPOSAL

This study aims to propose a solution to identify when an activity is not being well exe-
cuted, for now it will only focus on the activity Squat. It is done by capturing data for what
is considered a well executed activity and a bad executed one. The validation of the system
is done by using three popular metrics, accuracy, precision and recall. This metrics are
calculated using the values of the confusion matrix of each algorithm, which contain values
such as true positives, true negatives, false positives and false negatives. After the calcu-
lation of these metrics, a comparison is made between three machine learning algorithms
SVM, k-NN and RF. Besides that, two validations for the activity Running are made, since
the system is trained with data generated by a simulation there is a need to validate it both
with data also generated by the simulation and data generated in real life by collecting that
data from the sensors.

Apart from identifying a well executed or not well executed exercise, it is intended that
the system gives the user advises or warnings taking in consideration the context. For
instance, tell to the user to lower the pace of a run if the temperature is above a certain
threshold.

13



OBJECTIVES

5.1 MAIN OBJECTIVES

The main goal of this Master’s thesis is to develop a CA architecture and compare the best
machine learning techniques for activity recognition. This architecture should give its users
a suggestion while executing a physical activity that should help on preventing injuries
and increase performance. Those suggestions vary according to the activity that is being
performed. For some activities, only tips regarding the current context will be given. While
for others, a suggestion regarding the actual activity will be made. These suggestions are
based on data collected from sensors such as accelerometer data, environment temperature
and relative humidity in air. The system, will detect the movement that is being performed
and provide a feedback to the user. For example, if the user makes wrong movements
while performing an exercise, a warning will be given to that person so the activity is well
executed and injuries are less likely to happen. Also, suggestions based on the environment
temperature and relative humidity will be made. For example, running under a 350 C
temperature will trigger a warning, advising the user to stop running as it can be dangerous
to the body.

The physical activities that are recognised by the system are Standing Still, Walking, Run-
ning and Squat.

5.2 SPECIFIC OBJECTIVES

To reach the main objective, the following specific objectives should be achieved:

e To define which data should be collected from sensors to be used as parameters, in
order to ensure the quality of the suggestions;

¢ To define what suggestion should be made based on the data;
e To define the necessary architecture components, given the initial research;

e To define the most appropriate machine learning techniques that fit this architecture;

14
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e To test and validate the final architecture.



METHODOLOGY

Aiming to achieve the objectives described in chapter 5 it is intended to perform a quali-
tative research through an investigation and understanding of the object of study (context
awareness and machine learning in workout plans).

According to Alegre et al. (2016) there is no specific methodology regarding the develop-
ment of a CA system. Once context is a very complex concept and as already mentioned
previously, literature does not have a straight forward definition to it. However the same
study outlined a typical life cycle for context information before being delivered to the CA

system Freitas (2018).

o Acquisition - Information need to be gathered. Usually it comes from sensors but it
can be any kind of source. In the proposed architecture in the current document
data is taken mainly from wearable sensors. Three sensors were placed in total, two
on the user’s wrists and one on the chest. The data gathered from the sensors was
accelerometer data which is used to feed the model and then recognise the performed
activity and temperature and humidity data which were used in order to warn the

user whether it is a good condition or not to perform such activity;

o Modelling - After being sensed, data needs to be translated from real world concepts

into modelling constructs;

e Reasoning - According to Perera et al. (2014) this stage typically has three steps. The
first one which is Context pre-processing has the aim to clean the sensor data since data
may not be accurate or even missing. Consequently missing values need to be filled
and outliers, the values which are outside the range of what is expected, removed.
The second step is Sensor data fusion which is the process of combining data from
several sources in order to get more accurate data. And last but not least there is
Context inference which is defined by Perera et al. (2014) as "Generation of high-level
context information using lower-level context. The inferencing can be done in a single

interaction or in multiple interactions.";
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o Dissemination - In which both high-level and low-level context need to be distributed
to the consumer. The context must have high-availability in order to be used.

Following this steps it is believed that it is now possible to develop an architecture specif-
ically for CA systems and use data in a more dynamic way.

Therefore, this steps were taken in order to develop this system. It first started by collect-
ing data. The data went through a process of fusion, from the three different sensors. Then,
that data was pre-processed, null values were replaced and data whose label did not exist
deleted. The process of collecting data is highly detailed on the next section.

This thesis, was developed in two different universities, Universad Complutense de
Madrid and Universidade do Minho. The practical part, such as data collection and the
code development was accomplished in Madrid. While the written part was left for Braga.

6.1 DATA SET

Data was collected from 9 subjects with ages ranging between 12 and 46 years old, averag-
ing 26.8 years old. Both male and female participated on it, more details about the subjects
can be seen in table 1. People with different backgrounds on physical exercise were also
considered. The reason why people with such a wide variety of ages and different back-
grounds on exercise were chosen was to reduce the Flexibility problem as much as possible.

H Subject Genre Age Experience H

1 M 23 Yes
2 M 22 No
3 F 42 No
4 M 46 No
5 M 12 No
6 M 23 Yes
7 F 24 Yes
8 M 27 Yes
9 F 23 Yes

Table 1: Subjects who participated

The sensor, figure 3, produced about 11 or 12 registers per second, which means it had a
frequency around 11 Hz.

There are many types of physical activities that a system can recognise. However, it can
become quite overwhelming to build a system that covers many of those activities. More-
over, it is a process that takes time, it is needed to find subjects who agree on participating

on data collection, collect the data for each activity and train the model. Therefore, it was
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decided that the set of activities recognised by the system on an initial version would be

the following ones.

Figure 3: Sensor

e Standing Still - This activity is the base activity of the system, when the user is not
executing any activity and standing still, the system shows the temperature, humidity
and the corresponding image for the activity still. The process to obtain this data was
simple. The subjects were asked to stand still figure 4 for 5 minutes while the script
would collect data and print it to a file;

e Squat - One of the main activities which are recognised by the system. Initially, the
capture of this activity lasted 7 seconds. However, as the squat has a duration of about
2 or 3 seconds, more than half of the data for that activity would be standing still.
Then, it would create a confusion with the actual activity standing still. Therefore,
the time of capture was changed to 4 seconds. The subjects were asked to start as
indicated in the figure 4 and to do the movement of a proper squat as indicated in
the figure 16. After going down, the subject should return to the start position and
wait until the scripts stops running. This activity separates in two, the right way and
the wrong way, details on how a squat was defined as right or wrong will be further

discussed;

e Walking - This is yet another activity that is recognised by the system. The subjects
were asked to walk for 10 minutes on a thread mil. The thread mil was necessary part
since the sensors were being paired to a computer. So the possibility of letting the

computer in a place was a proper fit for this activity;

¢ Running - Regarding running, the data for this activity was generated using the men-

tioned simulation tool developed by the team GRASA from Universidad Complutense
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Figure 4: Initial Position

de Madrid. Running can be quite demanding physically therefore not every individ-
ual who participated in this study would be prepared to generate enough data for the
system, that is why this was the chosen activity whose data would be generated by
the tool. Figure 5 describes the virtual scenario.

6.1.1  Virtual Living Labs

Ambient assisted living is a branch of the ambient intelligence and it has the goal to make
elderly or disabled people independent for as long as possible by using ambient intelligence
techniques .

The ability to simulate an environment and a physical activity significantly eases the
process of collecting data. There were some problems which led to the use of the SociAAL
tool developed by the GRASIA team from Universidad Complutense de Madrid 2.

First of all, data can be generated whenever it is necessary. This way, the process of
collecting data does not depend on the subject’s schedule or other problems that can occur.
Such as the sensor running out of battery or some injury that might prevent the user to
perform an exercise.

The second problem was the subject’s fitness. Running is a quite demanding physical
activity. A person needs to be in shape to be able to run for a while. And, as this data was
used to train a machine learning architecture, a significant amount of data is needed. So,
it would take a long time to capture Running accelerometer data. Figure 5 represents the

virtual scenario that was created for the activity Running.

1 https : / /www.igi — global.com/dictionary/ privacy — data — protection — towards — elderly /33084
2 http://grasia.fdi.ucm.es/sociaal/
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Frames per second: 769

Figure 5: Virtual Scenario

For the collection of the data from the simulation. There is one thread per sensor. The
data is printed in a file and then joined. It follows the same principle of the collection of
data from the real sensors.

6.2 SQUAT CORRECTNESS

In order to determine whether an exercise is being correctly executed or not, it is needed to
define what is wrong and right so the system can advise the user. As previously mentioned,
in this work squat is one of the chosen activities and it is the activity which is evaluated
whether the individual is executing it right or not. Besides reading the literature to de-
fine how the Squat is wrong, also two personal trainers gave their opinion on this matter.
Following it is explained what is considered a wrong Squat.

Squat is one of the most important exercises. According to Escamilla (2001), there are
three main variations of a squat, bodyweight squat, barbell squat, and machine squat. This work
focus on the bodyweight squat. Due to the importance of it, it is a part of many workout
programs for athletes. The hip, thigh and back become stronger if squat is a regular exercise
on an athlete’s workout program Escamilla (2001). By consequence, this will naturally
protect athletes from injuries. However, if it is not well executed, especially without the
follow up of a personal trainer, the individual is very prone to contract an injury. Especially
on the knees which are a really sensitive part of the human body. The stability of the knee
is key to perform a perfect stable squat and avoid injuries. The article Myer et al. (2014),
analyses the proper way of performing a squat and improve the efficiency of it. According
to it, when performing a squat, the feet should be flat on the ground and when going down,
the thigh should be parallel to the floor. The subject’s back should also be as straight as
possible as shown in figure 8. Another important factor are the knees, they should follow
the line of the feet as can be seen in figure 16 and should not be knuckled in as can be seen
in figure 6. Besides that, the knees should not pass the line of the toes 8.
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Figure 6: Wrong squat

Considering all of this, two forms of the squat were recorded with the sensors to train the
model. The well executed squat, figure 16 and the wrong way figure 6. Given that this is
the body weight squat, the back positioning is not as important as in back squats, where the
subject carries a bar with weights and naturally the person is way more prone to contract a
back injury compared to the normal bodyweight squat.

—

Figure 7: Squat by front Figure 8: Squat by side
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PHYSICAL ACTIVITY

In this chapter, aspects related to human activity recognition are described in details. Char-
acteristics of sensors are presented, as well as other parameters like temperature and rela-
tive humidity, which are collected by the architecture and how it influences physical exer-
cise.

In order to make a new recommendation the developed architecture needs to recognise
the activity being executed by the user. One of the ways to do that is by using wearable
devices. The work Attal et al. (2015) classifies the physical activity of elderly while inertial
wearable sensors are used by them. Besides the fact that it only classifies every day activities
such as standing, stair descent, sitting, sitting down, sitting on the ground, lying, walking,
stair ascent, standing up and so on. It is still relevant to learn how to classify more complex
physical activities such as physical activities, focusing on specific muscles.

In the literature there are two approaches to recognise activities using external and wear-
able sensors D. Lara and Labrador (2013). The former is characterised by devices which are
fixed in predefined points of interest. For instance, cameras installed in specific places Cha-
quet et al. (2013), Angelo Costa and Julian (2018) which confines the subject to that area.
The latter uses sensors which are attached to the user D. Lara and Labrador (2013), 157
(2006), Chernbumroong et al. (2011). However, there are some problems with the camera
approach according to D. Lara and Labrador (2013). Privacy is one of them, as the subject
might not agree to be recorded all the time while that subject is performing an activity. The
other one is pervasiveness because the subject needs to stick around the boundaries defined
by the camera’s scope and it is not either comfortable nor convenient. There is also the
complexity, since image contains way more information than text, it can cause processing
problems. However, it can not be really considered as a problem since in a CA system, the
more information there is the better.

By using wearable sensors the only problem which can persist, from the aforementioned
problems, depending on the type of sensor, is privacy. However, a new problem is carried
by them. Obtrusiveness, in other words, the application should contain the least amount of

sensors possible and with it comes the decision of where to place them.
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The placement of the wearable sensors is something that should be carefully considered.
According to Attal et al. (2015) they are usually placed on the sternum, lower back and
waist. Even though these placements are mainly used to recognise daily activities as men-
tioned above, they can also be used to detect running which is useful for this architecture.
Also, according to Attal et al. (2015), there was a study comparing accelerometer based
multi-sensor versus single-sensors in activity recognition. Its conclusion is that the former
gives the highest recognition rate. In what concerns the classification itself, classification
techniques such as k-NN, SVM and RF are used, which will be discussed more in depth
later in this document.

Not only it is necessary to detect daily activities, it is also necessary to detect when an
individual is doing physical exercise. For instance, a person with certain diseases needs to
follow a protocol of exercises. By detecting those activities it is possible to provide feedback
to the caregiver or to the person who is executing it. There are also the cases where the
user is monitored in order to track the evolution of a disease and keep the person safe
from risks. For example, the work Capecci et al. (2016) has the goal to "detect and quantify
the freezing of gating (FOG)", FOG is a motor symptom that affects people who suffer with
this disease, in patients with Parkinson’s disease. It uses both video and accelerometer data
for the detection. In the case of this work it is fundamental to detect the movements and
give the user feedback about the correctness of the exercise. For instance, if the person is
performing a squat and puts the knees in a wrong position a warn should be given in order
to avoid future injuries.

In Pernek et al. (2015), the authors propose a solution to recognise the exercise itself and
to predict other exercise correctness metric which is intensity with a network of wearable
accelerometers with different groups of acceleration features. It uses 5 sensors, one on the
chest, two on both left and right wrist and two on left and right upper arm. This document
will further get more in detail about it. In Karaman et al. (2010), wearable cameras are used
to keep track of patients with dementia. However, it has its differences when compared to
this work since it has the goal to detect daily activities and not sports specifically.

According to D. Lara and Labrador (2013), using the current state-of-art on human ac-
tivity recognition it is already possible to detect sports such as running, rowing, lifting

weights, spinning, nordic walking, push ups and cycling.

7.1 DATA COLLECTION

The data set to train the architecture was obtained using two different approaches. The first
one was using sensors and the second one using the tool SociAAL which is a simulation
tool developed by the lab Grasia from Universidad Complutense de Madrid *.

1 http://grasia.fdi.ucm.es/sociaal/
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7.1.1 Sensors

There are mainly two factors which should be taken into consideration when choosing the
sensors for a Human Activity Recognition system: selection of attributes and obtrusiveness.
The former, resides on choosing the right attributes which will dictate the context of the
user. While the latter, addresses the problem that comes with using too many sensors.

Regarding the obtrusiveness, the application needs to use the least amount of sensors
possible so it does not become an obstacle to the user rather than aggregating. Moreover,
a high number of sensors will also be costly. Therefore, it is needed to find the smaller
number of sensors and still be able to keep a relatively high accuracy.

However, using just one sensor might be inefficient and, as pointed in Bulling et al. (2014),
Maurer et al. (2006) the combination of sensors allows to improve the recognition accuracy
when compared to individual sensors. For example, Bao and Intille (2004) uses 5 biaxial
accelerometers, one on the right hip, one on the dominant wrist, one on the non-dominant
upper arm, one the dominant ankle and one on the non-dominant thigh. Trabelsi et al.
(2013) uses 3 sensors, placed at the chest, the right thigh and the left ankle of the subject.
However it may become quite uncomfortable to the user giving the high number of sensors.
There are also studies who recognise activities just using a smartphone Wannenburg and
Malekian (2017), Capecci et al. (2016).

Considering this, another important factor that should be considered is the place where
the sensor should be. According to Chernbumroong et al. (2011), the recognition of the
activity achieved 94.13% accuracy just using one sensor on the wrist. Considering this
work and many others which use sensors on the wrist Maurer et al. (2006), Wang et al.
(2012), on the chest Trabelsi et al. (2013) and knee Huynh and Schiele (2006) and given its
accuracy it was decided that this work would use three sensors one on the left hand, one
on the chest and one on the right knee as can be seen in figure 9.

Moving on to the selection of attributes, the attributes which are measured need to be
chosen. According to D. Lara and Labrador (2013) there are four groups of attributes mea-
sured by sensors in a Human Activity Recognition application and they are environmental,
acceleration, location and physiological signals:

e Environmental - This group contains attributes such as temperature, humidity, light
intensity, audio level, etc. and they are used to provide contextual information about
the place the user is currently in. The combination of those attributes can be used on
an application to predict the place the user is in. For example, if the audio level is
relatively high and the light intensity is low it can indicate that the user is probably
in a cinema or a club;
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Figure 9: Sensor’s placement

o Acceleration - According to 157 (2006) accelerometers are one of the most used sensors
for activity recognition. They are inexpensive and can be found relatively easy as they
are embedded on our phones. Besides that, they present high recognition accuracy;

e Location - A location system such as the GPS is also a big part of our every day lives,
as the Acceleration group we can also find it on our pockets as they are present on
most of the phones sold nowadays. It can be used to infer some activities as well, for
example, if an user is at the beach it is likely that the person is not brushing their teeth.
However, there are some downsides, according to Reddy et al. (2010) they consume
a relatively high amount of energy especially when it comes to real time tracking
applications. Also, it does not work when the user is indoor, it is only useful on
outdoor environments and it has some issues concerning the user’s privacy as they

might not be willing to share their location every time;

e Physiological signals - This group includes all of the attributes which are related with
the body. For example, heart rate, respiration date, etc. however the work Tapia et al.
(2007) presents an activity recognition system which combines accelerometer data and
heart rate monitor. It was shown that the heart rate is not useful for the recognition
after an intense activity such as running because once an user stops running he can

sit down but the heart rate will still be really high.

Considering not only the advantages and disadvantages to each one of the mentioned
group of attributes. But also the sensors that were available. The attributes which are
collected are acceleration, temperature and humidity. Acceleration, allows the application to
detect the movements of the user while performing a physical activity. While temperature
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and humidity have a great impact on an individual during a physical activity. This impact
will be later discussed on this document.

The sensors which are used in this work to collect data are SensorTag CC2650STK with a
sampling rate of 12 Hz. The sampling rate is the average number of entries produced in

one second.

7.1.2  Temperature and Humidity

Temperature and relative humidity are the two other parameters which were chosen besides
accelerometer data to be collected by the architecture. Human body can be hugely altered
by the environment conditions, therefore these two factors need to be taken in consideration
since they are two of the most important parameters related to the impact environment has
on the body El Helou et al. (2012). High environmental temperatures and a high humidity
percentage provoke a significant level of stress on athletes who train and compete under
such conditions Nybo (2010). First of all, there is a concept that should be understood
before getting in depth so further explanation can be better assimilated. VO,max is one
way to measure the physical condition of an individual, it represents the maximum value of
oxygen that the body consumes during physical exercise and the higher the better condition
the individual has Hardman (1999).

The work Zhao et al. (2013), has three case studies, the first one is made under the
conditions of 21°C/20% RH (relative humidity) which is the control case, the second one
was 33°C/20% RH, classified as hot-dry and the third one 33°C/80% RH, classified as
hot-wet. It concluded that the VO,max is affected on both hot-dry and hot-wet conditions
when compared to the control case. Although, there was no difference between the hot-
dry and hot-wet conditions. Being that an indicator that the environmental temperature
has a bigger impact on the subject comparing to the relative humidity. Although, not only
high temperatures can affect one’s performance, the study Galloway and Maughan (1997)
reported that the range to exhaustion was between 47.8-136.1 min under the temperature
of 4°C which is substantially lower comparing to 11°C whose time to exhaustion was 70.7-
121.2 min.

However, one important thing that should be considered regarding temperatures, hu-
midity and its effects on the human body is whether the individual is indoor or outdoor.
External factors can help cooling down the human’s body, which will reduce the risk of
dehydration, such as wind and rain, on contrary to the indoor activities in which rain and
wind will not play a role, at least not like ondoor activities. The study Nybo (2010) focused
on cycling, however, those results can be extrapolated, at some extent, to other physical
exercises such as running. It concluded that on a flat terrain, the body’s temperature can be

balanced because of the wind opposing to hill terrains if the individual is climbing it. How-
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ever, it only happens if the relative humidity is not too high which can make the subject
become hyperthermic. The effect of hyperthermia, according to the same study, impairs the
athlete’s performance. Still regarding the matter of indoor vs outdoor, the study Galloway
and Maughan (1997) reported a high drop on the performance when the room’s tempera-
ture was raised from 21°C to 31°C and that the difference on the temperature can lead to
severe hyperthermia. It also observed that the longest time to exhaustion occurred under
the temperature of 11°C, with 31°C everyone gave up before the 60 mins mark and with the
temperatures 4°C and 21°C before the mark of go min. As can be seen it is not as straight
forward as one might think, all those factors have an impact on the human body. Other
variable that should be considered is the hydration, as long as the individual is be able to
keep hydrated, the impact of high air temperature is not the same as if there was not any
hydration at all. However, this was a bit simplified for the sake of this work, since the used
sensors do not allow to detect whether an individual is indoor or outdoor neither if he is
getting hydrated or not.

The study El Helou et al. (2012), focused on the impact of environmental parameters
on running. It studied six marathons Paris, London, Berlin, Boston, Chicago and New
York during 9 years (2001-2010), 4 environmental parameters were studied, temperature,
humidity, dew point and atmospheric pressure. However, only temperature and humidity
are considered for this work since they are the only parameters out of the 4 which are
provided by the sensors. One of its conclusions was that air temperature was the parameter
which had the most impact on the individual’s performance and humidity the second one.
After the analysis of those 60 races, it was concluded that around 10°C the velocity would
start to lower gradually, it also says that "The optimal temperatures to run at maximal
speed for men and women, varied from 3.8°C to 9.9°C. The American College of Sports
Medicine (ACSM) claims that the acceptable maximum temperature is a WBGT of 28°C.
However, in 2004 Boston Marathon with a temperature of 22.5°C around 300 emergency
calls were made and in 2007 London Marathon with a temperature of 19.1°C, 73 people
went to the hospital and one death was registered El Helou et al. (2012). But what does
actually happen when the temperature is not in that ideal range, in other words, when it is
cold or hot? In Galloway and Maughan (1997), there was an alteration in CHO oxidation
and oxygen consumption under the temperature of 4°C, however, it says that there was no
conclusion on why it happened being further investigation needed.

The table 2 presents some studies and ideal temperatures for activity as well as some
thresholds.

Regarding the relative humidity, there are not many studies which specifically study the
impact of the relative humidity alone on the human body. Most of them are like the ones
aforementioned which correlate temperature and humidity. However, the work Zhao et al.

(2013) reported a difference on the skin temperature in the hot-dry condition (33°C/20%

27



7.1. Data collection 28

Study ‘ Ideal temperatures Thresholds
El Helou et al. (2012) 3.8°C - 9.9°C 15°C*
Ely et al. (2007) 10.1°C - 15°C ?
Suping et al. (1992) 8°C - 15°C ¢/ 12°C - 24°C ¢ 20°C ¢
Galloway and Maughan (1997) 11°C 4°C and 21°C
Chmura et al. (2017) Up to 22°C and humidity below 60% f

a Marathon dropouts begin to raise

b Reports that most world records were beaten in between this range
¢ Ideal range for marathons/high intensity running

d Ideal range for recreational activities

e Above 20, there is an increasing risk of having a stroke or dehydrate
f Best performance by the athletes

Table 2: Reported temperatures in the literature

RH), where the skin temperature was actually lower after the exercise than before the exer-
cise, whether in the hot-wet condition (33°C/80% RH) it was reported that the skin temper-
ature was higher after than before the exercise. The IFA (International Fitness Association)
recommends an ideal range of 40% and 60% * and the United States Department of Labor
3 recommends an humidity between the range of 20% and 60% for indoor establishments,
i.e., gyms.

Considering all of the mentioned works there were established three limits for tempera-

ture and two for relative humidity levels.

< 5°C - Temperature is too low, warn the user;

> 20°C (Running) / 24°C (Walking) - Temperature is getting a bit high, might be good
to keep hydrated;

e > 31°C (Running) - The temperature is too high, might be a good idea to pause for a
bit;

< 30% humidity and > 60% humidity

These values were chosen considering the information in the literature. As can be seen in
the table 2, the lower thresholds vary between 3°C and 10°C, so a more or less intermediate
value was chosen. Regarding the intermediate value, 20°C, there seems to be an agreement
on this regard. For instance, the studies Galloway and Maughan (1997), Suping et al. (1992)
agree that above 20°C or 21°C, the performance starts to be impaired. Regarding the higher
threshold, 31°C, the study Galloway and Maughan (1997) states that at 31°C there was a

2 https : / /www.ifafitness.com/health/temperature.htm
3 https : //www.osha.gov/dts/osta/otm/otm_iii/otm_iii_2.html5
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significant increasing on the time for exhaustion. Regarding the humidity, 30% and 60%
were considered because of the literature already provided. For instance, Zhao et al. (2013)
says that a combination that a high temperature, above 31°C and 80% of humidity highly
increases the risk of dehydration.

7.2 ISSUES

When designing a human recognition system there are issues which need to be taken in
consideration, according to D. Lara and Labrador (2013), such as:

e Data collection protocol - The accuracy of a model depends on how the data is col-
lected. Data collected in a controlled environment, such as a laboratory, tends to
have a higher accuracy than data collected in a natural environment. In Foerster et al.
(1999), posture and motion detection showed a high accuracy for data recorded in
a laboratory while for data recorded on outside environments the model had more

trouble on identifying them;

e Flexibility - One of the most known problems in a human activity recognition is
flexibility Ponce-Espinosa et al. (2016), there is no consensus whether a model gets
restricted to a person when it is trained using data from an individual in particular.
Since every human has its own way of doing a certain activity, such as walking, an
elderly has a different way of running than a teenager or a young adult. So a solution
that might lower this problem is to collect data from people with the most varied
characteristics such as different ages, weights, height. Either this or train the model
for each subject in particular, however, it would become a rather impossible work
if there are many activities recognised by the system and would present a lot of

scalability problems;

e Recognition Performance - Another issue pointed by D. Lara and Labrador (2013) is
the recognition perfomance. It points out that the accuracy of a system depends on
the activities recognized by the system, the quality of the dataset used for training, the
feature extraction and the algorithm used to classify the activity. Besides that, enough
data should be provided for training and testing the model;

e Uncertainty - It is a problem that affects every CA system. The data collected by the
sensors are sometimes misleading and do not reflect the actual context of the user.
Therefore, the data set which is used to train the model should be checked in order to
find any irregularity. An usual solution for this problem is user mediation, i.e, provide

the user with the information and let it be corrected by them Dey et al. (2002).
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In order to avoid this issues some measures were taken. For instance, to avoid the flex-
ibility problem, people from both genders, with a wide range of ages and with different
fitness background participated in the collection of data. This way, it is expected that the
system is more flexible and is be able to recognise the physical activity for many types of
people more easily. Moreover, it was tried to vary as much as possible the source of the
data. For example, for the activity walking, some of the data was collected in a controlled
environment, a thread mil, while other data was collected outdoors. Also, the use of a
simulation environment for running and an usual environment for squats. This approach

was taken to avoid the first mentioned problem, Data collection protocol.
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ARCHITECTURE

This chapter describes in details the architectures of the proposed system. This includes an
overview of it through an workflow, the extraction of features, machine learning algorithms
and implementation.

8.1 WORKFLOW

The workflow of this application, figure 10, is based on a client-server architecture. The
client gathers the data and sends it to the server, which then responds with the prediction
of the activity.

Figure 10: System architecture

Both components communicate using the MQTT protocol. Usually, applications which
use micro services that need to comunicate with each other, do it through REST APIs and
they are based on HTTP as well. However, when it comes to Internet of Things it certainly
is not the most appropriate protocol out there. The work Yokotani and Sasaki (2016), com-
pares the performance of both HTTP and MQTT on Internet of Things applications. It
concluded that MQTT protocol performs better than HTTP in this kind of situation. HTTP
has a fairly bigger header than MQTT with information that might be relevant for the in-
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ternet, however it is not so relevant for an internet of things application. It causes what is
called of overhead Yokotani and Sasaki (2016), which results in a lot of delays and a high
network’s resources consumption when compared to MQTT. Besides that, it operates under
the protocols TCP/IP which means that it has a reliable communication. However, in order
to provide a reliable communication, it needs to be connection oriented. This means that
every time data is sent, a connection needs to be established. This implies the increasing of
the delay time. On the other side, the MQTT protocol allows to choose the reliability of its
connection. There are three types, QoSo (Non assured transmission), QoS1 (Assured trans-
mission) and QoS2 (Assured service on applications) Yokotani and Sasaki (2016). Therefore,
in a system where reliability is not a top priority, the faster option can be chosen, which

makes the exchange of data way faster.

8.1.1 Server’s architecture

According to the literature there is a pattern regarding the architecture of a system when it
comes to human activity recognition. Both D. Lara and Labrador (2013) and Martiskainen
et al. (2009), present activity recognition architectures and they were an inspiration for
the creation of the architecture on the figure 11. It first starts by pre processing the data.
This is the step where outliers, nulls or values which had the label equal to zero were
removed. After that, a data splitting is performed. Similarly to other machine learning
applications, a human activity recognition application goes through two stages, training
and testing D. Lara and Labrador (2013). Data is always separated in two, usually on a
ratio of 75%/25% as mentioned in D. Lara and Labrador (2013). One part of it is used to
train the classifier while the other one is used to test the classifier after the training is done.
This happens because if the same data is used to train and test, the system will "remember"
it and a phenomenon called overfitting can happen. Overfitting means that a model fits too
accurately for the data of a particular dataset and not so well for new data. However, in
this kind of applications it is needed to generalise, i.e., the system should be able to predict
correctly or with a relatively high accuracy when new data is presented Guido (2017).

Then, features are extracted either for the training data set and the testing data set. Once
the features are calculated, the system starts to train the model using a machine learning
technique. More details about this in section 7.3 of this same chapter. Once the model is
trained, the features of the test data set is passed to it and an evaluation of the model is
made in order to check the accuracy of the model. If the model is approved it is ready to
receive data from external environment gathered by the sensors.

Both the feature extraction and model evaluation will be discussed in detail further on
this document.
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Figure 11: Human Activity Recognition server architecture

8.2 FEATURE EXTRACTION

The accuracy of an activity recognition system is based on feature extraction. Since there
is not enough information on the raw accelerometer for the system to identifty an activity,
it is impossible to ask for a prediction solely based on values as they come out from the
sensor. Besides that, computing every and each single row of data would be too heavy
computational wise. Therefore there is a need to do the feature extraction which allow
signals to be compared D. Lara and Labrador (2013). Features are calculated in chunks.
A time window which varies according to the activities. Bigger time windows tend to be
better. However, it should not be bigger than the duration of an activity. Since it would
include two different activities in the same window Twomey et al. (2018). This subject
is discussed later on the subsection 7.2.1.. According to Olszewski (2001), there are two
ways to extract features from time series data, statistical and structural. While the statistical
use quantitative characteristics, the structural approach considers the relationship between
data. Usually there are two types for features, the time domain features and the frequency
domain features Twomey et al. (2018), features such as mean, standard deviation, variance,
etc. belong to the time domain while on the frequency domain side Fourier Transform is the

most famous one. The features should be carefully chosen. A good amount of features can
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improve the accuracy of the system, but if the number of features is too large, it will impair
the accuracy of the model, especially if the data set is not too big Mannini and Sabatini
(2010). Each category of data has its most common set of features, the table 3 sums up the
features that can be found on the literature for human activity recognition and which are

reportedly the most efficient ones for that same purpose.

Study ‘ Features
D. Lara and | mean, standard deviation, variance, mean absolute deviation,
Labrador (2013) fourier transform, correlation between axes

Bao and Intille | mean, enerqy, frequency-domain entropy and correlation
(2004)
Zhen-Yu He and | mean, standard deviation, energy and correlation between axes
Lian-Wen Jin (2008)
Martiskainen et al.| mean, standard deviation and kurtosis
(2009)

Table 3: Feature selection in the literature

Considering all of the aforementioned, the chosen features for this work are the following:

For a given signal X = {x1...,x,}

Root Mean Square (rms)

As the name suggests, it is the square root of the mean square. It takes all of the axis from
a sensor, computes the average of the square of each element and then the square root is
calculated, as shown in equation 1.

y )

RMS(X) =

Fast Fourier Transform

This equation computes a signal from the time domain to frequency domain *. It was

calculated using the method fft of the library Scipy. It returns an array y, which ylo]

represents the zero-frequency term, y[1:1/2] the positive term and y[n/2:] the negative term.

Each of these were calculated for each sensor.

Standard Deviation

This equation calculates the amount of variation of a set of values as shown in equation 2.

1 https:/ /en.wikipedia.org/wiki/Fastrourier;rans form
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o = \/ Ly o) @

Variance

Variance allows to measure how spread out are the values, of a random set, from their
average. It is a bit similar to the Root Mean Square, however, it does not calculate the square
root of the result.

%= 1 1 Z{(xi - %) 3)

1=

Mean

This is the standard average of a set of values from the three axis of a sensor. It sums every
element and then it is divided by the number of elements that were summed, 4

mean = ==171 4)

8.2.1  Time window and Overlap

According to Bafos et al. (2014), there are three types of data segmentation:

e Activity-defined windows - It has two limits which refer to the beginning and the end
of an activity;

e Event-defined windows - The proposal of this approach is to find specific occurrences
of events to define the window;

e Sliding windows - The most used approach for data segmentation and it is also known
as windowing. A window is defined with an unchangeable size and no gap between
two windows which is called, overlap. Considering the scope of this work, this is the
most appropriate approach to be used.

It is extremely important to choose the right time window so the signal segmentation
can be properly done and the model’s accuracy maximised. The process of segmentation
varies on the type of application. If the system is specifically designed to recognise a pre
determined activity, it is easier to choose this parameter since it is only needed for that
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activity. However, if the system is designed to recognise multiple activities, the size of the
window should fit as many activities as possible which makes it difficult to choose the right
size Banos et al. (2014).

The sliding window method is simple and there is no need to preprocess data, it is what
makes windowing ideal for applications which need to deliver a response in real time. In
the literature there is a wide range of window sizes, 5 seconds Zhen-Yu He and Lian-Wen
Jin (2008), 6.7 seconds Bao and Intille (2004), Pirttikangas et al. (2006) compared several
time windows 1, 2, 5, 7, 10 and 15 and the one in which the accuracy was higher was the
1 second window combined with the algorithm kNN, it had an accuracy of about 9g0% and
the study Mantyjarvi et al. (2001) used a window size of 2 seconds. From the literature it
is apparent that smaller window sizes are more accurate and it is confirmed by Bafios et al.
(2014) which reports that a size between the range of 1 second and 2 seconds is the best
compensation between the speed of activity prediction and accuracy.

The other parameter which should be taken in consideration is the overlap. There seems
to be a consensus on this regard as the majority of works that use this parameter uses a 50%
overlap window Chernbumroong et al. (2014), Chernbumroong et al. (2011), Wannenburg
and Malekian (2017), Mannini and Sabatini (2010), Bao and Intille (2004).

Considering that and the activities that are recognise by the system, Standing Still, Walk-
ing, Running and Squat, all of these activities are activities which usually take some time,
apart from the Squat which has usually a duration of about 2 to 3 seconds. So, a time
window of 2 seconds is an appropriate window to cover the duration of all the activities on
the system. Since it has the duration of the Squat and the other exercises usually occur for
more than 2 seconds so they can be segmented in chunks of 2 seconds.

Taken all the aforementioned in consideration, it was decided that a time window of 2
seconds and an overlap of 50% would be used.

8.3 ALGORITHMS

Machine learning has a wide variety of algorithms depending on the problem it needs to
solve. Those algorithms fit in two different groups, supervised and unsupervised. The super-
vised approach deals with labeled data while unsupervised approach deals with unlabeled
data D. Lara and Labrador (2013). Inside the supervised learning there are the classification
and the regression problems. Human activity recognition is a classification problem since it
needs the system to predict an activity or to give a label to the data that is provided. That
is why the supervised approach is often used for such problems.

For classification problems there are several algorithms such as SVM, k-NN, RF, etc.. Ac-
cording to D. Lara and Labrador (2013), which gathers all the state of art techniques to
human activity recognition, two of the most used algorithms are SVM and k-NN, Twomey
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et al. (2018) mentions RF, Zhen-Yu He and Lian-Wen Jin (2008) uses SVM. So it is clear
that these three are the ones that are most common for activity prediction. Therefore, those
three will be compared in this work to evaluate which one is better for its purpose.

84. CODE IMPLEMENTATION

This section contains detailed information about the implementation of the application.
Aspects such as technologies, implementatiion of the client and server are explained in
detail.

The server was built in Python (version 3.7.1), using the library Pandas for data manipu-
lation and Scikit-learn for machine learning. Regarding the client, it is splitted in two parts,
the User Interface (UI) and the part responsible to connect to the sensors and the server. The
UI was built using the Javascript’s framework Vue]S, while the other part was also built in
Python. It uses bluepy which is an interface for the Bluetooth LE, responsible to connect

with the sensors.

8.4.1 Data Collection

For the creation of the data set a Python script was created. The figure 12 represents
a diagram of the script. The script pairs with the three sensors and gather all the data
into a CSV file. So once the script is launched three different threads are created, one
per sensor. Once a thread starts, it tries to pair with the sensor, which is made through
bluetooth, and when the pairing is completed it checks whether the other threads have
already paired with their sensor, if yes then it is ready to proceed, otherwise it will be
put asleep and be awaken whenever a new thread is paired to the sensor. For this effect,
a global variable which is shared by the three threads is incremented inside a lock block
in order to avoid concurrency problems. Once this variable reaches the value 3 it means
that every thread has paired with their respective sensor and the script is ready to advance
to the next stage. The sensors, Sensortag CC2650STK, are composed of several sensors,
IR Temperature, Movement (accelerometer, gyroscope and magnetometer), Humidity (both
relative humidity and temperature), Pressure and Optical. For this work, only Humidity
and Movement are collected so this sensors need to be turned on. They are turned on by
the following process, according to the official website *

sensorOn = struct.pack("BB", 0x7F, 0x02) #Movement sensor

humSensor = struct.pack(’B’,0x01) #Humidity sensor

config_uuid = TI_UUID(0xAA82) #Movement sensor
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G G G
= = =

leftHandSensor rightkneeSensor chestSensor

Id, xL, yL, zL, label Id, xR, yR, zR, label Id, xC, yC, zC, label

Id, xL, yL, zL, xR, YR, zR, XC, yC, zC, label

Figure 12: Dataset Creation

data_uuid = TI_UUID (0xAA81) #Movement sensor

hum_uuid = TI_UUID(OxAA21) #Humidity sensor
hum_config = TI_UUID(0xAA22) #Humidity sensor

sensor = Peripheral (sensorMAC)
sh = sensor.getCharacteristics(uuid=config_uuid) [0] #Movement sensor

sh.write(sensorOn, withResponse=True) #Movement sensor

sh_hum = sensor.getCharacteristics (uuid=hum_config) [0] #Humidity sensor

sh_hum.write (humSensor , withResponse=True) #Humidity sensor

Listing 8.1: Sensor’s configuration

Line 1 and 2 are the bytes which give the indication to turn on the movement sensor
and humidity sensor respectively. The lines 4 and 5 are the bytes of configuration and data
respectively for the movement sensor. The configuration one is the one responsible to turn
on and off while the data one is the responsible to collect data. The same happens on the
line 7 and 8, but for the humidity sensor. Lines 10, 11 and 12 is where effectively is given
the instruction to turn the movement sensor on. While for the humidity sensor, the lines 14
and 15 have that task.

After everything is set up it is time to start the data collection. For this effect, three python
dictionaries were created, one for each thread. The keys for each one of these dictionaries

is a standard index which is incremented every time the sensor provides data. Each thread
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runs for the time that was passed when the program was executed, once this timer finishes
the script goes through the three dictionaries and joins the data with the same index on a
CSV file. The reason why the join is made using the index was because using time frames
would be too complex, since time frames differ in milliseconds and maybe a time frame
from 5 milliseconds ago could be joined to a different register than the supposed one, so it
is assumed that the registers with the same index correspond more or less to the same exact
moment during the activity. The format of the CSV file is the following Id, xL, yL, zL, xR,
YR, zR, xC, yC, zC, label, where the variables with an L correspond to the left hand sensor,
with an R to the right knee sensor and the C to the chest sensor. The label represents the
activity that is being recorded, there are 5 possible values for the label, 1 for Standing Still,
2 for Walking, 3 for Running, 4 for Squat and 5 for Wrong Squat, in other words, a squat
having the knees buckled in. The script’s duration depends on the activity which is being

recorded.

8.4.2 Client

The Client starts a connecction with the MQTT broker in order to communicate with the
server side. The broker that was used was test.mosquitto.org. MQTT works with a topics
system. A message is sent to a specific topic and, in order to receive that message, the other
part needs to subscribe to that topic. This way it is possible to exchange messages without
a verification of what it is. Therefore, after the connection is established, it subscribes to
the topic "Server”, so the client can receive messages from the server. Once this part is
done, the next part follows the principle used on the implementation of the script which
creates the data set. It first starts to create three threads, one for each sensor, each thread
tries to pair with its correspondent sensor. Once every sensor is paired, the systems starts
to collect data. While it collects the data, the server is already waiting for a message from
the client. The client sends data to the server every 22 registers, about each 2 seconds. It
was considered that 22 registers was the minimum amount of registers that would compose
an activity. That is the duration of the squat, the faster activity in the system. The server
responds with an activity and it is displayed to the user as shown in the rectangle 3 on the
figure 13.

All of this is controlled by a simple UI, the user should switch a toggle button to "on".
Then, it will be indicated by a green light when the sensors are fully paired, otherwise those
indicators show up as red as can be seen on the rectangle 1 from the figure 13.

Internally, the data is collected the following way.

rawVals = sh.read() #read raw values from sensor

(accX, accY, accZ) = struct.unpack(’<hhh’, rawVals)
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Left Hand Right Leg

Walking

Figure 13: Application’s Ul

5 scale = 32768/8

data += >{\"x\": %f, \"y\": %f, \"z\": %f, \"sensor\": \"%s\"},’ % (accX /
scale, accY / scale, accZ / scale, sensorName)

Listing 8.2: Python example

Initially, it reads the raw values from the sensors (line 2), which are purely hexadecimal

values. Then, those values are unpacked to several variables, one for each axis (line 3).

These values are divided by scale, as indicated in 4 concatenated in a JSON format string
and sent to the server (line 8).

Moreover, besides the accelerometer data, temperature and relative humidity should be
taken into account, they are also indicated to the user in the UlI, rectangle 2, figure 13. The
tirst solution would be to constantly collect these two parameters. However, it decreased
the amount of registers per second. Considering that they are not parameters that vary
in a short time period, they are only updated every two minutes. The temperature and
humidity are taken from the three sensors, then the average of the three is calculated and
presented to the user.

According to the sensor’s official website 4, the temperature and relative humidity are
captured the following way.

4 http:/ /processors.wiki.ti.com/index.php/CC2650sensorTagyser’sguide
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rawVals_hum = sh_hum.read ()
(temp ,hum) = struct.unpack(’hh’,rawVals_hum )

temp = (temp/65536) *165-40
hum = (hum / 65536) *100

Listing 8.3: Temperature Relative Humidity capture

It starts by reading the raw values from the sensor (line 1). Then, those values are ex-
tracted to two separate variables, temp and hum, one for temperature and one for humidity
respectively (line 3). At last, line 5 and 6 calculates temperature and humidity as indicated
on the sensor’s documentation 4.

Besides of what is shown in figure 13, the Ul also displays several alerts to the user
according to the current context. The figures 14, 15 and 16 represent the alerts that are
showed for low temperature, high temperature and high humidity and a wrong squat,

respectively. These alerts are explained in detail on the chapter 7.

Walking

Be careful, temperature is

Figure 14: Alert low temperature
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Be careful, temperature and humidity

Figure 15: Alert high temperature

Be careful, you are performing a w

Figure 16: Alert Wrong Squat

8.4.3 Server

The server starts by reading the CSV file which contains all the activities data. The data is
inserted on a pandas data frame with time frame as an index and a time difference between
registers of 9 milliseconds. At the end of the reading not only NULL values are dropped
but also lines in which the label is undefined for some reason.

The program proceeds to split the data, the Scikit-learn function train_test_split is used
for this effect.

X_train, X_test, y_train, y_test = train_test_split(data, y, test_size
=.25, random_state=0,shuffle=False)
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Listing 8.4: Split Data

This method has 5 parameters, data contains the accelerometer data, y contains all the
labels for each row which is present in data. The third one, test_size = .25 indicates
that the method will split 25% of the provided rows for testing purposes. The parame-
ter random_state assures that the splitted data is the same no matter what, ie, the training
data and test data are always the same regardless the number of times this function is ap-
plied on the same data set. The last parameter, shuffle, is set to false, since accelerometer
data can only be translated into an activity if that data refers to the sequence of movements
of that specific activity. If every row gets shuffled, features will be calculated with rows
from completely different activities, therefore, the accuracy will substantially drop.

Subsequently, the application proceeds to extract the features of both, the training data
set and the test data set. Features are calculated with a window size of 2 seconds, already
discussed previously on this document.

Once the features are calculated, the model is ready to be trained. Three algorithms
are compared in this study, k-NN, SVM and RF. There is a general method that trains the
model which is the following.

def train_model(X, y, est, grid):
print(’::::Train Model::::?)
gs = GridSearchCV(estimator=est, param_grid=grid, scoring=’accuracy’,

cv=5, n_jobs=-1)

gs = gs.fit(X, y.values.ravel())

return (gs.best_estimator_, gs.best_params_)

Listing 8.5: Train Model

The method GridSearchCV finds the best parameters for a determined estimator, i.e., an
algorithm (line 3). Aftwerwards, fit is done and the best estimator and best parameters are
returned (line 4). The training for each one of the three algorithms is done the following
way.

param_range = [0.0001, 0.001, 0.01, 0.1, 1, 10 ,100]

print (’Support Vector Machine?’)

svm_model , params = train_model(X_train, y_train,
est=SVC(probability=True),
grid={’C’: param_range, ’gamma’: param_range, ’kernel’: [’

linear’]})
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8 print (’K-Nearest Neighbor?’)
knn_model, params = train_model(X_train, y_train,
10 est=KNeighborsClassifier (),
grid={’n_neighbors’:[6, 8, 10, 12], ’weights’:[’uniform?’,

’distance’]})

print (’Random Forest’)
14 model, params = train_model (X_train, y_train,

est=RandomForestClassifier (n_jobs=—1 , criterion=’entropy )

16 grid={’n_estimators’:[10,30,100]3})

Listing 8.6: Algorithms

Line 1 describes the parameters for the SVM model C and Gamma. The C parameter
trades off an accurate classification of training examples against maximization of the deci-
sion function’s margin. While gamma, defines the influence of a single training example 5.
These values were chosen because those two parameters usually vary between the range
of 1073 to 103, which is proven to be enough 5. The lines 5, 10 and 15 correspond to the
estimator, i.e, the classifier, SVM (line 5), k-NN (line 10) and RF (line 15). The grid has a
range of value for each parameter of each classifier, on the train,odel method, GridSearchCV
uses cross-validation to find the best parameters from the correspondent grid (lines 6, 11
and 16).

Afterwards, the server stays on listening to MQTT messages. There are three topics
to which data will be sent, Left, Right and Chest. Each one of these topics corresponds
to a sensor. After receiving data from these three sources, they are arranged in an array.
Afterwards, that data is put in a pandas data frame and the features calculated. Those
features, are then passed to the models which return an activity prediction, this prediction

is sent to the client to be shown to the user.

5 https : //scikit — learn.org/stable/auto_examples/svm/plot_rbf_parameters.html



RESULTS

This chapter discusses the obtained results of the evaluation of the application. That evalu-
ation is made through metrics such as: accuracy, precision and recall. All of this metrics are
compared according to different parameters for each algorithm.

When evaluating a classifier, data is usually presented on a confusion matrix M, y, for n
classes D. Lara and Labrador (2013). It is a matrix where the value M;; means the amount

of activities i, that were classified as j. Therefore, this matrix contains the following values:

o True Positives (TP): The number of instances that were correctly classified;

e True Negatives (TN): The number of instances that were classified as another class,

correctly;

e False Positives (FP): Number of instances that were classified as positive but they are

negative.

e False Negatives (FN): Number of instances that were wrongly classified as belonging

to a different class.

A standard confusion matrix has the following format:

Predicted class

1 2
$ 1| TP FN
&

S 5| FP TN
@]

Table 4: Standard Confusion matrix

From the creation of a confusion matrix, there are some metrics that can be calculated
to evaluate the overall performance of the system. The work D. Lara and Labrador (2013),

describes the following evaluation metrics:

e Accuracy: It is useful to measure the performance of the system as a whole, equation

5/
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e Precision: Ratio of the correctly predicted instances to the total of instances that were

classified as positive, equation 6;

e Recall: It is the same as the precision, but instead of ratio to total of instances that
were classified as positive, it is the ratio of positives to the total number of actually

positive instances, equation 7.

Accuracy = TP+ TN (5)
YT TP+ TN+ FP+FN >
.. TP
Precision = TP+ P (6)
TP
Recall = 75V EN 7)

A confusion matrix was created for each of the three algorithms SVM 5, k-NN 6 and RF

7, using cross-validation, with every activity recognised by the system.

Predicted activity

Standing Still Walking Running Squat Wrong Squat
2 Standing Still 449 ) 3 5 1
'% Walking 1 1013 0 0 2
Tg Running 0 0 850 2 0
:ﬂd Squat 10 0 2 95 30
Wrong Squat 6 4 0 27 51
Table 5: SVM algorithm’s confusion matrix
Predicted activity
Standing Still Walking Running Squat Wrong Squat
._,? Standing Still 454 3 0 0 1
'% Walking 1 1012 3 0 0
T;“ Running 0 2 850 0 0
3 Squat 25 3 1 72 36
Wrong Squat 7 4 0 41 36

Table 6: k-NN algorithm’s confusion matrix



Predicted activity

Standing Still Walking Running Squat Wrong Squat
£ Standing Still 452 2 0 2 2
% Walking 0 1012 4 0 0
T;_-,“ Running 0 0 850 2 0
3 Squat 11 3 2 97 24
Wrong Squat 10 7 0 34 37

Table 7: RF algorithm’s confusion matrix

It can be seen that almost every instance of Standing Still, Running and Walking got cor-
rectly classified. For Walking, the tables present a number ranging between 449 and 454
instances as true positives. Regarding the false negatives, there are 9, 4 and 6 for the ta-
bles 5, 6 and 7, respectively. Concerning the false positives, it ranges between 17 and 33
instances. The activity Walking even presents better results by having true positives ranging
between 1012 and 1013, false negatives between 3 and 4 and false positives are either 4 or
12. The same can be applied for Running, regarding the true positives every table has the
same number of instances, 850. While false negatives have 2 instances and false positives
are 4, 5 and 6 for SVM, k-NN and RF, respectively. Now, the Squat and the Wrong Squat
are the activities that got less correctly classified. k-NN was the algorithm that predicted
less Squat and Wrong Squat instances as true positives, 72 and 36. While SVM classified 95
instances as true positives for the Squat and 51 instances as true positive for Wrong Squat.
And, RF 97 and 37 for Squat and Wrong Squat respectively. However, the problem resides on
the false negatives and false positives. Many instances of the Squat are classified as Standing
Still or even as a Wrong Squat. For instance, 27, 41 and 34 are classified as a Squat when they
are a Wrong Squat, tables 5, 6 and 7, respectively. Whereas, many Wrong Squat instances
are mixed up by Squat, as can be seen on the confusion matrices. There are two possible

reasons for this to happen:

o A Squat or a Wrong Squat, starts and finishes at the same position. The same position
that was considered when recording the activity Standing Still. Therefore, during the

training phase, the defined window could have split a Squat in two different parts.

Where the second part, would be precisely the Standing Still activity but the label
attached to it would be for Squat, since it belonged to it;

e The other problem, where the Wrong Squat gets classified as Squat or the other way
around is way more evident. Even though, the subjects were asked to knuckle the
knee in, those two movements are still very similar. And, sometimes it is hard for the

system to differentiate it due to the similarities.
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A possible solution for the first problem can be restricting the data to the movement of
the Squat itself. This way, no matter how that data would be split for the calculation of
features, it would never have similar values to the Standing Still activity. Regarding the
second problem, a possible solution for it could be the addition of another sensor on the
left knee. Since both knees are involved on the execution of this activity and it would add
more accuracy to the system. This could worsen the problem of obtrusiveness described on
chapter 7. However, the trade off could be advantageous if the accuracy improved with it.
Another simpler solution that could be done with the material already used would be to
collect more data for both of these activities. It would probably increase the accuracy.

The compilation of these results got SVM an overall accuracy of 96.4%, k-NN an overall
accuracy of 95.2% and RF an overall accuracy of 96.1%. The accuracy, precision and recall
for each activity are presented on the tables 8, 9 and 10.

By analysing thoroughly each matrix, it is evident that there was no big problem in
predicting the activities Standing Still, Walking and Running. For the Standing Still activity,
in all algorithms the accuracy and recall was within a range of of 98% to 99%, table 8 and
10. Regarding the precision, it lowered a bit, being the SVM algorithm the best one with
96.3%, table 9. The activity Walking, is around 99% for every metric, accuracy, precision and
recall. The same happens for Running.

Activities
Standing Still Walking Running Squat Wrong Squat
& SVM 98.9% 99.7% 99.7% 97% 97.2%
£ kNN 98.5% 99.6% 99.8%  95.8% 96.5%
Vi
ED RF 98.9% 99.3% 99.6%  96.9% 97.2%
<

Table 8: Accuracy

Activities
Standing Still Walking Running Squat Wrong Squat
e SVM 96.3% 99.6% 99.4%  73.6% 60.7%
£ kNN 93.1% 99.6% 99.5%  63.7% 49.3%
b
EQ RF 95.6% 98.8% 99.3%  71.8% 58.7%
<

Table g9: Precision
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Activities
Standing Still Walking Running Squat Wrong Squat
g SVM 98% 99.7% 99.8%  69.3% 58.0%
::é k-NN 99.1% 99.6% 99.7%  52.6% 40.9%
i
ED RF 98.6% 99.6% 99.7%  70.8% 46.8%
<

Table 10: Recall

As can be seen from the results, there is no big difference between these three activities
regardless the algorithm. It goes to the encounter of many studies where ambulation activ-
ities such as walking and running have a high recognition percentage. For instance, Oscar
D. Lara et al. (2012) got an accuracy of 100% for running. Zhen-Yu He and Lian-Wen Jin
(2008), presented an accuracy of 98.29% for walking.

However, the problem relies on the detection of Squat. Regarding the accuracy, both Squat
and Wrong Squat, ranges between 95% and 97% 8. By analysing the precision and recall, it
can be seen that it drops substantially. For the Squat, the precision varies between 63.7%
(k-NN) to 73.6% (SVM), table 9. This means, that the best algorithm for this activity, SVM,
only predicted 73.6% of Squat correctly. The activity Wrong Squat, also performed better on
the algorithm SVM and worse on the algorithm k-NN. SVM only predicted a Wrong Squat,
60.7% of the times.

Regarding the recall, the algorithm SVM also performed better for both Squat and Wrong
Squat with 69.3% and 58%, respectively. The algorithm, k-NN presented worse performance
with 52.6% and 40.9% for Squat and Wrong Squat, respectively. This means that using the
SVM algorithm, from all the Squats, the system labeled 69.3% as a Squat. And from all the
Wrong Squats, the system labeled 58% as a Wrong Squat.

These values agrees with many of the accuracies presented in the literature for a Squat.
For instance, Olguin presents an accuracy of 75.8%, Adaskevicius (2014) got an accuracy of
about 77% and Margarito et al. (2016) has an accuracy of 73% on normal weight population.
Therefore, the values obtained on this work do not diverge from the values presented on
the literature.

Considering all of this, the best algorithm to be used on this system is the SVM. It pre-
sented an overall performance better than the other two. Moreover, it was the algorithm
that performed the better on the two specific activities, Squat and Wrong Squat. This tests
were key to complete one of the specific objectives that was to define the most appropriate
machine learning technique. Also, the discrimination between Squat and Wrong Squat al-
lows to give a personalised suggestion to the user regarding the form of the exercise. Which
belongs to the specific objectives that is, to define what suggestion should be made based

on data.
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Another validation that was made was using real life Running data on the system trained
with the simulation generated data for Running. Since, this application is made to be used
in real life, it is necessary to validate it for real life. The performance of the system, with

real Running data, is represented in the table 11.

Predicted activity
SVM  k-NN RF
Accuracy | 98.9% 99.6% 99.5%

Precision | 94.3% 100% 97.9%
Recall | 94.3% 96.1% 97.4%

Table 11: System performance for real Running data.

By analysing the table 11, it can be seen that the values dropped slightly. However, they
still keep a relatively high performance not too far away from the values presented in the
literature and in the validation with data from the simulation. It is natural to have a drop
on these values since the machine, while running keeps doing the same movements over
and over again. Whereas a person can do unexpected movements when an obstacle comes
on the way for instance. Therefore, it is considered that the system is prepared to receive
data from the real world and the last specific objective was achieved, i.e, to test and validate

the architecture.
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10

CONCLUSION

This document described in detail the development of a CA system architecture that collects
data from the user such as accelerometer, environment temperature and air humidity and
gives the user suggestions based on that data. It contains the state of the art that introduces
the reader to the most recent studies as well as some definitions about important concepts
to this thesis such as context-awareness, people centric computing, machine learning and
wearable devices. It also contains some related work that was found during the research
with one of them being Angelo Costa and Julian (2018) which is a robot that intends to
help elderly with their workout. Besides that, this document covered the methodology that
was used for the development of this work, the final architecture and a chapter that gets in
depth on physical activity.

The main objective of this work is to develop an architecture that gives the user sugges-
tions while performing a workout. A system based on this architecture will be able to work
either indoor and outdoor. And to accomplish this main objective, smaller specific objec-
tives were created such as to define which parameters should be sensed, the development
of the architecture, to define the machine learning techniques that fit the architecture and
finally test and validate the architecture.

The results obtained by this architecture were very satisfactory. The system had no prob-
lem in recognising the activities Standing Still, Walking and Running. The SVM was the
algorithm that performed the better with an accuracy of 99% for Standing Still and 99.7%
for both Walking and Running. Regarding the precision and recall, the SVM was the best
one overall as well, those values were within the range of 96% and 99%. For the other
test that was made, i.e., with real Running data, the system also presented a good overall
performance with the values ranging between 94% and 99% for accuracy, precision and recall.
Whereas the system could not recognise so well the Squat and Wrong Squat. The SVM, got
an accuracy of about 97% for both activities. While the precision and recall dropped to about
73% and 70% respectively for the Squat. While the Wrong Squat had values close to 60% for
both metrics.

Regarding the future work, firstly it should be implemented in wearable devices since
it is easier to be used and does not need any extra device. Another thing that could be

done would be to improve the way the warnings are provided to the user, for example,
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voice warnings instead of the current warnings on the display. Audio warnings allows the
user to focus totally on the execution of the exercise. Therefore, the exercise can be better
performed and lower the odds of injury even more. Also, more data could be sensed to
improve the quality of the suggestions. For instance, on the outdoor activities the use of
GPS could help in the process of detecting an activity or the kilometers that were ran could
be provided. The heart rate and sleep detection would also be very useful to provide quality
suggestions. Regarding the suggestions, apart from giving suggestions during the exercise,
suggestions could also be given before the exercise. For example, if the user slept 6 hours
instead of 8, the system would recommend a run of 3 kilometers instead of 5. Another
thing that will improve the system is the implementation of physical attributes such as age,
gender, weight and height. Those parameters influence physical activity and adding it to
the system would improve the quality of the recommendations overall.
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