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R E S U M O

A Inteligência Artificial (IA) e a Ciência de Dados estão cada vez mais presentes no nosso quotidiano e os
benefícios que trouxeram para a sociedade nos últimos anos são notáveis. O sucesso da IA foi impulsionado
pela capacidade adaptativa que as máquinas adquiriram e está estreitamente relacionada com a sua habilidade
para aprender. Os sistemas conexionistas, apresentados na forma de Redes Neurais Artificiais (RNAs), que
se inspiram no sistema nervoso humano, são um dos mais importantes modelos que permitem a aprendiza-
gem. Estes são utilizados em diversas áreas, como em problemas de previsão ou classificação, apresentando
resultados cada vez mais satisfatórios. Uma das áreas em que esta tecnologia se tem destacado é a Visão
Computacional (Computer Vision (CV)), permitindo, por exemplo, a localização de objetos em imagens e a sua
correta identificação. A Deteção de Anomalias (Anomaly Detection (AD)) é outro campo onde as RNAs vêm
surgindo como uma das tecnologias para a resolução de problemas. Em cada área são utilizadas diferentes
arquiteturas de acordo com o tipo de dados e o problema a resolver. Combinando o processamento de imagens
e a deteção de anomalias, verifica-se uma convergência de metodologias que utilizam módulos convolucionais
em arquiteturas dedicadas a AD. O objetivo principal desta dissertação é estudar as técnicas existentes nestes
domínios, desenvolvendo diferentes arquiteturas e modelos, aplicando-as a casos práticos de forma a comparar
os resultados obtidos em cada abordagem. O caso prático principal consiste na monitorização de pavimentos
rodoviários por meio de imagens para a identificação automática de áreas degradadas. Para isso, dois protóti-
pos de software são propostos para recolher e visualizar os dados adquiridos. O estudo de arquiteturas de
RNAs para o diagnóstico da condição do asfalto por meio de imagens é o foco central no processo científico
apresentado. Os métodos de Machine Learning (ML) utilizados incluem classificadores binários, Autoencoders
(AEs) e Variational Autoencoders (VAEs). Para os dois últimos modelos, práticas supervisionadas e não super-
visionadas são também comparadas, comprovando a sua utilidade em cenários onde não há dados rotulados
disponíveis. Usando o modelo VAE num ambiente supervisionado, este apresenta uma excelente distinção entre
áreas de pavimentação em boas condições e degradadas. Quando não existem dados rotulados disponíveis, a
melhor opção é utilizar o modelo AE, utilizando a distribuição de semelhanças das reconstruções para calcular o
threshold de separação, atingindo accuracy e precision superiores a 94%). O processo completo de desenvolvi-
mento mostra que é possível construir uma solução alternativa para diminuir os custos de operação em relação
aos sistemas comerciais existentes e melhorar a usabilidade quando comparada às soluções tradicionais. Adi-
cionalmente, dois estudos demonstram a versatilidade dos sistemas conexionistas na resolução de problemas,
nomeadamente no projeto de estruturas mecânicas, possibilitando a modelação de campos de deslocamento e
pressão em placas reforçadas; e na utilização de AD para identificar locais de aglomeração de pessoas através
de técnicas de crowdsensing.

PA L AV R A S - C H AV E Sistemas Conexionistas, Redes Neuronais Artificiais, Deep Learning, Ciência de
Dados, Visão Computacional, Deteção de Anomalias, Autoencoders, Variational Autoencoders, Monitorização
Automática de Pavimentos.
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A B S T R A C T

Artificial Intelligence (AI) and Data Science (DS) have become increasingly present in our daily lives, and the
benefits it has brought to society in recent years are remarkable. The success of AI was driven by the adaptive
capacity that machines gained, and it is closely related to their ability to learn. Connectionist systems, presented
in the form of Artificial Neural Networks (ANNs), which are inspired by the human nervous system, are one of the
principal models that allows learning. These models are used in several areas, like forecasting or classification
problems, presenting increasingly satisfactory results. One area in which this technology has excelled is Com-
puter Vision (CV), allowing, for example, the location of objects in images and their correct identification. Anomaly
Detection (AD) is another field where ANNs have been emerging as one technology for problem solving. In each
area, different architectures are used according to the type of data and the problem to be solved. Combining im-
age processing and the finding of anomalies in this type of data, there is a convergence of methodologies using
convolutional modules in architectures dedicated to AD. The main objective of this dissertation is to study the
existent techniques in these domains, developing different model architectures, and applying them to practical
case studies in order to compare the results obtained in each approach. The major practical use case consists
of monitoring road pavements using images to automatically identify degraded areas. For that, two software
prototypes are proposed to gather and visualise the acquired data. Moreover, the study of ANN architectures
to diagnose the asphalt condition through images is the central focus of this work. The experimented methods
for AD in images include a binary classifier network as a baseline, Autoencoders (AEs) and Variational Autoen-
coders (VAEs). Supervised and unsupervised practises are also compared, proving their utility also in scenarios
where there is no labelled data available. Using the VAE model in a supervised setting, it presents a excellent
distinction between good and bad pavement areas. When labelled data is not available, using the AE and the
distribution of similarities of good pavement reconstructions to calculate the threshold is the best option with both
accuracy and precision above 94%. The full development process shows it is possible to build an alternative
solution to decrease the operation costs relatively to expensive commercial systems and improve usability when
compared with traditional solutions. Additionally, two case studies demonstrate the versatility of connectionist
systems to solve problems, namely in Mechanical Structural Design enabling the modelling of displacement and
pressure fields in reinforced plates; and using AD to identify crowded places through crowd-sensing techniques.

K E Y W O R D S Connectionist Systems, Artificial Neural Networks, Deep Learning, Data Science, Computer
Vision, Anomaly Detection, Autoencoders, Variational Autoencoders, Automatic Pavement Monitoring.
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I N T R O D U C T I O N

“ Knowledge of the past and of the places of the earth is the ornament and food of the mind
of man.

”
Leonardo da Vinci

Artificial Intelligence (AI) is becoming increasingly present in our daily lives. The benefits that it has brought
to society in recent years are remarkable. Its use in daily complex life tasks, like autonomous driving, proves that
the human being has more and more confidence in this kind of solution. The success of AI models in the last few
years is closely related to its ability to learn, Machine Learning (ML).

Connectionist Systems, commonly referred to as Artificial Neural Network (ANN), are systems inspired by the
human nervous system. One of the most popular tasks performed by these models is pattern recognition. The
network is fed with data samples as input and the corresponding data labels as output, learning the relations
between them, during the training process. In image processing the inputs of the networks are the image pixels.
In such a scenario, the main goal is to localise objects or classify the images through the correct identification of
pixels patterns.

Anomaly Detection (AD), also known as outliers detection, is another group of problems where AI has an
important role. This problem consists of the identification of unusual observations, that differ in some aspects
from the rest of the data samples. Applying AD to the Computer Vision (CV) domain, one aspires to identify in a
dataset a subset of images that has unique characteristics from most of the entries.

1.1 B A C K G R O U N D

In the past few years, AI has gained greater visibility in the social media and imposed itself in the society, putting
a lot of tools at our disposal. AI is everywhere now, serving the widest variety of purposes. For instance, it can
be found in virtual assistants, self-driving cars, recommendation systems and even in the smartphone cameras,
post-processing images and improving their quality and visually appealing. With the advances in computer
architectures and the excellent results shown by this technology, there is a growing interest in the computer
science community on this topic. Efforts are being made to expand the AI areas of application and to improve its
performance even more.

ANNs are one of the ML model types that benefit from this reality since they need a great computational
power to process the large amounts of data that are fed to them. Based on the human brain architecture, these

1
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extremely parallel systems divide the complexity of a problem, computing the relationship of input-output pairs,
aggregating the calculations of diverse nodes, called neurons.

CV is one of the specific areas where this truth is noticeable, making use of deeper ANNs to give machines the
ability to understand the meaning of image pixels. Nowadays, there is a wide range of CV algorithms with real-
life value, performing tasks like object detection, facial recognition or image segmentation. Since the methods of
image processing imply a lot of vectors calculus, they can benefit from the vector instructions of many processors
or even the more powerful capacity of Graphics Processing Units (GPUs).

Another field where ML can give its contribution is in tasks involving the detection of anomalous situations or
occurrences inside a specific domain. In this problem, there are two main approaches depending on the data
availability and the specific domain needs. In the unsupervised approach, the system can learn to absorb the
patterns of the normal data and inferring that an anomaly occurs when some data doesn’t fit the pattern. In the
supervised paradigm, the systems receive information about the two cases for the data, normal and anomaly,
and learn how to differentiate the patterns of the different classes.

Combining the CV and AD study fields, it is expected to find a method capable of identifying images that
differ from what is initially expected. There are a lot of practical examples which need a solution where these
models can be applied. The most obvious situations are related to the quality control process. The detection of
defective items is a very important stage in every industrial process, improving the excellence of the product to
the consumer.

This process can be directed to an infinity of areas. Every case that has a notion of normal and abnormal
situations (and possibly a correspondent representation in images) can be treated the same way. The abnormal
cases are mapped to the anomalies in the model. The following list provides some examples of real cases that
correspond to the problem under analysis:

• Manufacturing machines - To detect anomalies in manufacturing systems (Kammerer et al., 2019);

• Medical images - To detect malignant tumors in mammogram, CT or PET images (Wei et al., 2018);

• Road Pavements - To detect degraded pavement parts in highway roads (Seraj et al., 2014);

The resultant identification can be used directly or indirectly, for example to discard some items automatically
or to feed the results to a decision-making process.

For each specific mentioned problem, there are different key participants and different people interested in
the problem’s resolution. However, they are correlated, since in every case, there are service providers and
consumers. The traditional methods to detect anomalies include the manual checking of each item. With a good
automatic detection system, the service providers can reduce their costs (for example, the production cost in
industries or maintenance costs in road pavements) and the consumers can have better service quality.

Taking the last specific example, the pavement classification problem in highway roads, one can see the
customers as the drivers who use the infrastructures and the service provider as the governments or other pri-
vate entities responsible for the road maintenance. Currently, it is difficult to monitor the highways pavements
efficiently, since the process is done by observing the pavement directly, which is a very time-consuming and la-
borious task. Other available solutions have high associated costs, moving away from them the service providers,
whose objective is to minimise the spending on road monitoring and conservation.
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With all that in mind, the main objective of the present work is to study different connectionist systems models,
building, applying them and proving their reliability to solve problems, specially in the CV and AD fields. The
central work focus is to characterise the problem of pavement classification in highways, coming up with a robust
methodology for solving similar problems and a low-cost prototype capable of classify the pavement in two main
categories: Good pavement and Bad pavement (anomalies).

1.2 M O T I VAT I O N

Data Science (DS) and ML are the areas that interest me the most. The idea of giving intelligence to computers
and machines presented in movies was always compelling and curious to me. For my Master’s degree, I chose
Data Science and Intelligent Systems as specialisations. In both profiles, I applied a variety of ANN techniques
to process data and extracted useful information from it. Based on that, the main motivation for this dissertation
is to understand in depth how connectionist systems work and how they can be used to solve real-life problems.

Furthermore, the present work arises from the follow-up of a research project to solve the pavement monitoring
problem to detect degradations. In that sense, the study of image processing and AD connected to ANNs are
also suited to that problem context.

This work is important for those who are interested in AI related fields, considering the theoretical hypothesis
presented. Also for the pavement conservation organisations, that need to reduce their costs when monitoring
the roads networks, this work presents some solutions that can be further applied.

1.3 O B J E C T I V E S

This research aims to study the existing techniques used to solve problems in the following specific ML areas:

• Connectionist Systems - Use of Artificial Neural Network architectures to solve problems;

• Anomaly Detection - Detection of anomalies among a set of cases;

• Image Processing and Computer Vision - Simulate human vision in machines and give meaning to images
inside a computer.

Figure 1.1 shows how these fields interact with each other in this research scenario.
Note that the Venn diagram does not represent all the subfields of each subject and it is not intended to

assume that each shape expresses the whole study area. For example, there are AD techniques outside the ML
field, which also include more than the 3 inner domains.

For each specific case, different aspects characterise the problem, and it is necessary to understand them
and identify the difficulties in its resolution. The next step is to seek the current solutions available to solve the
issue and evaluate its advantages and disadvantages.

To understand what can be improved from the current solutions, it is needed to investigate the used technolo-
gies in the described domains. From those technologies, some have to be chosen and possibly used together to
reach the main goal.
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Figure 1.1: Research subjects Venn diagram.

The main goal of this research is to create a methodology that can distinguish anomalies from the rest of the
cases, using ANNs. This objective can be unwinded into theoretical and practical sub-goals. The theoretical
objectives are the ones related to the study of ML techniques and scientific proof:

T1) Study methodologies within the scope of problem solving using connectionist systems;

T2) Explore different techniques in CV and AD, focusing in ML approaches;

T3) Evaluate the performance of ANNs architectures in each domain;

T4) Compare empirically the proposed solutions.

Since the main practical problem that is intended to solve is related to pavement monitoring and classification,
the following list shows the main practical goals:

P1) Study the existent solutions for pavement monitoring;

P2) Build a system to gather data of pavements, including pictures from the road;

P3) Build a system to visualise the collected data, providing the ability to understand the pavement conditions;

P4) Study the existent solutions for automatic pavement classification;

P5) Build ML models to identify pavement degradations automatically;

P6) Identify the best approach for the problem, comparing the different built models.
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1.4 D O C U M E N T O V E R V I E W

This document is structured in three parts. The first part presents the theoretical fundamentals that serve as the
base for the practical approaches presented in the second one. The third part presents appendices that can be
useful during the reading of the document.

The chapters in Part I are structured in order to go from the general to the specific research topics, as follows:

Chapter 2 - Artificial Intelligence It is made a description about what is DS, why it is important nowadays and
an overview about the field. It is also presented a formal definition for this area of study and a generic workflow
that can be applied in DS projects.

The ML concept and what kind of models are included in this approach are also presented in this chapter.
The distinction between learning paradigms is explored and how the respective models interact with data. It is
presented a proposed workflow to build and train ML models using data, as sub-step of the DS workflow.

Lastly are presented performance metrics for AI models and useful tools in this area.

Chapter 3 - Connectionist Systems The goal of this chapter is to present the specific technology that will be
applied in the practical use cases. Connectionist systems are the main focus of research in this work, whereby
beyond the definition of these models, a brief historical overview and the way they appeared is presented. Fur-
thermore, technical details about their internal functioning and their mathematical fundamentals are depicted in
this chapter.

Chapter 4 - Image Anomaly Detection In the last chapter of the fundamentals part, a closer look is made
at the detection of image anomalies. It is made the presentation about what is CV and how machines can
perceive images, assigning meaning to them. Are also presented the most common used transformations made
to images to improve the computer capability to understand pixels values. Finally, some applications of modern
CV approaches are described, explaining in detail the use of convolutions inside ANN, and the State-of-the-Art
(SOTA) work in this area.

Regarding the AD field, the formal definition of anomalies and their different types are presented. Additionally
are shown technologies that can be applied in this area. It is also presented the related work and possible
combinations of AD with other areas.

Tools to perform AD in images are presented in the last section of this chapter.

Part II shows the development of tools and models to reach the proposed goals. The chapters included in this
part are the following:

Chapter 5 - Preliminary Studies The first practical case study is presented in this chapter. First, is presented
some related work in the intersection of the 3 areas in study: Connectionist systems, Anomaly Detection and
Image Processing. It is used the Mixed National Institute of Standards and Technology (MNIST) dataset to set up
experimental models that are used to validate the proposed approaches. The two purposed workflows presented
in Chapter 2 are used to drive the process, even though not all steps need to be taken (for example, the data
gathering). In this way the chapter is organised accordingly the workflow steps, presenting the problem definition
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and the path to the solution, using ANN models. The conclusion section presents the validity of the models,
comparing their results.

Chapter 6 - Highway Pavements Monitoring In this chapter, it is analysed the main case study of this project,
the pavement monitoring problem. It also follows the same proposed workflows as the previous chapter and it
is roughly structured following the same pattern. In this case, all the steps are taken, and consequently, after
the introductory section where the problem background is presented, it is presented the domain understand-
ing, including: the presentation of the degradations in the pavement; the traditional solutions used to solve the
monitoring problem; and related studies in this specific area. After the formal problem definition, the proposed
solutions are presented in the respective sections, constituting a full prototype to pavement monitoring: the way
data gathering and storage are performed, a user-friendly data analysis tool, as well as the models to classify
the pavement. In the result analysis section is made the theoretical study for the ML and ANN field, about the
different built models, depicting the consequences of different approaches to reach the final classification method-
ology. In the conclusion section, the models are compared presenting advantages and disadvantages for each
method.

Chapter 7 - Additional Applications The final practical chapter presents additional use cases of ANN models
in different use cases. The first use case, presents how connectionist systems can be used in the Mechanical
Structural Design in order to design a reinforced structure. In this study the goal is to predict the stress and
displacement fields on a plate for a given solicitation. The second use case lies in the intersection of AD and
connectionist systems fields, and the main objective is to create ML models to detect crowded points in university
campi during the COVID-19 pandemic using the data of wireless access points. This includes the use of different
ANNs to detect anomalous situations, to estimate the current number of people in each place and to predict their
future occupancy.

Chapter 8 - Conclusions The closing chapter presents the conclusions that can be inferred from the project as
a whole. It is presented a critical view of the presented solutions, a comparison with the previous existent methods
and a discussion presenting their main advantages and disadvantages. Also in this chapter are presented
proposals for future work to follow up the present piece of research.

Figure 1.2 presents the prerequisites graph for the document. Each arrow indicates the recommended reading
order, accordingly to the prerequisites of each chapter.
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Part III presents auxiliary results related to the experiments performed, and it is recommended to consult them
while reading Part II.
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A R T I F I C I A L I N T E L L I G E N C E

“ An important feature of a learning machine is that its teacher will often be very largely
ignorant of quite what is going on inside, although he may still be able to some extent to
predict his pupil’s behaviour.

”
Alan Turing

2.1 I N T R O D U C T I O N

In the last few decades, the world is undergoing very rapid technological changes. This truth is particularly
evident when one looks at the IT sector. The capacity to compute information has grown exponentially with the
increasing number of transistors per processor, as predicted by Moore’s Law. Correspondingly, the prices of
processors, memory and storage went down drastically due the expanding supply.

The shift from analogue to digital was an important factor to improve the ability to store and transmit data. As
shown by Hilbert and Lopez (2011), digital format growth in the early 2000s is obvious. The digital percentage in
telecommunications went from 19.8% (1987) to 99.9% (2007) and similar values are presented for storage, with
0.8% (1987) and 94% (2007).

Artificial Intelligence (AI) human behaviour and intelligence, using mechanism that are similar to the human
reasoning and learning processes. It was defined by McCarthy (2007), the "father" of AI, as the science and
engineering of making intelligent machines. The growth of computational power benefits this field on a large
scale, since more powerful hardware expands the possibilities for the creation of AI applications.

In the first section of this chapter is presented a study area where AI is very important nowadays. Data Science
(DS) uses AI in the form of Machine Learning (ML) models to get insights about data. The specificity of these
models is depicted on the second section. Additionally are also presented performance metrics and a set of tools
for AI.

2.2 D ATA S C I E N C E

The rise of the internet and new devices such as laptops, smartphones or even more recent ones as smart-
watches have allowed people to stay connected 24 hours a day, consuming and generating massive quantities of
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data at every second. Also, the ability to perceive and model our environment through sensors (e.g. temperature,
humidity, sound and image) came to reinforce the importance of data in quotidian problem-solving (van der Aalst,
2016).

With the growing amount of data, the term "Big Data" is now an undeniable presence, especially in big technol-
ogy companies. Big Data is not only referring to large quantities of data, but also to the correspondent computing
resources that need to be allocated to it. Initially summarised by the 3 V’s mnemonic - volume, velocity and
variety - (Oussous et al., 2018; Sagiroglu and Sinanc, 2013), it is now common to find two more concepts in the
literature, making a total of 5 V’s (Ishwarappa and Anuradha, 2015):

• Volume - Extensive amounts of data are collected from every device with a internet connection. It is
important to get this data processed and stored, to get insightful information from it.

• Velocity - Data is constantly being acquired at every second and it need to be used in a fast way. As an
example, anomaly detection in bank transactions have to be fast enough, in near real-time, to notify the
clients as soon as possible.

• Variety - Different sources and different data formats (e.g. text, image, sound and video) make the data
heterogeneous in the way it is gathered. Structured and unstructured data can be find in the storage
infrastructures.

• Veracity - Denotes the quality and accuracy of data;

• Value - Represents the ultimate goal of acquiring and storing data, turning it into an asset.

The expression “Data is the new oil.” is widely used nowadays, denoting the its monetary significance. Further-
more, this analogy is also truth comparing the way these assets are managed. Oil is not profitable before being
converted into other materials like gasoline or plastic. Likewise, data is useless when stored with no purpose. It
is necessary to extract knowledge from it through Data Mining processes, and use it afterwards.

2.2.1 Definition

The role of Data Science is precisely to help organisations to transform their data into value. Among the many
definitions for Data Science in the literature, Wil van der Aalst presents that concept in a very complete way
(van der Aalst, 2016):

“Data science is an interdisciplinary field aiming to turn data into real value. Data may be structured
or unstructured, big or small, static or streaming. Value may be provided in the form of predictions,
automated decisions,models learned from data, or any type of data visualisation delivering insights.
Data science includes data extraction, data preparation, data exploration, data transformation, stor-
age and retrieval, computing infrastructures, various types of mining and learning, presentation of
explanations and predictions, and the exploitation of results taking into account ethical, social, legal,
and business aspects.”
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The same author refers that a data scientist can use the available data to produce value in four different ways
(van der Aalst, 2014):

• Reporting - Understand what events happened in the past;

• Diagnosis - Explain how and why they took place;

• Prediction - Anticipate future events, often based on the past ones;

• Recommendation - Interpret the data correctly and make valuable decisions from it.

Domain
Knowledge

DATA
SCIENCE

Machine 
Learning

Computer
Science

Maths
and 

Statistics

Data 
Analysis

Data 
Processing

Figure 2.1: “The Data Science Venn Diagram” (Conway, 2010).

To complement these definitions, a visual abstraction of what is included in Data Science can be given by the
“Data Science Venn Diagram” (Conway, 2010) presented in Figure 2.1.

As the diagram suggest, a data scientist has to understand the domain of the problem, being capable of
process and analyse data, but also use ML techniques to get insightful information from it.

2.2.2 Workflow

There isn’t an universal definition for the Data Science workflow in the literature; however there are some key
steps that are common in every problem (Saltz, 2021). Based on the definition presented in previous sub-section,
one can build a workflow for data science projects. Each data scientist will have their own way to work, and the
presented workflow (Figure 2.2) is a personal view to better understand the steps and decisions made during
this work.
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Figure 2.2: Proposed DS Workflow.

The Domain Understanding is the background for the whole process. After defining the problem, there is a set
of stages involving data, from gathering to its final utilisation for building models. This pipeline can be repeated
as many times as needed to improve the final results until achieve a solution for the problem, changing also the
order of the steps if necessary. The steps presented in Figure 2.2 are described in this sub-section as follows.

1 - Domain Understanding

The first to solve any problem is to understand it. This crucial phase is what makes possible all the other ones. All
the roles involved in the Data science pipeline have to comprehend the business context. After having knowledge
of the field, studying it with some depth and getting all the needed information, it is important to define the end
objective of the process. This includes answering some questions:

1. What problem is meant to be solved and why is it a problem?

2. What are the current solutions (if any)?

3. What data can be used to solve it?

4. How can the performance of the results be evaluated?

These question are the start point for all the development. They will guide the data scientist, specially during
the problem definition stage, that is the first practical step.

2 - Problem Definition

To define the problem, it is necessary to build an abstraction of the real world. This is achieved using data
and its correspondent meaning. For example, to represent the temperature in a room based on thermometer
measurements, there are many ways to do it. The data can be saved as an integer or a real value or even a text
label, indicating the warmness of the room. These decisions are made in the problem definition step.
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For each specific problem, the collected data can always be represented as a set of variables. Depending on
the variable nature, it can be defined in different ways:

• Qualitative or categorical values are the ones that have classes associated with them. categorical vari-
ables can be ordinal, assuming an order, for example low, medium and high or nominal, without a order,
as the colours of a car.

• Quantitative variables can be characterised by numerical values, assuming discrete or continuous ranges
as the age and weight of a person, respectively.

When defining a problem, it is important to define all the variables and identify which ones are predictors (X)
and responses (Y) for a specific situation. Predictors, also called independent variables or features, are the ones
that are available to be measure directly. On the other hand, dependent or target variables can be deduced from
the features. This terminology is used in supervised learning, where there is available data from the two groups
to train the algorithms.

In prediction, the features and targets are the inputs and outputs of the model, respectively. In inference
contexts, it is common to get the correlations between predictors and responses, extracting valuable information
from it (Hastie et al., 2009).

As an example, in the Advertising dataset presented in James et al. (2013) there are three features (TV, radio
and newspaper) and a target variable (sales). It can be useful to make some inference, like what advertising
medium generates more revenue for the company, or to build a prediction model to forecast the sales based on
advertising spending in each channel.

Prediction problems are categorised accordingly to the output variable. When the target is categorical, it is
a classification problem. Classification problems can be subdivided into the following groups, based on their
cardinality:

• Single label classification, where only one out of N labels can be assigned to each event. e.g. The colour
of a car is either “Black”, “White”, “Grey” or “Other”;

• Binary classification that is a special case of single-label classification, with N=2, and the output being
“Yes” or “No”, e.g. The presence of a dog in an image is either “True” or “False”;

• Multi-label classification, where the same entry can have zero or more labels assigned to it. e.g. The same
person can have any combination of diseases, “Hepatitis B”, “Tuberculosis”, “Diabetes” and “Cholesterol”,
or none at all.

Quantitative target variables are associated with regression problems. In this case, the models will provide a
numerical approximation for each sample, as the Advertising example presented before.

3 - Data Gathering

Sometimes data scientist don’t really need to be aware of the data acquisition process, since there are a lot of
scenarios where this stage is already set up. However, even in these cases, it is good to know by what means
the data is being collected to better understand what to do in the next steps. When there are no existent solutions
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to acquire data, it is necessary to create them. This usually involves the development of pieces of software that
translates real-world events to a computational representation of them. This representation is the collected data.

Data can come from one or more sources, as multiple sensors collected in the same software, or even dis-
tributed solutions, where different programs collect different types of data. Data is also gathered in multiple
formats, as text, image or sound. All the collected information has to be saved to be useful in the future. The
gathering software is responsible to store this information with persistence in a way that it can be accessed later.
This is commonly accomplished through some data storage solution.

4 - Data Storage

To store the data there are different solutions that can be used depending on the project requirements. In this
step, the major decision to make is to choose the one that best fits the problem specifications. The following list
presents some guidelines to make the right choice (Heller, 2019).

• Schema - What variables and correspondent types are needed? How they interact with each other?

• Data size - How much data will be acquired at an atomic level, i.e. what space is needed for each event
stored event?

• Writing frequency - How much events are being acquired for a determined time interval?

• Scale - What is the maximum predicted data amount to store?

• Mutability - Can the data schema change over time?

• Reading needs - How will the data be used in the future? What is the reading frequency?

One of the most simple solutions to store data is to use files in the computer hard drive. The most common
formats to store information in files are Comma Separated Value (CSV), Extensible Markup Language (XML)
and JavaScript Object Notation (JSON). CSV files can be translated directly to a tabular configuration, since the
values are stored as a grid, with columns representing the variables and rows representing each event. The
schema is fixed and defined by the number of columns.

XML and JSON files are much more versatile than CSV as they allow nested information and different schemes
for each event. However they tend to require more disk space for the same information, since they need to keep
metadata for every element (Nurseitov et al., 2009; Breje et al., 2018).

For more robust solutions, where writing and reading frequencies are higher and data volume scales in size,
the use of Database Management Systems (DBMSs) can be the right choice. There are different paradigms
for the Database (DB) implementation. The conventional DB architectures uses the relational paradigm, which
divides the data in different tables with fixed structure, using associations to connect the different entities. The
language used to query this DBs is Structured Query Language (SQL), that uses relational algebra to get the
values. Other solutions, included in the group of NoSQL (Not Only SQL) DBs, are becoming more popular due
to their performance and ability to scale better (Li and Manoharan, 2013). Some examples include Key-Value
Store, Column Family and Document-Oriented DBs (Sakr and Gaber, 2014).
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5 -Data Cleaning

Before extracting useful information from the raw data, it has to be prepared to better reflect the events and to be
used for a specific knowledge extraction or modelling tool. Raw data can have multiple problems, as incomplete
or empty fields and inconsistent or wrong information. To solve the first problem, empty fields can be removed
or replaced with a coherent value, as the average of the same field in the rest of the dataset, for example. The
same solution can be used when some field is invalid (e.g. “Age” presents a negative value).

Sometimes, data need to be aggregated at some level to be easier to use in the next steps. Aggregations
always introduce some error to data and they have to be well planned to reflect the correct information. As an
example, when storing the sales events for a group of stores, it can be useful to aggregate them, performing a
sum to get the totals by city. However, the same aggregation can be done with an average instead, representing
a different piece of information.

With the available data, it is possible occasionally to extract more information from it, enhancing the dataset
with more details. For example, the “Date” attribute can be unfolded into other fields as “Day of Week” or “Month”.
These fields are more useful for the future modelling step, since more data leads to better models. Furthermore,
this representation is more likely to expose the data patterns (e.g. “There are more sales on weekends”).

When performing these transformations, it is important to keep data as unchanged as possible, introducing
the minimum amount of distortion to it.

6 - Data Analysis

It is essential to understand and get relevant insights from data. This process is called Exploratory Data Analysis
(EDA), and the aim here is to discover patterns and perceive what values are in the dataset before start modelling
it.

To start EDA, it is common to get a visualisation of some data examples and statistics for each variable, as
mean, standard deviation or minimum and maximum values. For qualitative variables it is useful to understand
how data points are distributed across different classes.

Moreover, the use of visual analysis with graphic representations of the data can also be helpful and easier to
interpret. These visualisations can be applied to the data itself, or to statistical data values.

Distribution plots, as histograms or kernel density estimates, are good tools to visualise how variables are
dispersed. Line plots show data variations, for example in time-series data, along a time axis. Scatter plots can
show data points dispersion related to some other variable.

Other common plots are correlations matrices, that shows the correlations between variables. High correla-
tions can sometimes represent duplicated information in a dataset. Box-plots can show summary statistics in a
visual way, presenting the quartiles, minimum and maximum values and the existence of outliers.

7 - Data Modelling

The data pipeline leads to the construction of one or more models that will transform the data into a valuable
asset. The modelling stage involves the selection of the model architecture, the selection of data to train and test
the model and the model evaluation as well.
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Model selection is a decision that has everything to do with the problem definition. There are different models,
for regression and classification, with multiple use cases. The use of simpler statistical models, as linear regres-
sion, or the choice for heavier ML models, for example Deep Neural Network (DNN), has to take into account the
available resources and the cost-benefice trade-off.

The model building is an iterative process, where the data scientist must experiment diverse configurations or
even various model architectures to reach the best possible solution. There are some guidelines to improve the
models efficiency, but each case has different needs. The models versions should be saved, to allow that they
are reproducible in the future. For each model it is important to keep performance metrics and their results for
future comparisons.

8 - Problem Solution

After the modelling step, it is expected to get a solution for the initial problem. Among the built models, the one
that performs better in a test scenario will be the best candidate to be used in the real-world case.

The model itself could be the answer, but it isn’t true every time. The results of the model can be used in
indirect ways to achieve the goal, being necessary some processing after the model output. For example, if
the objective is to predict the number of cars in a parking lot, a regression model will output numbers in a real
interval (R). This information have to be treated before its use, since there aren’t negative numbers neither
decimal places in object counts (N0).

Additionally, the model results can be incorporated into some system that allows a easier utilisation for non-
programmers. This is typically accomplished by using a user friendly Graphical User Interface (GUI), that will
receive the features, use the data model and show the final result to the user.

2.3 M A C H I N E L E A R N I N G

In 1950, Alan Turing presented the imitation game (TURING, 1950), proposing the Turing Test where two players,
human and machine, answer the question of a third player, the interrogator. The machine is considered to have
intelligent behaviour if the interrogator is not able to distinguish them. The idea of learning machines is also
presented in the same article, suggesting the idea of a computer that is able to learn by itself how to perform
some tasks rather than only follow instructions.

While there are many approaches to solve problems in the AI field, ML is the most popular one, powered by
the increasing of computational power and data availability, that have enhanced the possibility to solve harder
problems, using increasingly complex models.

This new programming paradigm has changed the way data and rules are used by the machine, since the
computer writes its own decisions based on previous experiences. These systems are commonly black-boxes
for the programmer on account of the internal complexity of the models (Chollet, 2017).

Statistical models that learn from data, such as linear regression or K-Neareast Neighbors (KNN) are part of
the ML world. More recently a new field inside ML is becoming very popular due to the good results of its models,
namely DNNs. This area is called Deep Learning (DL) and it is the main area of study of the present document
(see Chapter 3 for more details).
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2.3.1 Definition

ML is an AI sub-field where the ability to learn is given to the machine. In a traditional computer program, it is
specified to the computer what it is expected to do when some input is presented. Depending on the input, the
program returns a programmed output, or an error if the input is not specified in its internal rules. On the other
hand, in ML systems, instead of programming the actions, they are learned using data of the specific problem
that is intended to solve.

ML systems are capable of recognising patterns in input-output pairs or in some cases just in the inputs. This
task is performed using statistical rules, returning at the end of the learning process a model that can be used to
solve the problem (Chollet, 2017).

2.3.2 Learning Paradigms

The ability to learn can be given to machines by using different approaches. There are two major paradigms
to categorise ML algorithms, depending on how the learning process is managed regarding data availability
(Goodfellow et al., 2016):

• Supervised Learning - There is available information about the expected outputs. This data, called labels
or annotations, are used to achieve the desired results. The distinction between dogs and cats pictures is
an example, since there is a label for each image.

• Unsupervised Learning - Only the features are used. Some properties can be extracted from them, as
data distributions that are useful to understand the problem itself. As an example, the clustering of data
points with similar characteristics in different groups.

In addition to the aforementioned methods, there are also the self-supervised and reinforcement learning
paradigms (Chollet, 2017). A self-supervised setting uses the inputs to generate the labels. In reinforcement
learning, a reward system is used to teach the program the best decisions to make.

2.3.3 Workflow

When training ML models, a few tasks that apply to all projects. As with the DS workflow, shown in Section 2.2,
the presented scheme is a personal understanding of the common steps presented in the literature. It is divided
in two axis: the data axis with all operations that will transform or use data; and the model axis, comprising the
steps of model creation. The intersection of both axis is the heyday of the process, in which using the model
becomes useful.

The set of stages presented in Figure 2.3 are performed during the modelling of the DS workflow. From the
schematic view presented in Figure 2.3, it is possible to build a continuous by plan to follow in a fluent way. The
proposed ML workflow is presented in Figure 2.4.



2.3. Machine Learning 18

6
Training

7
Testing

D
a
ta

 A
xis

8
Results
Analysis

1
Preprocessing

9
Deployment

Model Axis

5
Building

4
Architecture

3
Segregation

2
Feature

Selection

Figure 2.3: Proposed schematic view of the ML process.
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Figure 2.4: Proposed ML workflow.

1 - Data Preprocessing

Preprocessing includes all the operations that are needed to get the data ready to be consumed by a model.
These actions may be mandatory, for example when dealing with missing values, or optional, for example when
transforming data to improve the training performance.

One of the most common problems when preparing data is the existence of missing values in the dataset.
Depending on the quantity and nature of such values, it is possible to use different strategies to solve the issue.
Some common practises are drop the rows, if there are few missing entries; drop the column, when there are too



2.3. Machine Learning 19

much lacking information for that feature, what makes it unusable; replace the values with some metric, as the
average, median, maximum or minimum of the column.

Models doesn’t often accept qualitative variables as inputs. It is necessary to encode them into some quan-
titative value. When the variable is qualitative ordered, representing some ordinal information, the most used
method is label encoding. Here, for each class it is assigned a number, for example, “Low”, “Medium”, “High”
are encoded as 1, 2, 3 respectively, maintaining the meaningful order of the classes. Oppositely, if variables are
qualitative unordered, or categorical, they can be processed by an one-hot-encoding method, that transforms
each class into a vector with 0’s and 1’s, where each vector position represents one class. For example, “Brown”,
“Blue”, “Green” become [1,0,0], [0,1,0], [0,0,1], conferring equal influence for each class.

Other optional transformations are made to data in order to improve the models performance. Common
conversions include scaling the variables to have the same intervals, for example to the [0,1] domain, using the
minimum and maximum values of the features, or modify data to follow a normal distribution (Garca et al., 2014).

2 - Feature Selection

To train a model successfully, it is important to select the characteristics that best define the problem, helping the
algorithm to find patterns easily. This process can be made by hand or use techniques to calculate them.

For example, when modelling some data about a specific students class of primary school, features as the
name or the student number can be dropped, since it will not bring useful statistical information for the model.
The same way, the age is not a useful parameter if everyone in the class has nearly the same age. This is called
the feature variance, and features can be selected using a variance threshold, where all the features with low
variance will be discarded. Other methods for feature selection are Recursive Feature Elimination (REF) and
Principal Component Analysis (PCA) (Chandrashekar and Sahin, 2014).

3 - Data Segregation

To get valid results when creating a new model, the data has to be segregated. One part of it is used to train the
algorithm and the other to test its performance in data that is unknown to the model.

A model is under-fitting when it presents a low representational power and it cannot learn the patterns in the
training data. When the model performs well on the training set but is inaccurate on the testing set, the model is
over-fitting, what means that it has a poor capacity to generalise.

To solve these problems, it is common to modify the model parameters (more frequently called hyperparame-
ters, since the parameter terminology is used for the variables learned during the training process) and train the
model repeatedly. In this case, the segregation should return a third dataset, the validation dataset, that provide
insights about the model during training used for the model tuning. Note that this is necessary because if the
test data was used for that task, it could not be used to give an unbiased performance test, since the model was
indirectly changed to fit that data.

4 - Architecture

The architecture is the first of the model axis and it is the beginning of its construction. Decisions about the
skeleton of the model are taken at that moment, as the structure of the DNN.
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While designing the model, the input and output layers have to be carefully defined, since they are the touch
points with training and testing data. They need to receive the inputs and send the outputs in the same format
that they are in the datasets. For example, if our data has three features and one target, then the network must
has 3 and 1 neurons in the input and output layers, respectively.

The depth of the network, the type and the number of neurons in each layer are also decisions to be made at
this stage. The activation functions to be used are other important architectural choice that can impact the future
results of the model.

When this is finished, the model should be structurally prepared to receive data with the correct shape.

5 - Building

Before starting to train the model, a small is needed to prepare it to search for patterns in the presented data.
This step, also called compilation by some frameworks, ensure that the network will try to converge accordingly
to the defined criteria.

The selection of the loss function and the optimizer are the key decisions to make in order to get the model
ready for the training. While the architecture builds the structure of the model, in the building phase, the network
behaviour during the training process is defined. This specifies the way the network will learn.

6 - Training

The training dataset created in the segregation is now used to teach the model. One can use the validation data to
track the training progress, more specifically the model performance and its capacity to generalize. Improvements
can be made by repeating all the previous steps as many times as needed, modifying some of the earlier made
decisions appropriately.

The training is achieved by passing the data through the model multiple times, minimising the loss function.
The number of times this action is performed is another parameter that can be defined, the epochs count. Using
the tracking metrics, it is visible sometimes that the model stops improving after a few training epochs. In those
cases it is better to stop the training earlier, since the next iterations would be useless.

The outcome of this is a trained model, capable of using new data to return the best approximation for the
desired outputs.

7 - Testing

The created model has to be tested before it can be used in a real-case scenario. For this purpose, the testing
dataset is used as unknown data to the model. At this point, the network should be treated as a finished system,
using the model to generate new data, the test predictions, that will be compared with the ground-truth.

The testing is the last interaction between data and the model during the development workflow.

8 - Results Analysis

Returning to the data axis, the outputs generated by the model are used to make comparisons with the expected
values. The relation between them produce statistics that are used to evaluate the model, assigning a final score
to it.
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Depending on the problem definition and the selected performance metrics (see 2.4), it is advantageous to
perform the analysis, adopting graphical tools to visualize the results.

The results analysis is the last checkpoint before deployment. If the results are not good enough, the whole
process can be invalidated and start again. If the model passes this final experiment, it is ready to use in real
problem-solving settings, where it is expected to perform similarly.

9 - Deployment

When the model is ready, it can be deployed, starting to generate value. The deployment is the where the model
is integrated into other software that will use its outputs.

The deployment has to have in account the final use of the model, and in concordance with that, adapt the
way it will be served. Depending on the problem needs, the model can be used to batch inference, where the
results are precomputed and saved for future uses; or to online inference, where results need to be calculated in
real time.

One popular example to deploy a model is to serve it creating an Application Programming Interface (API),
which is the communication point to the model. Every software that needs to use the model results can use the
entry-points to receive them. One of the benefits of this solution is that the internal behaviour can be modified
without changing the way external entities contact with the model. For example, when more data is available, the
training process can be improved and a new version of the model can be updated to serve without the need to
adjust the remaining software.

2.4 P E R F O R M A N C E M E T R I C S

To know if an AI application is performing well, it is necessary to have one or more quantitative metrics, thus
allowing more objective comparisons and improvement tracking. In every data science project, data modelling
is one of the major steps. The built models intend to find patterns in data, either for inference or prediction.
In inference models, it is important to find correlations that explain real phenomena. In prediction problems,
more than understand how variables are related (interpretability), it is relevant to get accurate mappings between
inputs and outputs, even without knowing the model’s internal behaviour (explainability). For both cases, there
are performance metrics to quantify the models performance, depending on the problem definition.

Focusing in prediction models, problems can be divided in two categories: regression and classification. In
regression, the output data is a quantitative variable and the model should output a value that approximate the
real observations. For classification, the model should choose the right class(es) for each presented case.

Two of the most common metrics for regression problems are the Mean Square Error (MSE) and the Mean
Absolute Error (MAE). The MSE represents the average of the squared difference between real and predicted
values. This metric is mathematically defined by Equation 1.

MSE(y, ŷ) =
1
n

n

∑
i=1

(yi − ŷi)
2 (1)
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This metric cannot be so easily interpreted in the problems domain, once the error is shown in a different
scale than the output variable. To solve this problem, the same metric can be rooted to translate the error back to
meaningful scales. As presented in Equation 2, this operation originates the Root Mean Square Error (RMSE).

RMSE(y, ŷ) =

√
1
n

n

∑
i=1

(yi − ŷi)2 (2)

Other alternative is to use the absolute value of the errors instead of the square operation, as in the MAE
metric in Equation 3, or convert it to a percentage using the Mean Absolute Percentage Error (MAPE) - Equation
4.

MAE(y, ŷ) =
1
n

n

∑
i=1
|yi − ŷi| (3)

MAPE(y, ŷ) =
1
n

n

∑
i=1

∣∣∣∣yi − ŷi

yi

∣∣∣∣ (4)

When dealing with images reconstruction processes, it is necessary to compare the original and the recon-
struction images. One of the metrics to compare them is to use the MSE at a pixel level. However, other metrics
as the Structural Similarity Index Measure (SSIM) presents a better performance in this task (Sara et al., 2019;
Wang et al., 2004). The SSIM metric is defined in Equation 5.

SSIM(x, y) =
(2µxµy + C1) + (2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(5)

where µx and µy are the local means, σx and σy are the standard deviations and σxy is the cross-covariance
for images x and y sequentially (Sara et al., 2019). C1 and C2 are stabilisation constants.

In classification problems, there are other ways to measure the model performance. The start point for evaluate
any model in classification is to build the confusion matrix. The confusion matrix presents the relationships
between the real classes and the predicted ones by the model. Table 2.1 is the general case for a binary
classification problem.

Table 2.1: Confusion matrix example.
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There are four values in the matrix:
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• True Negatives (TN) - Cases corrected classified as negative;

• True Positives (TP) - Cases correctly classified as positive;

• False Positives (FP) - Negative cases classified as positives, the equivalent of a type I error in statistics;

• False Negatives (FN) - Positive cases classified as negatives, the equivalent of a type II error in statistics;

Based on these values, there are different metrics to evaluate a model. The accuracy metric (6) measures
the correct predictions on the entire dataset. It is often one of the most used metrics since a high accuracy
represents few misclassified cases.

Accuracy =
TP + TN

Total
(6)

The precision (Equation 7) is a major metric that presents, for all data points of a given class, how many of
them are correctly classified. The recall (Equation 8) presents the percentage of correctly classified instances for
all real data points of a specific class.

Precision =
TC

TC + FC
(7)

where C represents an arbitrary class, TC the correctly predicted cases and FC the incorrectly predicted cases
for that class.

Recall =
TC

TC + F¬C
(8)

where F¬C represents the incorrectly predicted cases classified as not belonging to the C class.
Looking for the binary classification problem, the sensitivity and specificity metrics, presented in the Equations

9 and 10, are important metrics to understand how the model performs for each class. The sensitivity is defined
as the percentage of real “Yes” cases that the model can predict. Oppositely, the specificity measures the same
for the “No” class. For that reason the sensitivity and specificity are also called True Positive Rate (TPR) and
True Negative Rate (TNR), respectively. Note that these metrics correspond to the recall for both classes of a
binary problem.

Sensitivity(TPR) =
TP

TP + FN
(9)

Speci f icity(TNR) =
TN

FP + TN
(10)

The Receiver Operating Characteristic (ROC) curve is commonly used to get a summary of the performance
of a binary classifier. It is the equivalent to use different thresholds to split the two classes and build multiple
confusion matrices, calculating the TPR and False Positive Rate (FPR). The Area Under the Receiver Operating
Characteristic (AUROC) applied to the graphic visualisation of this metric is used to get a overall accuracy of ML
algorithms (Bradley, 1997). An Area Under the Curve (AUC) of 1.0 represents a perfect classifier, with TPR=1.0
and FPR=0.0.
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To compare two distributions, g and f , the Kullback-Leibler Divergence can be used. Equation 11 presents
the definition of this metric (Commenges, 2015).

DKL(g‖ f ) =
∫

f (x) log
f (x)
g(x)

dx (11)

The relevance of each metric in the model evaluation depends on each specific case. For example, in some
medical diagnosis, a model with higher recall and lower accuracy could be more valuable than the opposite, since
identifying correctly a diseased person could be more important than inform a healthy person of an nonexistent
disorder.

2.5 T O O L S

In AI projects there are a set of tools that can make the work a lot easier when dealing with data. PythonTM is a
versatile open-source programming language that is widely used for data-related operations. It is more readable
and easier to understand than other languages, since the code syntax uses English keywords in the commands,
avoiding also some punctuation, such as semicolons and curly braces.

Focusing on ML models train and test, there are two relevant tools that are used in this project. The first one,
Scikit-Learn, is a Python module that presents a set of functions to help during the model evaluation. The second,
WandB, is a web application to track and compare ML experiments.

Beyond the programming language, in this section are presented useful libraries and development tools to
produce the desired results and in some cases improve the work productivity.

NumPy

NumPy stands for Numerical Python and it is a Python library that allows users to work with arrays (Harris et al.,
2020). It is useful since arrays are often used in DS to represent all kinds of data. Considering that a big part of
this library is compiled using C/C++, it processes arrays faster than the default operations performed with Python
lists, using the memory locality to enhance the performance. It is also possible to use NumPy to manipulate
matrices or higher dimensional arrays.

Pandas

When dealing with one or more data sources, it is important to have a structure that enables data manipulation
in a easy way to extract information from it, empowering further visualisation and knowledge extraction. For this
purposes, the DataFrame object from Pandas library is a flexible structure capable of read data from multiple
formats, such as CSV, JSON or even SQL databases. The data is presented in a tabular format, organized to
have labelled columns, commonly used to address each variable of the problem; and indexed rows, representing
the data points (pandas development team, 2020).

The library is build on top of NumPy and it allows a variety of operations regarding the use of multiple data sets,
such as the similar joins and merges performed in DBs. It is also easy to perform queries, obtaining different
slices of data and subsets of columns. This tool is particularly important for the data cleaning and data analysis
steps.
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Matplotlib and Plotly

When performing EDA, it is important to use visual aids to better understand data. Furthermore, these abstrac-
tions are even more helpful when presenting conclusions to other people without technical know-how. Depending
on the specific problem, different plots can be created to explain it. Among the most common are the line chart,
bar chart, scatter plots and histograms. Matplotlib and Plotly are two Python libraries that take data as input and
create the desired chart.

The Matplotlib library works with data represented in NumPy arrays. The matplotlib.pyplot submodule have a
set of functions that change the figure to be presented, for example, adding a new plot to it or defining the label
of each axis (Hunter, 2007). This library can also be used to visualize images.

An easy way to produce charts directly from a Pandas DataFrame is the use of the Plotly library, more specif-
ically using the plotly.express submodule, that provides a high-level API to build the most common plots (Plotly
Technologies Inc., 2015). Since it works with the DataFrame object, the column names can be used to specify
the data to use in the chart. Additionally, the produced figures are interactive, which means that they can be
manipulated, using for example the zoom and the pan tools, to move to different plot regions, getting information
on the fly.

Jupyter

Jupyter is an open-source project that aims to improve the developers productivity through interactive computing.
It born from the IPython Project and it includes various tools regarding user interfaces, such as the Jupyter
Notebook, the JupyterLab or the Jupyter Console (Pérez and Granger, 2007). The Jupyter Notebook is a web-
based application that permits to write Python code and Markdown annotations in the same place. The code
can be divided in multiple cells and executed separately. This is very important in DS projects, specially for
the modelling phase where various experiments can be tested with no need to rerun the full code (data loading,
processing, etc.) over and over. Other advantage is that the resultant code output of each cell is directly attached
to it, making debugging faster.

Combining the Jupyter Notebook with the Plotly library, a full interactive report can be built. This report can
also be converted to HTML or PDF for offline visualisations. The Jupyter Notebook is a tool that is important for
all the workflow stages regarding data operations (cleaning, analysis and modelling).

Scikit-Learn

Built on top of SciPy and NumPy libraries, Scikit-Learn presents a set of tools for predictive data analysis (Pe-
dregosa et al., 2011). It presents a set of models either for regression, classification and clustering. Some
examples include the traditional Linear Regression, Support Vector Machines (SVM) amd K-Means. Even if the
objective is to use connectionist systems, it is useful to create simple ML models before training DNN, since they
can serve as a baseline for more complex architectures.

The module also has some functions and objects that allows data preprocessing, such as the StandardScaler
and MinMaxScaler, that convert the original data to a distribution with zero mean and unit variance or to the [0,
1] range, respectively. Other important feature of this library is the train_test_split function that provides a quick
way to split data for the training and testing steps.
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WandB

The ML workflow is an iterative process where the results are accomplished using the trial and error approach.
Since there is no certainty that the next try will be the best, it is imperative to track the experiments making
possible a future comparison between the different architectures.

The WandB web application can easily track all the experiments, the results and save the best models as well
(Biewald, 2020). It has a Python library that will automatically log the desired information every time a new model
is trained, with almost no changes to the code. To compare the results, an intuitive dashboard is presented,
showing the logged metrics in a table where filtering is possible (for example, filter models with an precision
higher than a given threshold). Also the plots are overlapped to give a better perspective on the differences for
each model. When looking for each specific model it is possible to analyse the training steps evolution regarding
the loss function (see chapter 3), validation metrics, and even system information, such as Graphics Processing
Unit (GPU), Central Processing Unit (CPU) and memory usage and storage access.
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C O N N E C T I O N I S T S Y S T E M S

“ The real question is not whether machines think but whether men do. The mystery which
surrounds a thinking machine already surrounds a thinking man.

”
B.F. Skinner

3.1 I N T R O D U C T I O N

In cognitive science, connectionism is a movement that aims to explain and model the functionality of the human
brain. To represent the human nervous system are used Artificial Neural Networks (ANNs), expecting a similar
result of the biological ones. As Barrow presents in the Artificial Intelligence book (1996), this is a bottom-
up “mechanist” solution, based on the assumption that if one uses the same structure and components of an
existing system, the created copy must have the same behaviour of the original one (Barrow, 1996).

Although there are lots of information about the human nervous system anatomy, it stills difficult to understand
the exact way it works. The human brain, one of the most important components of the central nervous system,
is capable of memorising and process the information it receives, learning over time how to get better in its
functions.

The cells in the nervous systems are the neurons. The three basic components of a neuron are the cell body
or soma, the dendrites and the axon. The dendrites are a branched structure near the soma that receive signals
from other neurons. Electric impulses are conducted away from the soma by a thin and long channel, the axon.
This message passing process is called a synapse. Synapses occur between an axon and one or more neurons
(Standring, 2015).

Based on the different dendrites arrangements, there are distinct neuron morphologies, each of them with
a specific function (Kulkarni and Firestein, 2012; Bota and Swanson, 2007). There is excessive production of
dendrites in early development and, with the synaptic traffic variances, these structures can expand or contract
(Wong and Ghosh, 2002).

27
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Neurons
f1 f2 f3

Input Layer Hidden Layers Output Layer

x1

x2

y

Figure 3.1: Example of a ANN as a composition of functions. In this case, n = 3, x = [x1, x2] and ŷ = [y].The
θ parameters in each layer are represented by the arrows before the functions (blue boxes).

3.2 D E F I N I T I O N

An ANN can be defined as presented in Equation 12, assuming f ∗ as the real relationship between x and y.
The function f is defined with the choice of the ANN architecture. The learning process will determine the values
of θ (Goodfellow et al., 2016).

ŷ = f (x, θ) (12)

where x represents the input data, ŷ the predicted output data, f the approximate function of f ∗ and θ the
learning parameters.

Assuming a deep feed-forward architecture, each layer represents a function that is applied consecutively to
the input. In that sense, one can look at a DNN as an extremely complex composite function (Goodfellow et al.,
2016).

From the representation on Figure 3.1, one can rewrite the ANN definition as shown in Equation 13, assuming
that the f function in Equation 12 is the composition of n functions, where n represents the number of computing
layers in the network (Goodfellow et al., 2016; Chollet, 2017).

ŷ = fn...( f2( f1(x, θ1), θ2), ...θn) (13)

where fi and θi represent the approximate function and the learning parameters of layer i, respectively.

3.3 H I S T O R Y

The first attempt to reproduce an ANN was made in 1943 by Warren S. McCulloch and Walter Pitts (McCulloch
and Pitts, 1943). In their work, they tried to explain and simulate the behaviour of the neurons with electrical



3.4. Artificial Neural Networks 29

circuits. Six years later, Donald Hebb presented a learning model which pointed out that the strength of the
connections between neurons is enhanced each time a synapse occurs (Hebb, 2005). Hebb proposed that
memory becomes permanent with this activity and the information is represented in the changing neural network
structure.

In 1958, based on the work of Hebb, Frank Rosenblatt developed the Mark I Perceptron (Rosenblatt, 1958).
For each R-Unit is performed a weighted sum of the A-Units outputs. The most important feature of this network
is the capability to learn over time, adapting these weights in order to get the desired output.

With the R-units introduced by Rosenblatt, Bernard Widrow and Marcian Hoff improved the weight update
algorithm by using the Least-Mean-Squares learning rule (Widrow and Hoff, 1960). This process is more efficient
since the weights update is based on the continuous values before the binary output is produced. The system
created by Widrow and Hoff in 1960 was called ADALINE (ADAptive LInear Element). This was the first system
to be used in a real-world problem.

Marvin Minsky and Seymour Papert wrote in 1969 theirs Perceptrons book. In that book, they expose several
single-layer perceptrons limitations. Perceptrons were not able to establish non-linear input-output correspon-
dences, like the XOR problem. This problem could be solved with a multi-layer network, but at this time there
wasn’t an effective learning algorithm for these kinds of networks.

The back-propagation algorithm was reintroduced by Rumelhart, Hinton, and Williams in 1986, solving the
problem of the weights update in multi-layer networks (Rumelhart et al., 1986). The algorithm calculates the
difference between the network’s output value and the real value and propagates the error backwards. For each
layer, it uses gradient descent to adapt the network weights. The back-propagation algorithm is not related to
biological neural networks since there is no evidence in the human brain of such a mechanism. Although, this
is a good way to optimise ANNs and solve tasks that can’t be described by mathematical rules. These tasks
include objects or faces recognition in images, speech understanding or classification problems.

3.4 A R T I F I C I A L N E U R A L N E T W O R K S

Nowadays, rather than models to understand the human brain, ANNs have become tools for an infinity of tasks,
due to the big potential they demonstrate. With the computational power increasing, the data availability and the
improvement of the algorithms, is now possible to create, train and use more complex models (Chollet, 2017).
The models with various hierarchical layers are called DNN due to the successive representations of the data
inside the network (Chollet, 2017). There are many DNN types, each of them with specific use cases.

The most popular DNNs are the deep feedforward networks or Multi-Layer Perceptrons (MLPs). These models
are called feedforward because the information flows from the input to the output without cycles (Goodfellow et al.,
2016). The intermediate layers, between input and output, are the hidden layers because the training data has no
information about the expected output for each of them. The number of hidden layers and the number of nodes in
each layer are parameters that have to be chosen on the ANN creation. MLPs has typically fully connected layers,
where each node of a layer is connected to all nodes of the next one. As a function approximator (Cybenko, 1989),
the MLP architecture is mainly used for simple tasks, such as regression and classification problems. Its use in
more complex problems is now outperformed by other solutions.
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3.5 A R T I F I C I A L N E U R O N S

The artificial neuron structure is an attempt to reproduce the human nerve cell as presented in Figure 3.2a. The
neuron receives information, processes it, and then forwards it to adjacent nodes. The process of transmitting
information is called a synapse. In the artificial neuron, the information is processed in two stages. The first stage
is a weighted sum of all the input data and the second is performed by an activation function, that decides if the
neuron is activated or not, i.e. if the information will pass to adjacent neurons (Basheer and Hajmeer, 2000).

The activation function (ϕ) maps the weighted sum from the ] − ∞,+∞[ interval to the desired domain.
One of the most popular activation functions is the Rectified Linear Unit (ReLU), which has an output domain
of [0,+∞[, activating the neuron only when the input is greater than 0 (see Section 3.6 for more details about
activation functions). In the learning process, at the neuron level, the learning parameters are the weights from
the input connections and the bias, defined as b. The bias is an additional parameter to improve the flexibility of
neural networks.

Cell Body

Dendrites

Axon

Terminal
Axon

(a) Natural Neuron structure. It receives information
through the dendrites, processes it in the cell body
and sends it to adjacent neurons through the axon.

w1

w2

w3

x1

x2

x3

y

ReLU

b

(b) Artificial neuron example. The artificial neuron re-
ceives information from other neurons (xi), processes
it (∑ and Φ) and sends the result (y) to other nodes.

Figure 3.2: Comparison between natural and artificial neurons.

Equation 14 provides a mathematical definition for the operations inside each artificial neuron.

output = ϕ(
n

∑
i=0

wixi + b) (14)

where xi and wi are the input data from the neuron i of the previous layer and its associated weight, b is the
bias and output represents the processed information, the output of the neuron.
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3.6 A C T I VAT I O N F U N C T I O N S

The activation functions are important to confer non-linearity to the network. If a linear function (Equation 15)
were always used as activation, the ANN would perform as a simple linear regression model, not benefiting from
stacking multiple layers (Chollet, 2017; Goodfellow et al., 2016).

f (x) = kx (15)

where k is a constant.
In order to be possible to use the back-propagation algorithm in the learning process (see Section 3.7), the

function must be differentiable. The derivative of the function is used to calculate the gradients direction to reach
the minimum of the loss function using the gradient descent method (CAUCHY, 1847). One of the most common
functions used in the intermediate layers of a network is the ReLU function, presented in Equation 16.

ReLu(x) = max(0, x) =

0, if x < 0

x, if x ≥ 0
(16)

The ReLU is represented in Figure 3.3 with the respective derivative. There are some variants of this imple-
mentation as the leaky ReLU or the parametric ReLU (Maas et al., 2013; He et al., 2015b).

Figure 3.3: ReLU function and its derivative.

Additionally, the activation is important in the last layer of a network to determine the output interval, that
will coincide with the activation function codomain. There are different activation functions, that could be used
depending on the problem nature. For example, the sigmoid function (Equation 17) is used in binary classification
problems where the output in the ]0,1[ interval can be divided to split the two classes.

Sigmoid(x) =
1

1 + e−x (17)

The sigmoid function is also useful for multi-label classification problems, where each of the neurons in the last
layer represents a class and the output of the neuron is the probability of a case to belong to that class. Figure
3.4 shows the sigmoid function.



3.7. Learning Process 32

Figure 3.4: Sigmoid function and its derivative.

Other activation functions as the hyperbolic tangent are used for the same purposes. The softmax function is
useful to represent probabilities distributions across multiple classes, that is, single label classification problems.
In regression problems, a linear function can be used in the last layer to maintain the full output domain.

3.7 L E A R N I N G P R O C E S S

The learning process is a loop, starting with all the weights set with random values, being adjusted in every
iteration. Each iteration has two stages: the forward propagation, where the input data (x) is used to predict the
output value (ŷ); and the weights update, using the back-propagation algorithm to calculate the error gradient for
each layer, propagating it from the output to the other layers (Rumelhart et al., 1986). This process is determined
by two main elements: the loss function and the optimizer.

The loss function defines a measurement of the network success in its task during the learning iterations. It
uses the predicted results (ŷ) by the network in each step and the real values (y) to calculate the error.

The main goal is to minimize the loss function. Using the error gradient, the ANN must converge to its minimum.
The optimizer defines the way that the weights in the network are updated based on the gradient calculated with
the back-propagation algorithm. The optimizers implement some variant of Stochastic Gradient Descent (SGD)
(Chollet, 2017; Goodfellow et al., 2016).

3.8 L O S S F U N C T I O N S

A loss function, also called cost function, is the metric that the learning process uses to improve the network over
iterations. It compares the expected and predicted outputs, returning a value that is expected to decrease to the
minimum.

In regression, it is common to use the MSE and MAE metrics (presented in Section 2.4) as the loss function.
Negative log-likelihood losses are used in classification problems. For example, the binary cross entropy loss,
defined in Equation 18, allows to train a network for binary classification.

BinaryCE(ŷ, y) = −y · log(ŷ)− (1− y) · log(1− ŷ) (18)
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Note that one part of the equation will turn into 0 since one of the real labels (y) is either 0 or 1, cancelling out
the first and second multiplications, respectively.

3.9 A P P L I C AT I O N A R E A S

ANNs have multiple application areas, specially in the DS field. They are ML models used to solve classification
and regression problems with better results than classical statistical models.

In the Computer Vision (CV) field, the most widely used technique to deal with image data is the training of
Convolutional Neural Networks (CNNs). This type of DNN has convolutional layers that process the information
differently from fully connected layers. These layers can capture the pixels patterns of the input image. CNNs
are more deeply presented in Chapter 4.2. Common uses to CNNs are image classification, object detection or
facial recognition.

Other type of ANN is the Recurrent Neural Network (RNN) architecture introduced in 1986 (Rumelhart et al.,
1986). These networks perform well with sequential data, like texts or time-series. Unlike feedforward networks,
RNNs can have cyclic connections. The Long Short-Term Memory (LSTM) model (Hochreiter and Schmidhuber,
1997) is a RNN type that has solved problems related with vanishing and exploding gradients. LSTMs can be
used to speech and handwriting recognition.

Autoencoders (AEs) are neural networks capable of copy the input to the output, with a data bottleneck in
its structure. AEs are used to information compression, Anomaly Detection (AD) and generative modelling
(Goodfellow et al., 2016).

3.10 T O O L S

The building of solutions involving connectionist systems are not intended to rewrite the full logic implemented in
ANN. Instead, there are frameworks that enable the programmer to use abstractions and focus his efforts in the
decisions to make in order to improve the final results. In this section are presented two of those frameworks: .
In this work, the Keras API is used with TensorFlow back-end.

TensorFlow

TensorFlow is an interface that provides the capability to define ML algorithms, allowing its further execution
(Abadi et al., 2015). The supported languages are Python and C++ and the computations can be expressed
through computational graphs.

The library is open-source and it is flexible when creating neural networks topologies. The models can be
trained either in CPUs or GPUs, adapting the load to the specific machine where the experiments are being
performed. The GPU support requires an NVIDEA®graphic card and the installation of software such as the
CUDA toolkit and the cuDNN SDK.

Additionally, a visualization tool is also made available when working with TensorFlow models. The model
training process can be logged through TensorBoard. It enables to track the training and validation metrics, such
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as the loss and the accuracy and to see the model graph. It can be combined with WandB tool, that will use the
same TensorBoard logs to group the metrics in the respective experimental run.

Keras

Keras is a high-level framework designed to become the construction of deep models easier (Chollet et al.,
2015). The library is coded in Python and it is publicly available through an open-source licence. The Keras
functionalities can also be used through the TensorFlow library, using the tf.keras module. It is also possible to
use other back-end frameworks instead of TensorFlow, such as Theano or CNTK.

The API is user-friendly and modular, which ensures that the programmer can use multiple stacked "blocks",
creating the desired DNN. When using Keras, the abstractions are on the layer level. It means that each "block"
represents a layer, that can be parameterized to denote the desired architecture.

The Keras framework provides also a diversified range of tools for data preprocessing, specially for image,
text and time-series data. Although the default building blocks are sufficient in the majority of the scenarios, the
metrics, loss functions and even the layers themselves can be specifically tuned. For example, it is possible to
build a custom layer that applies a specific function to the previous layer output (Lambda layer).
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I M A G E A N O M A LY D E T E C T I O N

“ The uneducated person perceives only the individual phenomenon, the partly educated
person the rule, and the educated person the exception.

”
Franz Grillparzer

4.1 I N T R O D U C T I O N

When developing AI systems, it is common to specialize them for a specific task, depending on the problem to
solve. If the problem involves visual data, represented in the form of images and videos, it is framed in the CV
context. In this situations, the machine is intended to be equipped with the capability to perceive the world and
describe it based on image properties (Szeliski, 2010).

AD is a task that involves the identification of unusual or unwanted situations in data. These situations are
commonly referred as anomalies, outliers or exceptions. In a dataset, anomalies commonly represent a small
percentage of the data. There are some sub-fields in AD (Alla, 2019): Outlier Detection aims to distinguish
between the normal and anomalous cases; Novelty Detection is very similar to Outlier Detection, however the
main objective is to detect unobserved data instead of rare observations (Markou and Singh, 2003a,b); Noise Re-
moval is the area that aims to reconstruct the initial dataset removing unwanted data points (noise), for example
in images or sound. In the present work, the AD term is mainly used to refer Outlier Detection.

The following sections show these two areas that are involved in detect anomalous situations in image sets.
The first is focused in process and synthesize information from images, while the second provides an overview
of AD techniques. In the last section are presented tools related with the study areas.

4.2 C O M P U T E R V I S I O N

Imagery problems are challenging since, in most cases, an image is a representation of 3-dimensional objects
in a 2D interface, where there is unknown information inevitably. Therefore, the CV algorithms have to be able to
perceive the same object in different perspectives.

35
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Animals in general perform the “seeing” task effortlessly, while computers need extremely complex computa-
tions in this perceptual function. Additionally, the solutions are specific for each use-case, considering that there
is not a solution extensive enough to approximate the capabilities of biological vision systems (Szeliski, 2010).

4.2.1 Definition

CV is a field that aims to simulate human vision in machines, trying to give a meaning to input images. While it
is easy for the human eye to perceive and distinguish different components in a scene, this task is challenging
for computers, since they need to translate the pixels information into something useful in each different context
(Prince, 2012).

To translate the visual data into a real world representation, it is necessary to build a model, that takes images
as input and returns the desired information correctly mapped.

In the recent years, the input image is processed inside an ANN in order to get the relevant information from
it. Currently, the best deep learning algorithms to perform CV tasks uses CNN architectures.

4.2.2 Image Preprocessing

As referred in Section 2.3.3 of Chapter 2.3, the data preprocessing step is important to get it ready for the
modelling phase and to improve the model performance. The preprocessing in computer vision is equivalent,
however the transformations are applied to the image pixels.

The objective in this process is to help the network to identify the images patterns easily, removing some of
the unwanted variation that can be present in a image set. For example, in object detection, the same object can
be exposed to different light conditions. By preprocessing the images, it is expected to emphasize the principal
components that will help the model to distinguish the object, homogenizing the input images (Prince, 2012).

At the image level, size transformations can be performed to match the model architecture. At the pixel
level, there are a variety of techniques to enhance the features in image. These operations are made using
neighborhood filtering (convolutions), that will transform the pixel values using a filter applied to the original
image (Szeliski, 2010). Figure 4.1 shows an example from a convolution operation.
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Figure 4.1: Image filtering operation example. “The image on the left is convolved with the filter in the middle
to yield the image on the right. The light blue pixels indicate the source neighborhood for the light
green destination pixel.”(adapted from Szeliski (2010)).

In the following sections are presented some useful filters that are commonly used in image preprocessing.
The majority of the transformations are presented in detail by Richard Szeliski in the book “Computer Vision:
Algorithms and Applications” (Szeliski, 2010).

Smoothing

Smoothing is used to blur the image, removing noise from it and making the pixel values more related to its
adjacent ones. The most used filters for blurring are the Average and Median filters, the Gaussian filter, and the
Bilateral filter.

As the names suggest, the Average and Median filter use the respective metrics in the adjacent pixels set to
compute the output pixel value. Figure 4.2 presents an example of applying one of these methods to an image
(median blur).

(a) Original image. (b) Processed image.

Figure 4.2: Example of image smoothing using the median filter.
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The Gaussian smoothing method uses a Gaussian distribution to perform a weighted computation of the
output pixel, where the nearer pixels have more importance than more remote values, since the weights decrease
with distance from the central location (Stockman and Shapiro, 2001).

The bilateral filtering is a non-linear filter that preserves the edges in the input image. It removes noise from
the image, homogenizing the pixel values, performing a blurred effect maintaining the edges perceptible as
presented in Figure 4.3b.

(a) Original image. (b) Processed image.

Figure 4.3: Example of image smoothing using the bilateral filter.

Thresholding

A thresholding operation modifies the pixels values, splitting the image at a certain threshold. Equation 19 shows
that operation, where the image is polarized to have only two values, dividing all the tones in a binary output
(light and dark).

f (p, t) =

1, if p ≥ t

0, if p < 0
(19)

where p represent each pixel value and t the threshold.
There are some variants of this operation, where the inverse operation is performed, reverting the light and

dark values. The option to preserve some pixel values is also a possibility, truncating the rest of the pixels, as
presented in Equation 20.

f (p, t) =

1, if p ≥ t

p, if p < 0
(20)

Other methods apply adaptive thresholds to make changes in different image zones where illumination condi-
tions can vary. Examples of the application of these variants are presented in Figure 4.4
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(a) Original image.

(b) Processed image using Equation 19. (c) Processed image using Equation 20.

Figure 4.4: Example of thresholding operations.

Edge Detection

Edges are important features when dealing with images. Edges are the boundaries between objects in a 2D
representation. The Canny filter is one of the most popular edge detectors (Canny, 1986).

In addition to other steps, the convolution masks used to perform the edge detection are matrices such as the
presented in 21 and 22, for the x and y directions, respectively (OpenCV Documentation, 2008).

Gx =

−1 0 +1
−2 0 +2
−1 0 +1

 (21)
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Gy =

+1 +2 +1
0 0 0
−1 −2 −1

 (22)

Figure 4.5 presents the transformations made by the canny filter.

(a) Original image. (b) Processed image.

Figure 4.5: Example of edge detection using the canny filter.

4.2.3 Convolutional Neural Networks

In 1989 Yann Lecun introduced CNNs by applying his approach to handwritten zip code recognition (LeCun et al.,
1989). A CNN is a DNN that uses convolutions instead of matrix multiplications in one or more layers (Goodfellow
et al., 2016). The CNN architecture have some specific characteristics. The most obvious is the presence of
convolution operations inside the network. In CNNs, a convolution is an operation that transforms an input image
in a feature map, by applying a kernel to it. The kernel has a fixed size smaller than the input image and is
applied to the pixels like a sliding window. Similarly to the presented convolutions in the previous section, Figure
4.6 explains how a convolution operation is performed in detail inside a CNNs.
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Figure 4.6: Convolution operation in CNNs(adapted from Goodfellow et al. (2016)).

A convolutional network implements sparse connectivity and parameter sharing. In fully-connected networks,
all nodes of one layer are connected to all nodes of the next one with different weights for each connection. The
use of filters (kernels) in CNNs makes the connections between layers sparse, which means that the neurons in
one layer only communicate with a limited number of nodes in the next one (Figure 4.7a). Consequently, each
receptor neuron will only be fired by a restricted set of input nodes (Figure 4.7b). With that in mind, it is expected
that the network learns the patterns in the input pixels by stacking up multiple convolutional layers. In Figure 4.7c,
perhaps the g3 node receptive field corresponds to only 3 neurons (h2, h3 and h4), it is indirectly connected to
5 input nodes (x1 to x5). It means that the deeper the layer, the more global will be the information presented in
its nodes about the image. While the first layers process information about some parts of the image, like edges
and other patterns, the deeper layers represent a compressed view of the image as a whole.

The parameter sharing property is acquired by having the same weight value in different node connections as
shown in Figure 4.8. This is equivalent to say that the same kernel is used in each step of the sliding window,
reducing the necessary memory to store these values. The parameter sharing property causes the convolutional
layer to preserve the order of the input image in the output feature map. This is called equivariance to translation,
because any image displacement will be reflected in the output.
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(a) A neuron in convolutional layers (top) only activates
a restricted number of neurons in the next one. In
fully-connected layers all neurons are activated (bot-
tom).

(b) The receptive field of a neuron is much smaller in
convolutional layers (top). Each neuron is influenced
only by a portion of the previous layers neurons.

(c) Deeper layers represent more generic information about
the input image.

Figure 4.7: Comparison between convolutional and fully-connected layers focusing the different aspects of
sparse connectivity (adapted from Goodfellow et al. (2016))).

Figure 4.8: Parameter sharing in convolutional layers (adapted from Goodfellow et al. (2016))).

In every convolution layer is common to have a detector stage at the end of the layer, where an activation
function, like ReLU introduces non-linearity to the output.
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Other very used layer type in CNNs is the pooling layer and it is used after the convolutional layers. Pooling
functions take the feature maps produced by the previous layer and create a summary of the features contained
in each location. Like convolutional layers, it uses a sliding window to go through the image. There are different
pooling functions, but the more commons are max-pooling, average-pooling and sum-pooling (Boureau et al.,
2010). The pooling layers provide to CNNs the ability to be invariant to transformations of the input.

In the convolutional and pooling layers, one can decide the size of the sliding window (kernel size and pooling
size, respectively) and the size of each step (strides). Depending on the kernel size and the selected strides,
convolutional layers decrease the image size. To maintain the original size, padding can be used, filling the
remaining rows and columns with zeros. In pooling layers, padding is not so common since a downsample is
desirable in this case.

The most basic structure of a CNN for image classification is a sequence of interleaved convolutional, ReLU
and pooling layers with a set of fully-connected layers on top. Figure 4.9 shows an example of this architecture
type.

Conv2D MaxPooling2D Conv2D MaxPooling2D Conv2D

1@256x256

16@256x256

16@127x127

32@127x127
32@62x62

64@62x62

1x230 400

1x64
1x1

Figure 4.9: CNN architecture example.

Even though each specific task has a specific domain of solutions, an effective way to get good results with
CNNs is to use parts of a pre-trained network. This is called transfer learning and can be more efficient than
to train a full network from scratch. The ImageNet dataset is one of the biggest image sets with more than 14
million images. Some networks are trained with this dataset and they are available on frameworks, like Keras
and Tensorflow, with the best weights configuration (Chollet, 2017).

4.2.4 Related Work

Some of the most important CNN architectures derived from the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) competition. The AlexNet (Krizhevsky et al., 2012) was the State-of-the-Art (SOTA) in 2012
with a top-1 accuracy of 63.3%. The AlexNet marks the beginning of a new interest in CNN research. One year
later, Matthew D Zeiler and Rob Fergus slightly improved this value to 64.0% with the ZFNet (Zeiler and Fergus,
2013). The ZFNet architecture is similar to the AlexNet. VGG (Simonyan and Zisserman, 2014) in 2014 get an
accuracy of 74.5%, reducing the filter sizes and increasing the number of layers in the network (Aggarwal, 2018).
In 2015, the second version of Google’s Inception network (or GoogLeNet) get a 78.8% top-1 accuracy (Szegedy
et al., 2015). The inception modules have different filter sizes and, since the weights are learnable, the network
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can decide which one has more importance. This is useful to capture more than one level of granularity in the
network (Aggarwal, 2018). In 2015 the Microsoft ResNet achieved 78.6% top-1 accuracy (He et al., 2015a).
This accuracy is lower than the Inception V3 78.8%, but it was the winner of the 2015 ILSVRC competition.
This architecture used 152 layers, approximately 7 times more layers than the previous work. ResNet uses
connections between not adjacent layers in order to create shortcuts that permits the depth of the network to be
increased without compromising the optimisation process (He et al., 2015a). The current best top-1 accuracy in
ImageNet dataset is the Noisy Student network (88.4%) (Xie et al., 2019), updated in January 2020. In this work
a self-training framework with two networks is used: a teacher and a student. The teacher model is trained in
labelled images and create pseudo-labels for new unlabelled images. The student network uses both labelled
and pseudo-labelled images in the training process and it is used as the teacher for the next iteration (Xie et al.,
2019).

4.3 A N O M A LY D E T E C T I O N

There are three methods that can be applied to identify anomalies. The first one is to train models in normal
data, where the anomalies are detected by a difference in what the model is used to “see”. Another method is to
use labelled data points, and present that information to a model, that will split the two different distributions. The
third method is to use probability distributions and detect low-probability instances, that correspond to anomalous
situations (Alla, 2019).

The AD problem has a very important role in several domains. For example, the credit card fraud detection
is one of the most popular problems, where the main objective is to detect fraudulent transactions to warn the
respective owner (Aleskerov et al., 1997).

4.3.1 Definition

Anomaly detection is the process in which an algorithm is used to identify some patterns in data that indicate an
anomalous situation. Anomalies can represent low-probability events, something that is not expected to occur or
unwanted situations (Alla, 2019).

There are three types of anomalies (Chandola et al., 2009):

• Point Anomalies - There are isolated data entries that are anomalous to the rest of the dataset. These
points are called outliers. An example is the amount spent in credit cards. If a transaction presents a very
high value compared to the rest of the transaction values, it represents a point anomaly;

• Contextual Anomalies - The entry could be considered normal in other parts of the dataset, but is a strange
data point in the context it appears. This is more common in data-series cases, for example the same
temperature value can be normal in January and abnormal in July;

• Group or Collective Anomalies - There are groups of data entries that together create an anomaly. As
example we can take the requests to an web server. If a lot of request are done in a short period of time, it
can represent an anomalous behaviour, and a possible cyber-attack (e.g. DDOS), even if each individual
request is normal.
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4.3.2 Deep Learning

The use of ANNs to solve AD problems is attractive due to the good results they present in other fields. This
utilisation of deep models in the AD field is called Deep Anomaly Detection (DAD). For each domain are used
different techniques and DNN architectures.

Autoencoders

There are two main components in the AE architecture. The first is the encoder, that provide a dimension
reduction over the input and the second is the decoder that makes the reverse process. The input and output
in the autoencoder training process is the same (Chollet, 2017). An autoencoder is represented in Figure 4.10.
One of the most popular applications of this architecture is AD (Chalapathy and Chawla, 2019).

x

Encoder

Bottleneck

yDecoder

Figure 4.10: Autoencoder architecture.

The behaviour of the network consists in reconstruct the original data. In Figure 4.10, the original data is
represented by x and the reconstructions by y. During the training process, the AE learns to reconstruct only
the normal class instances, either if it is the predominant class in a mixed dataset with few anomalies, either if it
is purposefully exposed exclusively to that class. In this scenario the network overfitting to that class is desirable.
When the network is trained, the anomalies are found by comparing the original and reconstructed data. It is
considered an anomaly if the reconstruction similarity is low (or the reconstruction error is high), according a
defined threshold.

Variational Autoencoders

The Variational Autoencoder (VAE) bahaves very similarly to the AE architecture. Using the same principle of
detecting the anomalies through the reconstruction errors, it differs from the AE in the latent space representation.
Instead of using a simple tensor to code the inputs, this architecture uses a distribution and a sample from it to
reconstruct each data point. Thereby, the reconstructions are not expected to be so similar since a random
sample is performed. However, this approach have the advantage of grouping similar inputs in the latent space.
Figure 4.11 shows the VAE architecture.
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Figure 4.11: Variational Autoencoder architecture.

The z_mean and z_log variables represent the mean and variance of the latent distribution, respectively. The
Sample is the random selected point from that distribution.

4.3.3 Related Work

In the survey made by Chalapathy and Chawla in 2019 (Chalapathy and Chawla, 2019) are presented some
architectures used in AD. Deep Belief Networks (DBNs) are generative models composed by Restricted Boltz-
mann Machine (RBM) internal layers. DBN models are compared to SVM models, proving that the first is more
efficient and scale better than the second (Wulsin et al., 2010). Generative models are also used in AD, using
reconstruction probabilities to detect the anomalies. The most common generative architectures in this domain
are VAEs and Generative Adversarial Networks (GANs) (An and Cho, 2015; Schlegl et al., 2017).

As seen in Chapter 4.2, CNNs are used in the feature extracting process for image data. These networks can
also be in image AD (Minhas and Zelek, 2019), but also in other types of data such as text data (Gorokhov et al.,
2017).

AD applied to sequential data has attracted also interest due to the various possible applications in time-series
problems. LSTMs, a type of RNN model, presents performance enhancements over conventional methods when
dealing with this type of data (Chalapathy and Chawla, 2019; Ergen et al., 2017). The models can be combined
to improve performance and decrease the need to preprocess the raw data. Commonly AE are joined with
other models to detect anomalies, depending on the task to perform. For example, in sequential data are used
LSTM-AE and in images are used CNN-AE or CNN-VAE networks.

4.4 T O O L S

To perform DAD in image sets, two main auxiliaries. The first is the use of a framework to enable the design of
DNN and the corresponding architectures that present good results in AD scenarios. These tools are presented
in Section 3.10). The second is an image preprocessing mechanism to extract some important features from the
image, making the ANN work more manageable.
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OpenCV

The OpenCV library is designed for CV tasks. It is open source and it provides interfaces for Python, C++, Java
and MATLAB programming languages (Bradski, 2000). There are thousands of algorithms implemented in the
library, including ML approaches to the most diversity of tasks, such as object recognition or object tracking.

Regarding image processing, OpenCV has a specific module to help in the process, modifying 2D images.
The image filtering module permits to apply linear and non-linear operations, representing the desired filters, to
the images in a straightforward way.
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D E V E L O P M E N T
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P R E L I M I N A R Y S T U D I E S

“ I think that in the discussion of natural problems we ought to begin not with the Scriptures,
but with experiments, and demonstrations.

”
Galileo Galilei

5.1 I N T R O D U C T I O N

AD is a common problem in the CV field. Due to the bias in some image datasets, it is frequent to have a small
representation of some classes. AD can be treated as a supervised or unsupervised problem, depending on
data availability. There are several approaches to solve this problem by using DNN. The majority of the proposed
solutions use semi-supervised techniques to achieve their goal. These techniques include deep generative
models as AEs and GANs.

In this chapter it is presented the first practical use case of using DNNs to detect anomalies in image sets.
The objective of this experimental and introductory case study is to better understand the ideas underlying the
application of connectionist systems to AD in images, building and improving the studied models. The data used
in this scenario is the Mixed National Institute of Standards and Technology (MNIST) dataset, a simple image
set known as the “Hello World” for CV and image processing. Based on the acquired results, the use of this
simpler dataset allows to validate the proposed methodology and models, before applying them to more complex
problems. As the inputs for the models are images, all of them have convolutional layers in their architecture, due
to the good results of its application presented in the literature.

Therefore, the present work lies in the intersection of the specific areas explained in the chapters 3, 4.2 and
4.3. The white dot in Figure 5.1 represents a visual depiction about the research subjects involved.

49
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Figure 5.1: Research subjects Venn diagram - MNIST case study.

5.2 R E L AT E D W O R K

In 2017, Thomas Schlegl et al. (Schlegl et al., 2017) proposed the use of an unsupervised learning method to
identify anomalies in imaging data. In their work, they use a deep convolutional generative adversarial network,
a hybrid CNN and GAN, which is trained in non-anomalous data and is able to identify novelties through a return
score, where higher scores represent images not seen in the training process. This work was applied to medical
images of optical coherence tomography to detect and quantify disease markers. The results presented an
88.34% precision. In the same context, Schlegl et al. in 2015 (Schlegl et al., 2015) used CNNs with labelled
data to solve the same problem with an accuracy of 95.98%. CNN models have been used in other contexts like
industrial surface inspection (Staar et al., 2019) or AD in crowded scenes with surveillance cameras (Sabokrou
et al., 2018). Minhas and Zelek also use CNNs with transfer learning to perform AD in 3 available datasets
(CIFAR10, MNIST and Cement Crack datasets) (Minhas and Zelek, 2019). They use different base networks,
like DenseNet, ResNet and Inception, and presented the results comparing the different architectures on the
different datasets.

In November 2018, Akçay et al. present GANomaly, an ANN architecture that applies GANs to X-Ray Security
Screening. They proposed an architecture with 3 subnetworks: a CNN-AE, an encoder and a discriminator. In
2019, the same authors trained a model using GANs and CNN-AE concepts with skipping connections between
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convolutional layers (Akçay et al., 2019). The results obtained are better than the previous work in the CIFAR-10
dataset.

Other work with AE networks was done by Baur et al. in brain magnetic resonance images (Baur et al.,
2019). The main objective is to detect anomalies comparing the input image with their reconstruction. For this
purpose, the model has to learn how to reconstruct not-damaged brain parts and not be able to reconstruct
the anomalies. They test various AE setups with combinations on variational or non-variational and dense or
spatial configurations. The results show that perhaps the model can ignore damaged parts on the brain, it can’t
reconstruct some important brain parts.

Deep generative models and AEs have been used in group AD applied to images by Chalapathy et al. (Cha-
lapathy et al., 2018). They used Adversarial Autoencoder (AAE) and VAE models to detect anomalous image
sets. The presented case studies were the detection of tigers within cats; the detection of images with cats and
dogs together in a dogs-vs-cats dataset; the identification of rotated pictures of cats; and the detection of stitched
scene images. In this work are used convolutional layers to extract the image features. In this scenarios, almost
every AAE models presented better results than VAE architectures.

5.3 P R O B L E M D E F I N I T I O N

Using the existent classes of the MNIST dataset, a experimental problem can be generated. Thereby, using the
classes representing the handwritten numbers “0” and “1” as “Normal” and “Anomaly” cases, respectively, the
main goal is to produce models that are able to identify correctly the anomalous situations.

Translating the problem into variables, the system receives an image of a handwritten number, which repre-
sents 28x28=784 quantitative features, one for each pixel value; and the target will be a qualitative variable with
two possible values: “Normal” and “Anomaly”. Depending on the model architecture the target can be repre-
sented in different ways, for example using label encoding. As there are only two possible classifications, it is a
binary classification problem.

5.4 D ATA A N A LY S I S

The MNIST dataset is a popular image dataset representing handwritten digits in black and white images with a
size of 28x28 pixels.

The database is divided in two datasets, 60 000 images for training and 10 000 for testing, each of them with
10 classes, representing the numbers between 0 and 10. This dataset is a subset of a larger database and it
was created by mixing two particular image sets: Special Database 3 collected from Census Bureau employees
and Special Database 1 collected among high-school students LeCun et al. (1998). Figure 5.2 shows some
examples from the dataset.
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Figure 5.2: Examples of images from MNIST dataset.

The differences between instances of the same class, represented for each row in the image, are evident. Any
built model has to be capable of perceiving the patterns by class, regardless of this variance.

The EDA process in the MNIST images is not so useful as in more complex use cases. Figure 5.3 shows the
visualization of the histogram of some examples.
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Figure 5.3: Histogram analysis of examples from the MNIST dataset.

Darker pixel values are presented on the left (near 0) and brighter pixel values are located on the right (near
1). As expected, the “Normal” class (“0”) - first and second rows - presents more white pixels than the “Anomaly”
class (“1”) - third and fourth rows.

5.5 D ATA M O D E L L I N G

This section shows the steps taken to build and train the models, using the defined ML workflow, more specifically
the phases 3 to 8. There are 3 models presented: a classifier network, an AE and a VAE.
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Data Segregation

The data is segregated 2 times. The first one using a script that splits the images into 2 directories, training
and testing. The second, at runtime where the data is adapted depending on the model architecture and the
approach needs. This permits a more flexible treatment of the data.

The segregation script stores 80% of the data in the training folder and the remaining 20% to the testing
directory. This is logical since the models need big quantities of data to improve during training. The selected
80-20 proportion is commonly used in ML projects.

During the modelling phase, the data is segregated as follows:

• training - 90% to update the model weights (training), 10% to monitor the learning process (validation);

• testing - 60% to calculate the threshold, 40% to evaluate the model.

The data segregation is made specifically for each model architecture, depending if there is a need to use
some part of the data for further calculations or not. The classifier model uses all the testing data for the final
model evaluation, whereby the last 60-40 segregation is not performed in this case.

5.5.1 Classifier

The classifier model is the most straightforward solution in this case. Its architecture is composed by stacked
convolutional layers to extract features from the image and a fully-connected classifier on top.

The number of filters used in the convolutional layers are 8 and 16 for the first and second layers, respectively.
The filter size is 3x3 for both layers. In the middle of these layers, is used a MaxPooling 2x2. The classifier has
two Dense layers, one with 32 neurons and the output with 1 single node. A possibility for the last layer was to
use 2 nodes, one for each class, changing the loss function accordingly.

All layers present the ReLU as activation function, except the last one. In this case, the sigmoid function is
used to get results in the [0,1] interval. The cut point to divide the classes is the middle of the interval (0.5). The
result is expected to approximate as much as possible to the ground-truth labels, using the binary_crossentropy
loss function and the rmsprop optimizer.

The training process is completed at the end of 50 epochs. After the 30th step, approximately, the validation
metrics show a stabilisation in training whereby the train could be interrupted at this point since there are no
significant improvements in the results (see Appendix A, Figure A.1). One alternative is to use the EarlyStopping
callback that uses an arbitrary metric to stop the training when there are no significant improvements.

Figure 5.4 shows the raw predictions obtained with the classifier. The division is clearly achieved even with
a simple ANN architecture and a few training steps (note that the validation accuracy was near 100% since the
first training epoch).
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Figure 5.4: MNIST Classifier - Predictions.

The model is nearly perfect in the task of distinguish the two classes, misclassifying only 1 of the 2115 test
cases (Table 5.1). The AUROC also show that the model can distinguish the classes almost perfectly (Figure
5.5). The confusion matrix can be found in Appendix B.

Table 5.1: MNIST Classifier - Classification Report.
Precision Recall support

anomaly 1.00 1.00 1135
normal 0.99 1.00 980

Accuracy 1.00 2115
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Figure 5.5: MNIST Classifier - AUROC.

5.5.2 Autoencoder

The AE model is used to build reconstructions from the original data classified as normal and a high reconstruc-
tion error indicates that an anomaly is found. This architecture is more complex than a classifier since it needs
more operations to perform the reverse process until reach a reconstructed image.

The architecture can be divided in 3 parts:

1. Encoder - 2 Conv2D (32 and 64 3x3 filters) + MaxPooling2D layers (2x2 window);

2. Bottleneck - 2 Dense layers (40 and 196 neurons);

3. Decoder - 3 Conv2DTranspose (all with 64 3x3 filters) intercalated by 2 BatchNormalization layers.

The output layer returns an image using the Conv2D layer with just one filter (1 color channel). If the images
were colored, the output layer would use 3 filters instead to represent the 3 color channels.

The Flatten and Reshape layers are the entry and exit points for the bottleneck, respectively. The first trans-
form the data into a flat array to be processed by the Dense layers, the later modifies it to a specific target
shape. The number of neurons in the last Bottleneck layer is very important, so that it can be reshaped properly
accordingly the original image size. In this case, 196 outputs in the Dense layer are reshaped as 14x14x1, that
can give a 28x28x1 image after decoded, using one of the Conv2DTranspose layers to double the image size,
using strides of 2x2. The activation functions in all layers is the ReLU function, except in the last layer, where the
sigmoid function retrieves a value in the [0,1] interval representing the darkness of each pixel.

The model is trained in 10 epochs with the RMSProp optimizer, and the MSE loss function, since the goal is
to minimise the difference between the pixels values of the real and reconstructed images.
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The results are not straightforward as in the classifier model and they are not the problem solution. In this case,
some further steps must be taken to get the distinction between the two classes. Examples of reconstructions
for both classes are presented in Figure 5.6.

Figure 5.6: MNIST AE - Reconstruction examples. First and third rows are examples of the original images
for “Normal” and “Anomaly”classes, respectively. Second and fourth rows are the respective
reconstructions.

It is visible that the model is not able to reconstruct the anomaly cases. From these images, it is needed to
calculate the likelihood between the input and reconstructed images, using the SSIM metric to be able to split
the two classes.

In order to split accurately the images, it is necessary to choose the correct cut threshold. This is achieved
using the AUROC plot (Figure 5.8) and finding the nearest point from the upper left corner, which would be a
perfect classifier, with a TPR=1 and FPR=0. Since the domain of both metrics is the [0,1] interval, the objective
is to maximize both the TPR and 1− FPR. This is achieved using the objective function defined in Equation
23, that represents the intersection between the 2 variables (Figure 5.7a).

TPR(t) = 1− FPR(t)

≡ TPR(t)− (1− FPR(t)) = 0
(23)
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where t represents the threshold.
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(a) Supervised calculation method.
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(b) Unsupervised calculation method.

Figure 5.7: Best threshold calculation using the values from the curve.

As shown in Figure 5.7a, the equality objective(t) = 0 is reached near the point threshold = 0.79.
Even though the overall accuracy drops to 98% face to the classifier model, the results still pointing to a very

viable solution with a precision and recall values of 97% and 100%, respectively. Note that the support is lower
than the classifier network since some data needs to be used in the threshold calculation.

In scenarios where the "Anomaly" data is not available or when there is a few instances of that class, it is
useful to use a method that doesn’t need labelled data. Using only the class of the training process ("Normal"),
it is visualised the distribution of the reconstructions similarities.

The threshold is defined using the lower fence, since image reconstructions bellow this point should not belong
to the "normal" class distribution. The lower fence is calculated using the distribution information: the quartiles
and Interquartile Range (IQR). Equation 24 shows the calculation of the threshold as the lower fence, which leads
to the 0.83 value. Figure 5.7b represents that information in the blue boxplot above the similarities distribution.

t = Q1− 1.5 · IQR (24)

where t represents the threshold and Q1 the first quartile (percentile 25).
The "Anomaly" class is presented in the plot for display purposes only. It is not used for any calculations and

it must be treated as unknown data.
To simplify the reference to both threshold classification methods, they can be classified using the analogy

with supervised and unsupervised learning paradigms. Therefore, the supervised method is the one that needs
labelled data to perform the division and the unsupervised method is the one that only uses the data distribution
(assuming that the majority of data is from the “Normal” class). Note that the AE learning paradigm is self-
supervised and is not related to the threshold calculation.

With the selected cut-points, the resultant predictions are shown in Figure C.2.
The metrics in the classification report (Table 5.2) show that both methods, supervised and unsupervised,

produce credible results with good performance for this test experiment.
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Table 5.2: MNIST AE - Classification Report.
Supervised Unsupervised

Precision Recall Precision Recall support
anomaly 0.97 1.00 0.94 1.00 454
normal 0.99 0.96 1.00 0.93 392

Accuracy 0.98 0.97 846
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Figure 5.8: MNIST AE - AUROC.

5.5.3 Variational Autoencoder

The principle of using a VAE is the same of a conventional AE. The objective is to distinguish the anomalous
cases, that are novelties for the model, by the differences in the reconstruction error. However, the internal
behaviour of this model is different, since the outputs are generated from samples of a distribution. The building
of a VAE is also more complex, considering the need to define proper layers to sampling the data and a specific
loss function that combine the approximation of sampling distribution to a N(0, 1) and the minimisation of the
reconstruction error.

The encoder architecture is similar to the AE encoder structure, with a slightly difference. In this case, before
the Bottleneck, there are two forked Dense layers, that represent the mean and standard deviation of the latent
distribution. From this distribution, a sample is acquired using a Lambda layer that uses a previous specified
sampling function.



5.5. Data Modelling 60

The output of this layer is the VAE Bottleneck and therefore, the output of the encoder part. The decoder has
the same behaviour of the AE decoder, building an image similar to the input from the latent representation.

However, the intermediate distribution representation is responsible for a increase in the model building phase.
For the training process, a special loss function needs to be defined, using the sum of two losses: the Kull-
back–Leibler divergence measure to approximate two distributions (Equation 11) and the MSE to minimize the
difference between the original and reconstructed pixel values (Equation 1).

The intermediate representation also difficult the network learning process introducing the vanishing gradi-
ent problem, where gradients used in the back-propagation algorithm lose significance in the first layers of the
network.

The used optimizer is the Adam with a learning rate of 0.0005, preventing the problem of exploding and
vanishing gradients in the weights updating process.

In this case, the reconstructions are not expected to be so similar as the AE, since they are not a perfect
correspondence to the input, but an example from a set of inputs with the same characteristics. An example of
the reconstructions can be seen in Figure 5.9.

Figure 5.9: MNIST VAE - Reconstruction examples. First and third rows are examples of the original images
for “Normal” and “Anomaly”classes, respectively. Second and fourth rows are the respective
reconstructions.
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Characteristics such as the roundness of the “zeros” and their orientation are well captured by the network.
When trying to reconstruct the “ones”, the network recreate them as similar as possible, outputting “zeros” less
round and oriented vertically. These are examples of feature vectors, that can be useful in other problems.

The results are acquired splitting the classes by the reconstruction error threshold, using the same supervised
and unsupervised techniques of the AE (Figure C.3).

As in the previous model, the confusion matrices and the classification report are presented in Figure B.3 and
in Table 5.3.

Table 5.3: MNIST VAE - Classification Report.
Supervised Unsupervised

Precision Recall Precision Recall support
anomaly 0.97 1.00 0.97 1.00 454
normal 1.00 0.97 1.00 0.97 392

Accuracy 0.98 0.98 846

The AUROC metric is depicted in Figure 5.10, showing also the good performance of this model separating
the two classes.
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Figure 5.10: MNIST VAE - AUROC.
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5.6 C O N C L U S I O N S

The use of AD techniques in CV has lead to a combination of different approaches, where convolutional layers
are embedded in AD dedicated DNN architectures, extracting the features from the images while using the same
principles.

Even in unsupervised scenarios, where there are few anomaly cases in the training data, it stills possible to
build models that are capable of identify these cases. This is accomplished with the distribution of the cases
reconstruction similarities, using its lower fence as the threshold to split the classes, since the model will not be
capable of reproduce unseen data points (in this case, the anomaly ones). Only AE and VAE models are used
in this approach, since the classifier needs the two classes during the training process.

Despite of the main purpose of the introductory use case is to validate and set up the models to improve them
in the further steps, the results can be compared to get some insights of what approach could be the best. Table
5.4 shows the summary of the different approaches with the most useful metrics.

Table 5.4: MNIST models comparison by metric.
Classifier AE VAE

Supervised Supervised Unsupervised Supervised Unsupervised
AUROC 0.99 0.99 0.99
Accuracy 1.00 0.98 0.97 0.98 0.98
Precision 1.00 0.97 0.94 0.97 0.97

Recall 1.00 1.00 1.00 1.00 1.00

In the experimental case study, using the MNIST dataset, all the methodologies can be validated since the
results show a clear distinction of the anomalous cases in every studied model architecture and threshold calcu-
lation. This is the starting point to apply these DNNs to more complex problems, increasing their complexity and
representation power.



6

H I G H W A Y PA V E M E N T S M O N I T O R I N G

“ Roads were made for journeys not destinations.

”
Confucius

6.1 I N T R O D U C T I O N

Highways are one of the most important assets in the daily life of modern societies, increasing the economic
gains of many activity sectors, the citizens quality of life and the countries development, with special impact in
urban areas (Rephann and Isserman, 1994). After the highway construction, the pavement tends to degrade due
to different factors, like meteorological conditions, materials self-deterioration or the road wear by its utilisation.

It is proven that bad pavements impact not only the drivers comfort, but also their safety (D’Amico et al., 2018).
The accident rate is correlated with the pavement condition, where higher values of roughness and rut depth
increase crash rate in highways (Vinayakamurthy, 2017). A degraded asphalt leads also to an increase in the
vehicles operation cost due to damage or depreciation on its mechanical components. Additionally, the road
maintenance itself can cause traffic jams, driver stress and increase the fuel consumption (Silva et al., 2017).

Therefore, it is imperative to periodically monitor the highway pavements and identify the anomaly locations in
the road. This information is useful to decide what measures can be adopted to repair damaged asphalt parts or
to preserve healthy ones.

The chapter is divided in order to roughly follow the workflows presented in the chapters 2.2 and 2.3. After the
domain study presented in the sections 6.2, 6.3 and 6.4, the steps in the data pipeline, including the modelling
phase, are described in the sections 6.6 to 6.9. The result analysis is presented in Section 6.10 and the respective
conclusions of the chapter are presented in Section 6.13.

6.2 A N O M A L I E S I N PAV E M E N T S

Highway pavements can be classified as flexible or rigid, depending on the construction materials used. A flexible
pavement is commonly built with bituminous material, while a rigid pavement use concrete in its composition
(Tom V. Mathew, 2009). For each pavement type, there are several anomaly patterns with different levels of
severity. The most common in both flexible and rigid pavements are represented in the following list (Research

63
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& Development division of the Highway Department, 2013; Gabinete de Gestão da Rede - Estradas de Portugal,
2008).

• Cracking - Fissures due to fractures on the pavement. They can be isolated or connected and they can
have different orientations on the road (parallel, perpendicular or diagonal to the road axis). In more
severe cases, they can create a cracking mesh.

Figure 6.1: Example of pavement cracking (adapted from Research & Development division of the Highway
Department (2013)).

• Deformations - Changes on road structure with surface modification. The pavement shape is adulterated,
with a different height in the affected areas. This anomaly can be caused by traffic or environmental
reasons. Can be called elevation defects.

Figure 6.2: Example of pavement deformation - rutting (adapted from Research & Development division of the
Highway Department (2013)).

• Surface Texture Deficiencies - Modifications in the surface layer of the pavement caused by materials
loss. Those losses can be macroscopic, provoking for example potholes, or microscopic with wear or
disintegration of pavement elements.



6.3. Traditional Solutions 65

Figure 6.3: Example of pavement surface texture deficiencies - pothole (adapted from Research & Development
division of the Highway Department (2013)).

• Material Movements - Disintegration of materials from the pavement or rise of materials from the ground
or lower layers to the surface.

Figure 6.4: Material movements in the pavement example - ravelling (adapted from Research & Development
division of the Highway Department (2013)).

6.3 T R A D I T I O N A L S O L U T I O N S

The traditional methods to supervise the asphalt include the direct observation of the road, with manual annota-
tions, which is a very rudimentary method. The data can be stored in paper format and it has to be processed
afterwards, or digitally, where some systems like VIZIROAD® help in the data acquisition process, facilitating
the later use of information. The VIZIROAD® system (Figure 6.5b) has two keyboards and a correspondent
software to handle the data collection process (Picado Santos et al., 2006). These processes represent very
time-consuming practices that are difficult to scale up and implement in larger highway roads networks. Fur-
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thermore, the VIZIROAD® system is deprecated, since the software is not compatible with modern operating
systems.

Other approaches use complex systems with 3D image capturing and laser profiling sensors to provide a
more detailed report of the pavement conditions (Laurent et al., 2012; Wang, 2011). Laser technologies are
integrated in some commercial solutions as PaveTesting® or Dynatest® 1. These systems require a specific
equipment attached to a vehicle and specialised workers to operate it. Perhaps the accurate results provided by
these mechanisms, they represent an expensive solution, with high cost-benefit ratio, that is not compensatory
for most entities.

(a) Pavetesting® lasers installation in a monitoring vehicle. (b) VIZIROAD® system with 2 keyboards for data acquisi-
tion. In this solution, the pavement information is inserted
by an operator based on visual observations of the road
(Adapted from Picado Santos et al. (2006)).

Figure 6.5: Examples of existent solutions for highway pavement monitoring.

6.4 R E L AT E D W O R K

In order to mitigate the disadvantages of the existent solutions, different research approaches are being continu-
ally explored. One of the most used strategies is the application of smartphone devices to collect different kinds
of data that is posteriorly used in data mining processes. In their 2017 work, Silva et al. (Silva et al., 2017)
proposed a AD system, where all the data is collected by a smartphone. Here the anomalies are divided in 4
main groups (unlevelled manholes, long bumps, short bumps and others). The acquired data consists in 4 fea-
tures (timestamp, GPS location, speed and accelerometer data) and 1 target variable (anomaly). Beyond these
attributes, some more has been derived, like maximum, minimum and mean values for accelerometer x, y and z
variables. For the predictions they used different algorithms, where SVM presented the best results with a subset
of all features, based mostly in the accelerometer data. The model can predict correctly non-anomaly cases
with a 97.5% accuracy, but performs poorly in classify the other anomalies compared to other algorithms like

1 https://pavetesting.com/
https://www.dynatest.com/

https://pavetesting.com/
https://www.dynatest.com/
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gradient boosting. In the work continuity, Silva et al. propose the use of the created models to build an anomalies
detection system based on collaborative mobile sensing (Soares et al., 2018), where the data is acquired by
many users. The proposed architecture and models are evaluated in a real-world scenario with different metrics
and training settings and PCA techniques are used to get the most relevant variables for the problem (Silva et al.,
2018).

In a similar way, the smartphone accelerometer data is used in other works to predict the road conditions.
Yu-chin Tai et al. (chin Tai et al., 2010) used a smartphone attached to a motorcycle and an SVM algorithm to
achieve a precision of 78,5%. Kyriakou et al. (Kyriakou et al., 2019) implemented a bagged trees classification
model with a prediction accuracy of 98.84% for anomalies distributed in 5 classes. The same approach is taken
by Fatjon Seraj et. al (Seraj et al., 2014) using SVMs, achieving an accuracy of 90%. Although using the same
inertial sensors technology, Fatjon Seraj et al. (Seraj et al., 2015) presented a different point of view relatively to
the previous mentioned works. It is assumed that the assumption that the driver pass through all the anomalies
can be discarded. In order to get the AD, it is assumed that the driver will deviate for some of the degradations
founded on the pavement, swerving the car from the expected route. The TPR to the swerve class is 70%.

The major problems in those approaches are related to difficulties found in the devices sensors. The sensors
are heterogeneous depending on the device brand and model. The GPS data is little accurate in some cases
and depending on the accelerometer sensitivity, it can detect activities that are not related with the pavement
conditions. The use of inertial sensors is also dependent on some vehicle characteristics like the suspension
system, which introduces even more noise to the data acquisition (Masino et al., 2017). Furthermore, anomalies
like cracks cannot be detected with accelerometer data since they are more visual and they don’t interfere in the
car stability.

Instead of vibration-based methods, which are more vulnerable to unknown factors in the data, vision-based
ones can be used to avoid the above mentioned problems. This approach has the advantage of providing a
visual understanding of the observations, that can be used to understand how each instance is classified.

Several approaches using imaging methods had been also explored. Radopoulou and Brilakis (2017) present
the distinction between different methods according the level of detail: presence, detection and measurement.
The presence is the distinction between good and bad pavement, the detection focus on distinguish between
different types of degradations and the measurement works on a more specific level to identify their severity.
The used data can be 3D images (Zhang et al., 2018b,a) with highly gathering costs associated or 2D images
(Cubero-Fernandez et al., 2017; Yang et al., 2019) where budget cameras can reduce the solutions costs.

For the present work, the main focus will be the presence of degradations in the pavement, using 2D images
to achieve this objective. Similar to the approach presented by Wang et al. (2020) for detecting brain tumor
anomalies, AE and VAE models will be used to detect the degradations.

6.5 P R O B L E M D E F I N I T I O N

After the domain understanding step, translated into the previous chapters, answering the questions proposed in
Section 2.2.2 of Chapter 4.3, helps to construct a formal problem definition.

1. What problem is meant to be solved and why is it a problem? The objective is to automate degradation
detection in pavements;
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2. What are the current solutions (if any)? The current solutions are either obsolete or expensive (see
Section 6.3);

3. What data can be used to solve it? The proposed data used to solve the problem are images, labelled
with different degradations and severity levels;

4. How can the performance of the results be evaluated? The solution performance is proportional to the
AD models effectiveness, thus the test metrics of the models are used as evaluation measures.

Therefore, the main goal is to prototype a solution that is capable of recognising degradations in pavements
automatically, comparing different methods and architectures. The gathered data labels are meant to be divided
into two categories (“Good” and “Bad” pavement conditions) for the modelling phase. Later, the methodologies
can be further enhanced in order to increase the granularity of distinction between anomaly classes. Ideally, the
solutions applied to a real case scenario will reduce the operation costs comparing to existent solutions, while
performing similarly.

Even if not used to train the models, it is useful to store a set of variables that represent the state of the road
for each location. Additionally, this data is convenient to perform data analysis apart its use to the automated
solution. For the variables representations, the following notations are used:

• Timestamp - Quantitative variable, representing the system timestamp;

• Distance - Quantitative variable, representing the distance travelled in kilometers;

• Degradation Level - Qualitative ordered variable, representing the degradation severity;

• Location - Qualitative nominal variable, representing the existence or not of the degradation in different
transverse road positions (left, middle and right).

6.6 D ATA G AT H E R I N G

The first step to build a system that can automatically identify the pavement condition is to acquire the data. In a
first moment the system has not only to acquire images of the pavement, but also to capture information about
the road condition. Later, this information is expected to be automatically generated using the ML models.

6.6.1 Requirements

To build the data collection software, it is necessary to take into account the requirements, regarding its future
use and the data that will be generated. In general, the requirements raised can be summarised as follows:

1. Gathering of information on road degradation, such as its type and severity level;

2. Acquisition of information on observations that may exist along the route (such as viaducts or crosswalks);

3. Collection of photographic data associated with the degradations;
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4. Alignment of the collected data with the travelled distance and the time elapsed since the beginning of the
acquisition;

5. Record the collected data for future use.

These requirements serve as the basis for the development of the gathering application, from the user interface
to how data is saved after collection.

6.6.2 User interface

An user interface is one of the most important aspects of building an application since it is in this component that
the usability of software is reflected. The GUI developed is designed for easy use with a touch screen. Figure
6.6 shows the interface created. Note that the interface is in Portuguese, since it is to be used by Portuguese
entities.

Figure 6.6: GUI of the gathering software.

To satisfy the first requirement concerning the search for degradation information, buttons are included for
each degradation, so that the user can insert them as they appear on the pavement.

As mentioned in the second requirement, annotations are captured using keyboard inputs. The last inserted
observation is shown in the Última Observação (Last Observation) display. Associated with the third requirement,
the Open Camera button displays the image being captured by the camera, allowing the verification of a proper
camera functioning.

Concerning the fourth requirement, the distance travelled so far is shown in the Distância (Kms) (Distance)
display. The alignment of the collected data with the distance is achieved through an odometer that counts
the distance from the beginning of the data gathering. This distance is captured through an encoder whose
port must be indicated in the Porta Encoder: (Encoder port) field. The encoder is connected to an Arduino, that
converts revolutions in the vehicle wheel into electrical signals, allowing to convert a revolution into a number, and
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therefore to the travelled distance. Since it depends on the wheel radius, a conversion constant between the two
values (revolution to distance) must be specified. Using the formula presented in Equation 25, the conversion
constant represents the travelled distance for each wheel rotation, that is the wheel perimeter translated to
kilometers. Notice that the appropriate sign must be also included, accordingly to the direction of rotation (positive
to clockwise, negative otherwise). This is important because the direction of rotation will be different for different
wheels (clockwise for left side, anticlockwise for right side).

k =

 2πr
10000 , if clockwise rotation

− 2πr
10000 , otherwise

(25)

where r represents the wheel radius.
To satisfy the fourth requirement, an internal timestamp is added to this information, which makes the asso-

ciation between all the data collected, including distance and as images. To save the information obtained, the
user is asked for a folder (Guardar os dados em: (Save data in:)) where all the photos taken during the survey
will be placed. In this same folder, a CSV file is created with a name customized by the user (Nome do ficheiro
.csv: (CSV file name)) that stores an occurrence on each line. The data is thus persisted as required by the fifth
requirement.

It is also possible for the user to insert the location of road pathologies in relation to their position in the width
of the road, using the Esquerda (Left), Centro (Middle) and Direita (Right) buttons. Recording can be paused
and resumed using the buttons in the Gravação (Recording) section.

6.6.3 Architecture

Internally the application is structured in a modular way allowing the internal modification of each component
without changing the general behaviour of the system. Each component provides an API that is used by the
other modules in order to cooperate in carrying out the desired tasks. Figure 6.7 shows the internal structure of
the software.
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Figure 6.7: Internal structure of the gathering solution prototype.

The point of contact with the user is the graphical interface (GUI), shown in Section 6.6.2. Each request made
in this component is sent to the Facade module, which is responsible for distributing tasks accordingly. When
there is the need to capture images, the VideoManager component is called, which in turn communicates with
the camera device. This module is responsible for receiving the image, saving it in the specified folder with the
appropriate file name, denoting the timestamp of acquisition.

The DataManager, in turn, also receives orders from the Facade, however, it has the function of communi-
cating with the file system, where the CSV file with the data is created, updated during the data acquisition and
saved on the end. Note that the encoder data is captured directly on the interface via a COM port linked to the
Arduino, so there is no need to build a specific module for that task.

6.6.4 Execution Flow

When the user interacts with the system, the flow of actions that is triggered between the different levels of the
application translates into the following set of internal communications:

• When starting a new data gathering:

1. Interface communicates the new event to Facade;

2. Facade informs VideoManager to open the camera and DataManager to create a new CSV file;

3. VideoManager gives an opening instruction for the active camera and DataManager creates a new
file, leaving it opened for writing.

• When inserting occurrences of degradations:

1. Interface communicates to Facade the anomaly entered and the distance marked on the odometer;

2. Facade collects the system time (timestamp);
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3. Facade inform VideoManager to capture an image and save it with the collected timestamp and
DataManager to write a new entry with distance, in the CSV file timestamp and information about
the degradations;

4. VideoManager and DataManager communicate with ther external systems, completing the re-
quested actions.

• When finished collecting:

1. Interface communicates to Facade the end of the data gathering;

2. Facade informs VideoManager to close the camera and DataManager to close the CSV file;

3. VideoManager gives the closing instruction for the camera and DataManager orders the file system
to close the open descriptor.

6.7 D ATA S T O R A G E

The generated data is saved in CSV format, storing an image for each event in the same directory. The CSV file
is structured as shown in Figure 6.8.

Figure 6.8: Structure of the generated CSV file.

The following columns are presented in the created file:

• Obs (A) - Keys associated with notes captured from the keyboard;

• Timestamp (B) - System internal timestamp associated with the each event;

• Distance (C) - Distance travelled in kilometers;

• Anomalies (D-J) - Levels of each pathology (Cracking, Crocodile Skin, potholes, Repairs, Rutting, Local-
ized Deformations and Exudation);
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• Location (K-M) - Binary variable indicating the occurrence of pathologies in the left, central and right
blocks of the road, with pathologies referring to the blocks where the value 1 appears.

Each image is saved with the correspondent timestamp from the file. Figure 6.9 shows some examples of a
folder with captured images.

Figure 6.9: Examples of captured images.

The camera is located inside the vehicle, due to the need to it to be attached to the laptop and its wire length.
The used camera is a low-price webcam (Microsoft® LifeCam 6CH-00002).

Although the present gathering conditions are not the best, the software prototype is proven to perform well in
acquiring all the needed data, acquiring images and text information consistently along the way.

6.8 D ATA A N A LY S I S

Itinerary maps are the conventional way to record the degradations present on a given road segment. As shown
in Figure 6.10, for each pathology the 3 possible levels are shown, their location and extension given by the
beginning and the end of the horizontal bars and their occupation of the road in terms of percentages. Some
information is omitted due to privacy concerns.



6.8. Data Analysis 74

Figure 6.10: Sample of an itinerary map.

As an example, we can see that in the initial 100 meters of the represented collection, the anomalies are as
follows:

• Cracking (“Fendilhamento”) - Level 2 in almost the entire length, occupying 25% or 50% of the road width;

• Crocodile Skin (“Pele de Crocodilo”)- Level 1 interspersed with the previous crack;

• Rutting (“Rodeiras”) - Level 2 at 25% of the track width over the entire length;

• Localized Deformations (“Deformações Localizadas”)- Level 1 in the final meters of the road extension.

The conventional type of representation shown in the 6.10 shows some limitations since it is static. To improve
the user’s perception of the degradations present on the pavement, it is necessary to create a data analysis
system. The goal is to allow the interactive visualisation of the road pathologies and their mapping to the real
road.

6.8.1 Requirements

The requirements that best reflect the needs for building the data visualisation software are the following:

1. Choice of the file and directory with the degradation and image data;

2. Representation of anomalies in a graphical way, with their typology, severity, location and possible anno-
tations;

3. Possibility to navigate through the entire road length, with different visualisations scales;
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4. Modification of the degradations of interest that are visible in the representation;

5. Presentation of the image of the pavement corresponding to the graphic representation.

6.8.2 User interface

For a future user convenience, a graphic interface was developed that meets the requirements intended for the
application. A graphical interface is shown in Figure 6.11.

Figure 6.11: GUI of the data analysis software.

For choosing the data file and the folder with the photos, there are two text boxes, where their absolute paths
are placed. This input is done using the Procurar... (Search) buttons that take the user to the operating system’s
folder search engine. These components meet first requirement.

When the user presses the Desenhar Gráfico (Draw Plot) button, the graph corresponding to the chosen data
file and the first image captured in the choice appears. The following characteristics represent each anomaly:

• Typology - Displayed on the left side of the plot, on the vertical axis. Each type of degradation is shown
horizontally in the graph. The grey/white dividers separate degradations on the visualisation.

• Location - It is shown according to its distance from the start of the indication. This distance is shown on
the horizontal axis. The length of the bar gives the extent of the anomaly. Each anomaly has 3 bars at the
top, centre and bottom, representing the left, centre and right of the strip, respectively. This representation
is intuitive in the sense that it gives a sense of perspective of a road seen from above, walking towards
the increasing distance.

• Severity - Identified with the colours in the label, accordingly to the level of severity presented by the
anomaly.
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Additionally to anomalies, some notes can be found in the plot, on the Observations row. These are repre-
sented by arbitrary keyboard characters and have a specific meaning for the operator. The second requirement
is satisfied with these features.

To change the graph display parameters, 3 elements are required, which correspond to requirements 3 and
4. The first of the elements is the check-boxes with the degradations that allow managing their visibility in the
plot. When activating or deactivating each cheackbox, the corresponding line in the graph appears or disappears,
respectively. The second element is the visualisation scale, which can be changed using the Visualização (Vi-
sualization) drop-down. The possible scales are 100, 500, 1000 and 5000 meters, allowing a more specific or
more general view of the section under analysis. The last element is the slider placed at the bottom of the graph,
allowing the user to move along the plot, modifying the viewing window and consequently the section of road
represented.

Finally, to ensure compliance with the last requirement, an image of the real pavement is displayed, accom-
panied by a blue line on the graph and the distance this line is, indicating its position on the road. This line cuts
the graph allowing to verify which anomalies are associated. To move this line, the single arrows jump one event,
while the double arrows jump 10 events.

6.8.3 The Pavement Dataset

As presented in Figure 6.9, the captured images in the gathering process don’t have enough quality to be used
in the data modelling step. The camera is near the laptop inside the vehicle, instead of near the pavement, and
its sensitivity to light is not adequate to get the degradations in the pavement.

Consequently, the input data used for training the model is a public dataset of road pavement images Balaji
et al. (2019). The set is originally divided into 2 groups:

• Crack - Non-Crack with pavements images in good condition;

• Non-crack - Crack - with images of cracked pavement.

Figure 6.12: Examples of pavement images from the Pavement Crack dataset Balaji et al. (2019): pavement in
good condition (top) and degraded pavement (bottom).
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The images are homogeneous in terms of measurements, having a size of 448x448 pixels with 3 color chan-
nels (RGB). The dataset has a total size of 400 images. There are 200 images in each of the groups, what
means that the dataset is balanced.

Examples of the images of the two groups can be seen in Figure 6.12.
To better understand the differences in the features of the input images, a pixel value histogram study can be

performed. Figure 6.13 show some picture examples and the respective histograms.

Figure 6.13: Examples of histograms from the “Normal” and “Anomaly” classes (first and third rows, respec-
tively); and respective histograms (second and fourth row, respectively).

The histograms show the distribution of pixels darkness (0-black, 1-white). It helps to define the filters for
preprocessing in the next step. From the histograms, it is clear that the “Anomaly” cases present darker values
than the “Normal” cases. The distribution of “Normal” cases shows that their values are approx. in the range
[100,256], while the “Anomaly” class presents wider values, in the full range [0,256]
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6.9 D ATA M O D E L L I N G

The modelling phase is the principal component in this project. The present section is subdivided to show the
decisions made during the construction of each model accordingly to Figure 2.4, where the ML workflow is
displayed.

The preprocessing and segregation steps are presented in sections 6.9.1 and 6.9.2, respectively. The feature
selection step is omitted since the input data are images and it is made inside the networks automatically.

The phases in the model axis and the result analysis are grouped and presented in a section for each created
model.

6.9.1 Data Preprocessing

As the pavement is very heterogeneous when closely observed, the patterns found on it are difficult to find
through a neural network. Due to the complexity of the problem, the images need to be preprocessed in order
for the model to be able to recognize the patterns of the anomalies.

The applied transformations need to have in account the real world and the observations that the human
eye can perceive. As a consequence, a particular assumption based on the previous analysis of the images is
assumed: “The degradations present darker pixel values than the rest of the picture.”.

In this way, the treatment of the images was carried out so that the most relevant aspects for detecting the
degradations were highlighted. After trying several filters, the ones that have the best results are the following:

• Loading of black and white images and resizing to 256x256, discarding color information, which is irrele-
vant in this case;

• Use of the bilateralFilter filter from the OpenCV library (Bradski, 2000), since it blurs the image (blurring)
preserving its contours. This filter is effective insofar as the degradations are evidenced at the same time
that the pixels corresponding to the asphalt are blurred, removing patterns that could create confusion in
the training of the network (Tomasi and Manduchi, 1998).

• Use of the threshold filter in the OpenCV library (Bradski, 2000), truncating the value of certain pixels. In
this case, the darkest values are truncated for the same color (black), since anomalies in general have a
darker color than the rest of the asphalt, due to differences in light incidence.

The 6.14 figure shows sample images before and after pre-processing.
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Figure 6.14: Examples of the preprocessing step. The first and third rows show the “Normal” and “Anomaly”
original images, respectively; the second and fourth rows show the same images after being
processed.

This treatment aims to facilitate the work of the neuronal network in learning the patterns, while minimizing
the computational capacity required, since the number of operations to be performed is proportional to the size
of the image and the number of color channels that is reduced from 3 (RGB) to 1 (gray-scale). Note that in the
processed images, the degradations stand out clearly.

6.9.2 Data Segregation

To start the training process, it is necessary to divide the dataset into training and testing. The training data is
used by the model as a way to learning the patterns found in the set of images. The testing data is an indicator
of the model’s performance. Without it, there would be a possibility that overfitting would not be detected, that is,
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the neural network could adapt to specific patterns of the training set, but behave inconsistently when exposed
to new pavement images.

In addition to this division, the training data is subdivided in order to integrate a set of validation data that is
used to monitor the training process. The data is segregated in different ways depending on the model that is
intended to train. For the self-supervised models, an additional division needs to be made. In these models,
the reconstructions metrics are used to split the classes, using a calculated threshold. To perform an unbiased
model evaluation, different images has to be used in the threshold calculation step and the model testing. The
split percentages are the same used for the preliminary case study (see Chapter 5).

6.9.3 Classifier

The classifier model is a CNN, where the inputs are images with dimensions 256x256x1 (width x height x color
channels). The output variable is a value between 0 and 1 that will represent one of the two classes, with the
division point of the classes being 0.5.

The architecture is composed by 4 Conv2D layers (16,32,64 and 64 3x3 filters), interspersed by 3 MaxPooling
layers (2x2). Comparing to the experimental case study, the representational power of the network is increased,
since the images to process are more complex.

All the layers but the last use the ReLU activation function. The last one uses the sigmoid function to give the
result in the desired domain - [0,1].

As it is visible, the information inside the network is being processed in such a way that the dimensions of the
image decreases. On the other hand, the number of filters applied is increasing. Therefore, the information is
being processed hierarchically, with more specific areas of the image being processed.

The last three layers presented, do not do image processing and refer to the classifier itself, which is composed
by densely connected layers. The first one is a Flatten layer that returns a 1D tensor, the second is a Dense layer
with 64 nodes and the last one is the output layer composed by a single Dense layer as well.

The configuration of the model building is achieved by using the binary_crossentropy loss function and the
rmsprop optimizer. The metric to follow during the training process is the accuracy, since it expected to maximize
this metric while the loss function decrease.

The training process is finished after 50 epochs using the training dataset to update the weights and the
validation dataset to supervise the model evolution. The use of the EarlyStopping callback can be useful to
automatically finish the training process when there are no significant results.

The results are presented in Figure 6.15. The network can distinguish the good pavement cases very well,
misclassifying only one “Normal” case and presenting a good confidence in all the others, since the predictions
are close to 1.0. On the other hand, it has some difficulties to classify a few instances of degraded pavement
with some values near the 0.5 cut-point.
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Figure 6.15: Pavement Classifier - Raw predictions.

6.9.4 Autoencoder

As the strategy presented in the preliminary case study (see Chapter 5), the autoencoder model reconstructs the
good pavement images and it is expected that images representing bad conditions are poorly reproduced.

As expected, although similar, the created model is more complex than the MNIST AE.
The same structure is maintained, modifying the layers, increasing the representational power:

1. Encoder - 3 Conv2D (16, 64 and 32 3x3 filters) + MaxPooling2D layers (2x2 window);

2. Bottleneck - 2 Dense layers (40 and 1024 neurons);

3. Decoder - 3 Conv2DTranspose (all with 64 3x3 filters) intercalated by 2 BatchNormalization layers.

The Conv2D layer is the output of the model that returns an image comparable to the input.
In this case, the encoder performs better with an additional convolutional layer. The decoder has the same

number of layers as the initial MNIST model, however they are configured in a different way. in every Conv2DTranspose
layer are used strides of 2 to duplicate 3 times the initial size of 32x32 pixels into the original size ((32× 32) ·
23 = 256× 256). The activation functions used in all layers is the ReLU. The output layer uses the sigmoid
function to retrieve the pixel darkness.

Figure 6.16 show examples of reconstructions using the AE network. The network is capable of reconstruct
with a some degree of similarity, although it is visible its difficulty to present a similar behaviour when some
degradation is present in the image.
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Figure 6.16: Pavement AE - Reconstruction examples. First and third rows are examples of the original images
for “Normal” and “Anomaly”classes, respectively. Second and fourth rows are the respective
reconstructions.

From the reconstructions of the pavement images, the SSIM metric is used to calculate the likeness between
them and the original input.
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(a) Supervised calculation method.
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(b) Unsupervised calculation method.

Figure 6.17: Pavement AE - threshold calculation methods.
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Figure C.5 presents the predictions for both supervised and unsupervised approaches based on the calculated
similarities. Using the unsupervised threshold calculation, that can be used in situations where the majority of
the data are good pavement images, the results are not so good as the presented in the supervised method.

6.9.5 Variational Autoencoder

The base VAE model built in the experimental use case predictions is adjusted to address the pavement case
problem. In this case, maintaining the encoder structure with 5 stacked sets of Conv2D, BatchNormalization
and LeakyReLu layers, the model capacity increases substantially. Since the input images dimensions are
considerably larger than the ones presented in the MNIST dataset, their intermediate representations and the
tensor after the Flatten layer are bigger as well. Comparing the relative dimensions, the difference in the image
sides is approximately 9 times (28× 28 to 256× 256), what is reflected in the number of pixels to be processed
by the input layer, that increases almost 84 times (784 to 65, 536). The full encoder, including the two Dense
layers to represent the mean and variance of the latent distribution increases the learning parameters from
around 100,000 to more than 1,100,00. The output of the encoder is acquired using the sampling function
previous defined.

The decoder part follows the same behaviour of the experimental case study. Since there are no Dense layers
in this part of the network, the parameters increasing is not so noticeable.

The model reconstructions are presented in the Figure 6.18. Compared to the AE model, it presents a finer
grain in the output images. Also in the “Anomaly” case, the model cannot reconstruct the degradations, outputting
random patterns in some cases.
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Figure 6.18: Pavement VAE - Reconstruction examples. First and third rows are examples of the original images
for “Normal” and “Anomaly”classes, respectively. Second and fourth rows are the respective
reconstructions.

Using the supervised approach, the best threshold is 0.76, when TPR=0.63 and FPR=0.38. The unsupervised
method returns a much lower threshold of 0.54. Figure 6.19 presents both threshold calculation methods.
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Figure 6.19: Pavement VAE - threshold calculation methods.

The predictions for both methods based on the SSIM metric are presented in Figure C.6. Using the supervised
threshold, it is possible to correctly predict all the test cases. The unsupervised threshold is not so accurate in
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the classes division. Note that what makes the unsupervised method perform worse are the four similarity values
between 0.5 and 0.6, that are clearly out of the rest of the distribution, but are not classified as outliers due to the
small dataset size.

6.10 R E S U LT S A N A LY S I S

6.10.1 Classifier

The AUROC presented in the figure 6.20, with an AUC of 90%, gives the model a very good separation capacity.
With the default 0.5 split value, the confusion matrix shows good results in the test set.
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Figure 6.20: Pavement Classifier - AUROC.

As the Table 6.1 shows, in relation to the class “Anomaly”, 85% of the real cases of degradation are identified
by the model. In turn, the model guarantees with a 97% success rate that a case predicted to be anomalous is
in fact corresponding to a pavement image in poor condition.

Table 6.1: Pavement classifier - Classification report.
Precision Recall support

anomaly 0.97 0.85 40
normal 0.87 0.97 40

Accuracy 0.91 80
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The prediction capacity of the model in the two classes presents an accuracy of 91%, which means that in the
vast majority of cases the image of the pavement will be inserted in the correct class.

6.10.2 Autoencoder

Based on the similarities presented in Section 6.9, the confusion matrices can be created, as presented in Figure
B.5.

The results of this model using both classes to calculate the threshold present an improvement in the anomaly
recall relatively to the classifier model from 85% to 94%. The full results are presented in the classification
report in Table 6.2.

Table 6.2: Pavement AE - Classification reports.
Supervised Unsupervised

Precision Recall Precision Recall support
anomaly 0.94 0.94 1.00 0.62 16
normal 0.94 0.94 0.73 1.00 16

Accuracy 0.94 0.81 32

Figure 6.21 presents the AUROC metric, which is 99%, representing a very good model capacity to split both
classes.
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Figure 6.21: Pavement AE - AUROC.
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6.10.3 Variational Autoencoder

According to the results shown in Figure C.6 the confusion matrices are calculated. The supervised method
presents a perfect class distinction with all the instances predicted correctly. The unsupervised method tends to
classify the majority of the cases as normal, misclassifying a considerable part of pavement degradations.

As expected, using the test data, the AUROC metric presents an AUC of 1.0 (Figure 6.22).
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Figure 6.22: Pavement VAE - AUROC.

According to the results of the unsupervised method presented in Table 6.3, the recall for the normal class
and the anomaly class precision are 1.0, since all the good pavement images are correctly classified and all the
images classified as anomalous represent in fact degraded pavement.

Table 6.3: Pavement VAE - Classification reports.
Supervised Unsupervised

Precision Recall Precision Recall support
anomaly 1.00 1.00 1.00 0.44 16
normal 1.00 1.00 0.64 1.00 16

Accuracy 1.00 0.72 32

6.11 P R O B L E M S O L U T I O N

Using the proposed solutions proposed in the present chapter, it is possible to identify a full problem solution
prototype to automatically monitor the pavement. The data gathering software, used in a first moment to acquire
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data to train the models (image and eventually annotations), is then used only to get the pavement images that
will be classified by the selected trained model. The data visualization software is used as an interactive report,
presenting the road conditions returned by the model to the users. Ideally, the data analysis software would be
the unique point of contact with the final user, since the data acquisition and pavement classification would be
hidden and performed automatically.

6.12 D I S C U S S I O N

The obtained results with the ANNs are good in the scientific context that they are presented. However the
path to get to the final results was not linear, as it may be incorrectly inferred from the lack of bad results in
the document structure. On total, more than 250 experimental models were trained, using different architecture
and building decisions, as layers, activation functions, loss functions and optimizers. On average, the models
training time was around 15 to 20 minutes, with the greatest registered training time to be more than 2 hours.
The hardware settings used during the process were the following: Intel® CoreTM i7-7700HQ CPU @ 2.80GHz
processor; NVIDIA® GTX 1050 graphic card; 16GB of RAM. Also to choose the cut-points different methods
were tried, using different objective functions and metrics.

With all the training events in mind, some discussion questions can be appointed:

1. Why are some of the training times so high? The highest training times were observed in the first iterations
of modelling. At that point, the graphic card was not being used and the images were fed to the network
without preprocessing, what made it to use the full image size (448 x 448), tripling also the color channels
(RGB images).

2. The images reconstructions in the pavement case don’t seem to be very similar. How are the results so
good? The important in reconstructions for AD is not the absolute quality of the reconstructions, but the
difference between both classes. The bigger the difference, the better. Even if the reconstructions are not
very similar when looking at the images, the important pixel level similarities are captured by the model,
being also reflected when calculating the SSIM metric between the original and reconstructed images.

3. What were the criteria to select the image preprocessing filters? Initially, a group of filters were selected
to preserve the main characteristics of the pavement and the degradations. From this group, using the
classifier model with a fixed architecture, multiple tests were performed varying only the different filters
combinations and parameters. The select filters are the ones that lead to the best results.

4. With so high AUROC values for the AE models, why some of the results are worst than the classifier, that
presents a lower AUROC? The worst results are presented mainly in the unsupervised setting. This is
an evidence that there is room to improve the threshold calculation methods, specially the unsupervised
methodology. One of the main causes for this, is the lack of data. With more images to calculate the
threshold, it is expected to achieve better results.

5. How is it possible for the VAE model to get perfect results? Are they cherry-pick? The results of the VAE
model are indeed really good, but they are not cherry-pick.The scores are obtained with the automatic
random selection from the original dataset. However, it is important to note that the support for all the
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trained models is relatively small and there may be fluctuations on the scores when dealing with bigger
test datasets.

6. There are other available datasets containing pavement images. Why aren’t they used to increase the
support? The selected dataset provides the images in similar settings of the real use case relative to the
preferred camera positioning. Other datasets, even though with more images, show different perspectives
of the pavement, that are not suitable for this case.

Relatively to the last two presented cases, similar iterative approaches have been used, with lower training
times (maximum of approx. 5 minutes), since the numerical problems are much lighter in computational terms
than using images.

6.13 C O N C L U S I O N S

The main goal of the case study presented in this chapter is to demonstrate the viability of a low-cost, fully
automatic pavement monitoring system, using image data to detect degradations.

As proved in the previous sections, it is possible to build software that acquires image data with low/no human
interaction, using budget cameras. This program can evolve to be integrated into an embedded system, that
acquires data automatically when the vehicle starts to move.

Regarding the ANN models, it is also proved that any of the models are liable to be used, depending on
the context and on the importance given to each metric. In Table 6.4 are shown the overall results in order to
compare the different models and approaches, from a degradation detection perspective (recall and precision for
the anomaly class).

Table 6.4: Pavement models comparison by metric.
Classifier AE VAE

Supervised Supervised Unsupervised Supervised Unsupervised
AUROC 0.91 0.99 1.00
Accuracy 0.91 0.94 0.81 1.00 0.72
Precision 0.97 0.94 1.00 1.00 1.00

Recall 0.85 0.94 0.62 1.00 0.44

Looking only for the capacity to distance the classes from each other, that is independent from the threshold
calculation method, the VAE and the AE present better results than the classifier, as the AUROC metric presents.

The model that performs better in a generic view is the VAE architecture using the supervised threshold
calculation method, which presents a perfect distinction between both classes. This is the best option to take
when all the possibilities are available, namely the possibility to have training data for both classes. In this setting,
the AE also performs well than the classifier if the selection criteria is the model accuracy or recall. If the model
precision is most important, the classifier must be chosen over the AE.

When looking for scenarios where there are no labelled data available, for example, when the data is acquired
from a road that is known to be in good conditions à priori, the models to be used are the AE and VAE. In such
unsupervised scenario, the VAE performs equal to the AE only in terms of precision, getting worse results in all
the others metrics. The best model in this case in a overall view would be the AE.
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Finally, to wrap the information and present it to the user, an interactive software is used, improving the
traditional approach of multiple paper sheets with roads information. The full end-to-end solution represents an
improvement over the traditional methods, removing the need to make visual foot-on-ground surveys; and over
the commercial solutions that use costly systems to acquire the data. The costs involved in the present solution
are mainly the price of budget cameras.

Note that the presented methodologies are a first approach to solve the problem and do not represent a fully
functional solution. They can be further explored to acquire even better results.
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A D D I T I O N A L A P P L I C AT I O N S

“ Although this may seem a paradox, all exact science is based on the idea of approximation.
If a man tells you he knows a thing exactly, then you can be safe in inferring that you are
speaking to an inexact man.

”
Bertrand Russell

7.1 I N T R O D U C T I O N

Connectionist systems have a variety of applications beyond their utilization to detect anomalies in image sets.
DNNs are often used to approximate real values as the target variable in regression problems based on different
input features. In this chapter are presented two problems that need this type of predictions.

The first case, presented in section 7.2, uses ANNs to estimate the stress and displacement fields of a plate
subjected to pressure. In section 7.3 is shown the second additional case study, regarding the detection of
crowds using crowd-sensing, more specifically Wi-fi Access Points (APs) data.

91



7.2. Mechanical Structural Design 92

Figure 7.1: Research subjects Venn diagram. The diamond and the triangle represent the Mechanical Structural
Design and crowds detection case studies, respectively.

7.2 M E C H A N I C A L S T R U C T U R A L D E S I G N

The finite element method allows to carry out mechanical design, for different conditions, obtaining results very
close to the real ones (Zienkiewicz et al., 2013). However, when it is intended to simulate complex structures,
the simulation time becomes excessively high and a set of computational resources are required. Despite the
advancement of technology, with increasingly faster processors, the problem still remains. In this way, new
techniques have been used to carry out the mechanical design (Mohamed, 2018).

One such technique is DL algorithms, namely DNNs. Through these methods, it is possible to significantly
reduce computational costs, obtaining results with minor approximation errors. A fully detailed analysis of this
practical use case can be found in Ribeiro et al. (2021a). Also an in-depth comprehension of the mechanical
structural design and other reduced order models for that use case are explored in Ribeiro (2020) and Ribeiro
et al. (2021b).

Problem Definition

The goal of this study is to apply ANN to design a reinforced structure, as can be seen in Figure 7.2. Reinforced
structures are formed by a plate with reinforcements in the horizontal and vertical direction. These structures
make it possible to reduce the plate thickness, for a given solicitation, which reduces the amount of material and
thus the associated production cost.

Similarly to the approach used to solve the pavement classification problem, where the MNIST dataset is
used as a preliminary study to build simpler models, three situations were established in the present scenario,
increasing the difficulty up to the third situation, the case under analysis. The first problem corresponds to a plate
with a central hole, a classic case of mechanics; the second to a fixed plate; and the last case to the reinforced
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Figure 7.2: Vertically and horizontally reinforced panel subjected to uniformly distributed pressure.

plate. For each case, it is necessary to take into account the material properties, the geometric properties and
and the applied load (Timoshenko and Goodier, 1951; Ugural, 2020).

Note that the pressure applied to the plate, the material properties and the geometric properties of the plate
are constant. Only the influence of reinforcements is being studied. For the case study, it is necessary to define
the following variables:

• Reinforcement thickness (tr) - Thickness of vertical and horizontal reinforcements;

• Reinforcement height (hr) - Height of vertical and horizontal reinforcements;

• Number of vertical reinforcements (nr) - Number of vertical reinforcements, the number of horizontal
reinforcements has a constant value equal to one;

• x coordinate (x) - Defines the x position, where the fields will be calculated;

• y coordinate (y) - Defines the y position, where the fields will be calculated;

• Displacement (w) - Displacement value for a given point;

• Von Mises stress (σvmis) - Von Mises stress for a given point;

Data Gathering

The data is acquired using finite element software, namely Ansys®. Where for each of the three cases, numerical
simulations were carried out to obtain the stress and displacement field.

In Figure 7.3, it is possible to observe an example of the geometry implemented in the Ansys® software to
obtain the stress and displacement fields.

Data Storage

The data are stored in CSV files, which are used later to train the models. In Figure 7.4 a part of an example
of a CSV file is visible. The first two columns represent respectively the x and y coordinates of the point where
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Figure 7.3: Example of implementation of the reinforced panel in Ansys® software.

the displacement perpendicular to the plate and the von Mises stress are calculated, represented in the last two
columns respectively.

Figure 7.4: Example of implementation of the reinforced panel in Ansys® software.

Data Cleaning

The data obtained from the simulations are assumed to be the ground-truth for the models. Since the data
acquisition is made in a controlled environment, there are no errors on the stored information. Therefore, the
data cleaning step can be ignored in this case.

Data Analysis

With the results obtained from the various simulations, it is possible to obtain the box-plot diagrams for each
variable under study, as shown in Figure 7.5. As it is visible, the coordinates variables have big values ranges
when compared to the remaining variables.

Data Modelling

Two neural networks were constructed to obtain the stress and displacement fields, respectively. It is necessary
to normalize the input data, since as shown in Figure 7.5, the input variables have different orders of magnitude.
Thus, the values of the variables x and y are divided by 100 and the values of the variable hr by 10.

Then, these data are divided into two sets, training data and test data. In both cases, 80% of the data is
defined as the training data and the rest the test data. Additionally, 20% of the training data is divided and used
as validation set.

The neural networks are made up of Dense layers and an output layer that allows obtaining a single continuous
value. With the exception of the last one, all other layers use the ReLU activation function.
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Figure 7.5: Box-plot diagrams for each of the variables.

In addition, it is necessary to build both models. For this, the optimizer rmsprop was chosen and the following
metrics are used to monitor the model during the training process: MAE, MSE and MAPE. The loss function is
MAE.

It is defined that the maximum number of epochs is 200 and 1000, for the network that provides w and σvmis,
respectively. Regarding the batch_size, it was defined that it would be 32 and 256 for the network that provides
w and σvmis, respectively.

Problem Solution

In figures 7.6, 7.7 and 7.8 it is possible to observe the results obtained from the ANNs and the results of the
simulations in Ansys® for the three applications. As it can be seen, regardless of whether it is a stress or
displacement field, the results obtained with DNNs are very close to those of the simulations. The biggest
differences are found at the limits of the regions.
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Figure 7.6: Comparison of the von Mises stress fields - plate with central hole (top-right quarter section).

In addition, ANNs are faster than simulations. For the case in study, ANNs were 40 times faster than the
software. The forecast error is acceptable considering the complexity of the problem, presenting an average
percentage relative error of 11.3% for displacement field, and 26.8% for stress field.
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Figure 7.7: Comparison of the displacement and the von Mises stress fields - fixed panel (top-right quarter
section).
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Figure 7.8: Comparison of the displacement and the von Mises stress fields - reinforced panel.
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7.3 C R O W D S D E T E C T I O N

During the COVID-19 pandemic, one of the most accurate practices to reduce the risk of infection and the spread
of the virus is to maintain physical distance from people. In crowded places, the probability of getting too close
to others is high, thus increasing the possibility to get infected.

The MARÉ-Project objective is to mitigate the pandemic consequences, helping the people to follow their lives
as normal as possible. Using APs data about the connected devices and ML algorithms, it is possible to detect
the crowded places. This information is given by a mobile app to users, that can safely decide the best places to
go and the ones to avoid.

Problem Definition

The main problem to be solved is the detection of crowded places, warning the users with this information. An
event represents a temporal snapshot of the monitored places. The most important variables for each event that
are useful to characterize the problem are the following:

• Devices - Quantitative variable representing the number of devices connected devices to a given AP;

• StrengthAvg - Quantitative variable representing the signal strength average of connected devices to a
given AP;

• People - Quantitative variable representing the ground-truth count of people;

• Place - Qualitative variable representing each place (for example, the building of the event)

• Timestamp - Quantitative variables representing temporal information (month, hour, day of week, etc.)

Data Gathering

The data is acquired periodically using the Internet Control Message Protocol (ICMP) protocol to get the number
of devices connected to each AP. Additionally, some more data is acquired, as a list with the signal strength
for each connected device. There is not collected any information related to the device itself, preserving the
anonymity and respecting the General Data Protection Regulation (GDPR).

The ground-truth is acquired in place, using visual counting estimates of the people for each hour.

Data Storage

The acquired data is stored using a MongoDB database with different collections, containing the information
about the events and the APs metadata. The stored data is used both to train the ML models and to inform the
user about the events in the last weeks for each specific location.

The ground-truth data is saved in CSV files, which are then used to train the models.
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Data Cleaning

Before the data is used in the modelling phase, it is processed to extract only clean information from it. An
example of the data after cleaning is displayed in Figure 7.9. Examples in this stage include:

• Unwind the events timestamps to get more temporal information (for example hour, day of week, etc.)

• Remove events with gathering errors (for example null values);

• Group the events information by place and time (for example, by building and hour);

• Discard useless data (for example, remove data from night time, since there are no crowds to train the
models - the device counts are all near 0).

Figure 7.9: Crowd sensing data after the cleaning process.Some information is omitted due to privacy concerns.

Data Analysis

To better understand the problem and the data to be used in the modelling phase, some EDA can be performed.
In this section are presented some of the most important

In Figure 7.10a, it is presented the differences between the number of devices and the count of people (ground-
truth) for a given location. From Figure 7.10b, it can be inferred that the number of devices is only relevant during
working hours, being near 0 for periods before 7 AM and after 8 PM. Note that the figures are not from the same
place.
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Figure 7.10: Visual data analysis of the data related to the devices count.
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Using the data from different hours, it is possible to calculate the average of connected devices for each AP.
Figure 7.11 shows an example of an arbitrary location with the distribution of devices for each AP in percentage
relatively to the building. Some information is truncated due to privacy reasons.
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Figure 7.11: Example of devices distributions by AP for each building.

Data Modelling

To solve the present problem, some ANNs are trained with different goals. All the networks in this case use only
Dense layers.

The first trained network is a regression model, that uses the count of people for each building (ground-truth)
as the output variable. To estimate the number of people, it uses the APs data and the temporal information,
understanding the people’s behaviour in different places and time. The results of this model presents a test
RMSE of 5.95, which means that the approximation fails in average by 6 people in each building.

Using the same type of model to estimate the number of people by AP, the test RMSE is 1.7. Since the
ground-truth count of people is only available for the building as a whole, the AP people’s count used to train the
model is an approximation using the distribution of devices by AP, presented in the previous section.

To detect crowd places where the ground-truth for the building is not available, a self-supervised approach is
followed. An AE network is created using the same features as the previous models, as both input and output of
the network. Since the crowd situations are not frequent, the model is able to understand the normal occupancy
for each place, detecting abnormal situations by higher reconstruction errors. Figure 7.12 shows the results
for one of the places. Using a threshold of MSE = 40, the network is capable of detecting the anomalous
situations when the place limit is exceeded (in this case, the critical capacity of this place is near 20).

Problem Solution

The solution in this case is not the direct output of the model. The results need to be processed before they be
presented to the end user. When showing the estimate number of people in each place, it is needed to round the
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Figure 7.12: Example of AE model results for a specific location.

models outputs to a integer and remove numbers below zero (since the regression model outputs a number in
R). The models are deployed internally in the back-end and its results are available through an API that is used
by the app front-end.

Additionally, the results can be divided in categories (presented as colors, for example), representing different
levels of people concentrations in each place, depending on the front-end decisions.

7.4 C O N C L U S I O N S

Regarding the first application presented on this chapter, it was concluded that ANNs are important for the
mechanical design, since they can obtain stress and displacement fields more quickly than the traditional method,
with small approximation errors. Note that this was only a first approach and that new techniques could be used
to improve the results obtained.

The models presented in the second use case also prove that connectionist systems have a great versatility
to deal with multiple types of data, providing useful information even when ground-truth data is missing to train
the models.
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C O N C L U S I O N S

“ Learn from yesterday, live for today, hope for tomorrow. The important thing is not to stop
questioning.

”
Albert Einstein

The present dissertation is mainly concerned with the study of connectionist systems, specially to their ap-
plication to AD and image processing. In this work, several use cases were studied in order to present the
versatility of this technology. The first case, the preliminary MNIST experimental problem (Chapter 5), was used
to set up and validate the models in a simpler scenario. With the results presented by the built networks it can
be concluded that the studied architectures are appropriated to solve the type of problems under analysis, since
they perform well in its simplified version.

For the main use case, the pavement monitoring problem (Chapter 6), a full end-to-end project is developed,
with software prototypes that are well suited to accomplish the proposed objectives. The ML models used in the
introductory study are upgraded to embrace the new challenges of this more complex domain, as well as the
image preprocessing, that is needed in this settings.

The last two additional cases presented in Chapter 7 prove that connectionist systems are one of the best
learning approaches due to its wide range of applications, opening new opportunities in different research do-
mains.

This chapter is divided in four sections. Based on the defined objectives (section 1.3 - Chapter 1), sections
8.1 and 8.2 present the theoretical and practical conclusions that can be drawn from this work. In theoretical
conclusions are presented the findings about the ML models in a scientific view. In practical conclusions, are
presented the real-world solved problems using the mentioned techniques. In section 6.12, it is made a critical
appraisal of the results. The proposed future work is presented in section 8.3.

8.1 T H E O R E T I C A L C O N C L U S I O N S

The use of connectionist systems is increasingly gaining importance in problem solving. All the use cases
presented in this dissertation use ANNs to achieve each of their defined purposes. Depending on the input and
output data, different architectures and methodologies are used.

101
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T1) When dealing with numerical data, the best results are acquired using multiple stacked Dense layers in
a feed-forward setting. As demonstrated in other CV areas, as object detection or image classification,
CNNs are the SOTA architecture to deal with data that has a grid-like topology, such as the pixels of an
image. The experiments done in previous work regarding AD using connectionist systems have shown a
convergence in the best architectures currently used. Methodologies to treat AD problems frequently use
AE models and its variants as self-supervised methods to find anomalous instances in datasets. Applying
the same concepts to the CV field, better results have been accomplished when using architectures
combinations, namely CNN with AE and VAE;

T2) The built models show good results in all use cases, bearing in mind that the proposed solutions are
novel methodologies in each of the application domains. The trained AE variants (used in the pavement
monitoring use case) achieve AUROC values near 1.0, which means that using an adequate cut-point
calculation method, it is possible to find the anomalies with almost no errors. The threshold calculation
methods proposed in this dissertation clearly show that if labelled data is available, the performance to
detect the presence of anomalies is enhanced, as expected.

T3) Regarding the models of the additional use cases, the test errors presented for the mechanical design
problem (11.3% in displacement field and 26.8% in stress field) are acceptable taking into account the
trade-off between them and the improvements in the processing time, that is 40 times faster than the
conventional software. Also in the crowds detection problem, a deviation of approximately 2 people is
negligible when approximating the real number of people for each place in that context. The results of
the semi-supervised AE architecture to automatically detect anomalous crowd situations show a high
correlation between the reconstruction errors and the actual high number of detected devices in that area,
which allows to identify these situations correctly;

T4) The empiric experiments made in all these contexts prove the relevance of ANNs and its good perfor-
mance when considerable amounts of data are available for the training process. Connectionist systems
are indeed one of the most adaptable technologies nowadays when the problem is well defined to adapt
the variables accordingly, performing appropriately even in scenarios with incomplete information.

8.2 P R A C T I C A L C O N C L U S I O N S

From a problem-solving perspective, this dissertation presents several contributions, specially in the software
engineering and ML domains, but also for the studied application contexts. In Chapter 2.2 is proposed a full
pipeline that fits the development of DS projects. When the modelling phase of the pipeline is meant to use
ML models, a more refined view of this step is introduced, dealing with the model construction and the data
preparation (Chapter 2.3). The proposed methodologies were used in all the demonstrated cases.

P1) The traditional solutions for pavement monitoring presented in Section 6.3, include systems as the PaveTesting®

and VIZIROAD® systems, that are either expensive or deprecated;
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P2) Based on previous solutions, namely the VIZIROAD®, the gathering system presents improvements, since
it is compatible with modern operating systems and it is prepared to work with touch screen laptops and
tablets, providing the ability to acquire image data;

P3) The visualization tool, beyond presenting a more convenient way to access the stored data than the tradi-
tional paper files, also provides the possibility to visualize the road pictures and degradations associated
with each location;

P4) The existent automatic pavement classification solutions presented in Section 6.4, use different approaches
to achieve this goal, specially using accelerometer data instead of images. Using image data, pixel level
and 3D image methods are also commonly explored;

P5) The ML models trained are a novel strategy to detect pavement degradations automatically. For this
context, assuming that the acquired data is correctly labelled, the best architecture is the VAE using the
supervised threshold calculation method, that is expected to distinguish accurately the bad pavement
images.

P6) The solution presented to monitor and classify the pavement comprehends three main parts: a data
gathering software, a prototype to visualize it and automatic pavement classification models. The best
model to use in this setting is the VAE model, perfectly distinguish both classes with accuracy of 100%.
When anomaly data is not available to train the models, the best option is to use the AE, using the
distribution of normal instances to calculate the cut-point. The accuracy in this case drops to 81%, however
the precision stills being 100%. Comparing the methodologies, it can be concluded that all of them have
high confidence when the cases are classified as anomaly, since the precision is always above 94%
(related with T4).

Comparing the full proposed solution with the available commercial ones, for example PaveTesting® and
Dynatest®, it is clear that the involved costs are extremely reduced, either during the development, either when
utilizing it. The proposed used instruments are only budget cameras and a mid-range laptop. The laptop in the
experimental setting was used to acquire the data, train the models and also visualize it.

Additionally to the initial proposed practical objectives for this dissertation, two more case studies were con-
ducted. Even though the aim of these applications were to observe the behaviour of connectionist systems in
different domains, one of them also lead to a practical real-world solution. This contribution is reflected in the
back-end of a mobile application developed within the scope of the MARÉ project, where the solution for the
crowds detection problem is incorporated.

8.3 F U T U R E W O R K

The present dissertation opens a wide spectrum of future work, either for research, specially in the ML field, or in
software development directed for the covered areas. Regarding the studied research topics, the following work
directions are proposed:

• Improve the studied methodologies scores, specially in a unsupervised scenario, where there is no la-
belled data to train the models. This can be done exploring the existent AE and VAE models, that use only
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normal data to be trained, and modifying the threshold calculation algorithms. Examples of alternatives to
calculate the threshold is the use of z-scores and the Empirical Rule, when the SSIM data is a Gaussian
distribution, or the Chebyshev’s Theorem otherwise (Shafer and Zhang, 2012).

• One of the biggest issues of the present work is the lack of data, with a relatively small dataset of 400
images divided to training, validation, threshold calculation and testing. One possibility to solve this is
to explore data augmentation techniques. Using image transformations (e.g. rotations, shifts, inversions,
etc.) more images can be created, increasing the dataset size. Since data augmentation can be performed
automatically during training runtime by some DL frameworks (TensorFlow Documentation, 2021), it is
proposed to reduce the training dataset size (that will be augmented inside the network), using a greater
number of original images to the rest of the phases (Chollet, 2017).

• Another possible approach to study the architectures is to use different pavement datasets. Even though
other publicly available datasets were not suitable for the practical use case context, the study of the
presented methodologies with other pavement perspectives is also encouraged with the possibility to
apply them in other application settings.

• The GAN framework is also pointed as an alternative solution when dealing with AD. It is suggested the
analysis of this approach to detect the presence of degradations in images. The set up could be identical
to the one used in the AE variants, using the generator and its reconstruction errors to detect anomalies
(Schlegl et al., 2017; Mattia et al., 2019).

• Generative models such as VAE and GAN architectures provide a reduced representation of the images.
Some characteristics are encoded in that representation as feature vectors, which means that modifying a
specific variable in the latent space will be reflected in the generated image (White, 2016). It is proposed
to train similar networks with pavement images to discover feature vectors that can reflect the pavement
conditions spectrum.

• Transfer learning refers to the use of pretrained models, applying them to a different domain, transferring
the already learned information (Pan and Yang, 2010). This is a common practice in CV problems, freezing
some convolutional layers already trained with images and training only a part of the network that will be
specific for that domain (Chollet, 2017). It can be used also in this case, reducing the training times and
eventually improving the results.

When looking from a software development perspective, the following steps can be taken:

• Improve the pavement data acquisition software to get data from multiple cameras simultaneously. This
would be more adequate, since with three cameras it would be possible to acquire images for the left,
middle and right traversal locations on the road. Also the hardware conditions can be adapted to acquire
images near the ground and to calibrate the light exposure differences during the gathering process.

• Use GPS data to localize the acquiring location. In the present work an odometer is used to measure the
travelled distance and to label the pavement information and pictures. An alternative is to use GPS data,
depending on the reliability of this technology and its precision for each scenario.
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• Build models to distinguish between the degradations. After the images are filtered from the built net-
works, that detect the presence of degradations, a possible next step is to identify the different classes of
degradations (Uslu et al., 2011). This is proposed to be done using a multi-label classifier, since in the
same image could eventually be present more than one degradation (Chen et al., 2019).

• The full use case pipeline would be closed if it is possible to acquire also the measurement of each
classified degradation. It is accomplished by building models to get the severity of degradations, after they
have been correctly detected and classified. Pixel-level approaches are commonly used to understand
the pixels that are part of the degradation (Augustauskas and Lipnickas, 2020). Using these techniques
and further image analysis it is possible to understand how much pixels are identified, and properly assign
a severity level.

• Last but not least, it is suggested the deployment of the models in a integrated solution that is continuously
receiving the acquired data, processing it and classifying the pavement. Using a similar interface of the
proposed data analysis software, the information is then presented to the user in a easy to use solution.
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Part III

A P P E N D I C E S



A
V A L I D AT I O N M E T R I C S

A.1 M N I S T

(a) Validation loss. (b) Validation accuracy.

Figure A.1: MNIST Classifier - Validation metrics during the classifier training process.

Figure A.2: MNIST AE - Validation loss during the training process.
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Figure A.3: MNIST VAE - Validation loss during the training process.

A.2 PAV E M E N T

(a) Validation loss. (b) Validation accuracy.

Figure A.4: Pavement Classifier - Validation metrics during the classifier training process.

Figure A.5: Pavement AE - Validation loss during the training process.
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Figure A.6: Pavement VAE - Validation loss during the training process.
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B.1 M N I S T
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Figure B.1: MNIST Classifier - Confusion Matrix.
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(a) Supervised threshold calculation.
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(b) Unsupervised threshold calculation.

Figure B.2: MNIST AE - Confusion matrices.
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(a) Supervised threshold calculation.
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(b) Unsupervised threshold calculation.

Figure B.3: MNIST VAE - Confusion matrices.
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Figure B.4: Pavement Classifier - Confusion Matrix.
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(a) Supervised threshold calculation method.
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(b) Unsupervised threshold calculation method.

Figure B.5: Pavement AE - Confusion matrices.
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(a) Supervised threshold calculation method.
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(b) Unsupervised threshold calculation method.

Figure B.6: Pavement VAE - Confusion matrices.
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Figure C.1: MNIST Classifier - Predictions.
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(a) Supervised threshold calculation.
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(b) Unsupervised threshold calculation.

Figure C.2: MNIST Autoencoder - Predictions.
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(a) Supervised threshold calculation.
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(b) Unsupervised threshold calculation.

Figure C.3: MNIST VAE - Predictions.
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Figure C.4: Pavement Classifier - Raw predictions.
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(a) Supervised threshold calculation method.
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(b) Unsupervised threshold calculation method.

Figure C.5: Pavement AE - Reconstruction similarities and division of the classes.
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(a) Supervised threshold calculation method.
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(b) Unsupervised threshold calculation method.

Figure C.6: Pavement VAE - Reconstruction similarities and division of the classes.
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