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Abstract

New developments in the Renormalization Group

by Alessio Baldazzi

In the first part of the thesis, we review the basics of the Exact Renormalization Group.
In the central part, we design a specific choice of renormalization scheme in the context
of Functional Renormalization Group to achieve the nonperturbative analogous of the MS
scheme’s results. Then, we study the properties of a more general family of renormalization
schemes, that includes the one we previously analyze, and appears to be useful to eliminate
the spurious breaking of symmetries cause by the renormalization scheme. The final part
of this thesis consists of a new implementation of the Functional Renormalization Group,
based on the Effective Average Action, that allows all possible field redefinitions to simplify
the flow equations. Such a simplification is practically useful in reducing the complexity
of the computations and has theoretical implications in disentangling the unphysical infor-
mation due to intrinsic redundancies of the mathematical descriptions of Nature. We show
such improvements in the context of the three-dimensional Ising model and the Quantum
Einstein Gravity without matter. In particular, using the derivative expansion in both
cases we impose renormalization conditions that fix the value of the inessential couplings
obtaining only the flow of the essential ones. With such a renormalization scheme, which
is called Minimal Essential Scheme, the propagator does not develop additional poles when
the truncation of the derivative expansion is increased. This way, we can select the desired
universality classes, avoiding encountering instabilities and unitarity violations.
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Introduction and Summary

Quantum Field Theory (QFT) provides a fundamental tool to describe physics at high
energy (electroweak and strong interaction), phase transitions in particle physics, statistical
mechanics and condensed matter physics. This huge versatility is due to the fact that QFT
is a very powerful framework to treat systems with a large or infinite number of degrees of
freedom (DOFs).
QFT becomes even more powerful when we implement the Renormalization Group (RG),
which captures the effective description of systems at different energy scales.

The behavior of systems with a large number of DOFs is completely different from
those with a small number of DOFs. Small number DOFs are characterized by an analytic
and smooth description. However, this is not the behavior that is observed in the case
of phase transitions. The dynamics of phase transitions require some limit, e.g. thermo-
dynamical or continuous limit, since they are characterized by non-analytical behavior of
some quantities. When we are dealing with a large number of DOFs, typically it is possi-
ble to reduce or ”decimate” their number. Suppose that we want to describe a gas with
a certain number of moles: since each mole contains 1023 particles, the amount of DOFs
is computationally unmanageable. However, using the intensive and extensive properties
of observables, e.g. pressure and temperature, we can obtain the macroscopic properties
knowing few microscopic details, e.g. the mean of the velocities squares. This means that
we can reduce the number of DOFs. However, it is natural to ask how much we can reduce
it without losing the right effective description. The minimal number corresponds to the
number of molecules, or lattice sites, in a volume of size equal to the correlation length,
and it tells us how far a DOF is correlated to the other DOFs. Its value depends on the
state of the system, e.g. pressure and temperature in the case of gas. In a system like
gases at ambient temperature and pressure, the correlation length is comparable to the
particle spacing. Therefore, in this case we can assume that the properties of the system
are captured by the properties of small clusters of particles. Among the cases where the
correlation length is much bigger than the spacing between nearby DOFs there are phase
transitions. Using the RG, it is possible to show that systems with many DOFs inside the
range of the correlation length develop very special properties. When the number of DOFs
inside such a range is low, the details of the interactions are crucial in order to study the
dynamics of the system. Instead, when the density is high, the nature of DOFs and their
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cooperative behavior hide the details of the interactions, that play a secondary role. This
implies that different microscopic details, i.e. different interaction structures, can converge
to the same behavior during phase transitions. This property is called universality. The
RG is a perfect tool to achieve such a description and its basic idea comes from hydrody-
namics. In hydrodynamics, we have many DOFs and they are strongly correlated, but we
don’t need the exact dynamics of all DOFs. What we are interested in are averaged quan-
tities like density, which shows only macroscopic fluctuations. In the process of averaging,
we are eliminating all microscopic fluctuations and, therefore, we are reducing the number
of DOFs per unit volume. Similarly, the RG replaces the initial microscopic DOFs with a
smaller set of macroscopic effective DOFs.

The idea behind the RG can be illustrated in the following example. We start with
a physical system and we observe it at scale ΛUV. In order to study its behavior, we
need to excite it using some device that can provide energies less or equal to ΛUV, for
example photons that scatter against the system. Since there is not enough energy to
excite the DOFs with energy greater than ΛUV, or equivalently Physics is insensitive to
energy scales greater than ΛUV, we completely discard the Physics beyond such energy
value. The observations at scale ΛUV fix the free parameters of our theory.

ΛUVµ

energy

spectrum
hidden discarded

Then, we make experiments at different scales µ ≤ ΛUV and we discover that DOFs with
energy between µ and ΛUV cannot simply be discarded. The radiative corrections due to
these modes induce a new effective theory at energy µ, where the initial parameters are
modified and new kinds of interaction are induced. The effective description at µ is obtained
by integrating out the DOFs between µ and ΛUV and such DOFs participate as virtual
particles. These DOFs are treated as fluctuations and we average their contributions, like
in the hydrodynamics example. Therefore, changing the scale µ below the initial UV scale
we observe a different theory which, however, is related to the initial one. In particular,
the information about DOFs between µ and ΛUV is encoded into the new structure of
interactions that is induced by the radiative corrections of these virtual particles. This way,
we can think of such a sector of the energy spectrum as hidden, because its information
is averaged and stored into the effective description that we observe at the scale µ. The
RG is composed of the transformations that give the new effective theory starting from
an initial theory and take into account high energy modes in the hidden sector for low
energy processes. The RG teaches us that instead of describing the systems with fixed
parameters it is more advantageous to let the parameters ”run” along the energy spectrum
and obtain a new effective description. From the new parameters at the new energy scale,
we can understand what can be neglected or not and reduce the complexity of the effective
description. This way of proceeding is strictly connected to the concept of ”locality” in the
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Figure 1: The following figure represents how to build the Sierpiński triangle.

energy spectrum: as we already said, the Physics at a given energy is insensible to DOFs
at higher energies. For example, in order to study the Hydrogen energy levels, we don’t
need to know the structure of the nucleus, but the parameters of the first simply hide the
details of the latter. The RG is the machinery that starting from a UV point in the energy
spectrum tells us how the effective description evolves changing the energy scale.

Interesting theories, that can be studied inside the RG framework, are those that ”look
like” the same theory at different scales. These theories are invariant under scale trans-
formations, or equivalently, possess scale symmetry. They are fixed points of the RG flow
and describe phase transitions. During phase transitions, because of the large value of the
correlation length, the cooperative behavior of fluctuations makes the interaction details
negligible and gives rise to structures with all possible sizes, making the system scale invari-
ant. Phase transition can be found in many different systems, natural or artificial [5]. Due
to their cooperative behavior, the main characteristics of such phenomena are universality,
i.e. the convergence to the same macroscopic behavior regardless of the microscopic details,
and scale invariance, which gives rise to anomalous non-integer scaling of observables. This
is the typical feature of fractals, which by definition are structures with non-integer scaling
dimension. As an example, let’s consider the Sierpiński triangle, shown in Figure 1. It may
be constructed from an equilateral triangle by repeated removal of triangular subsets1.
Rescaling the length L of the Sierpiński triangle by 1/2 implies a rescaling of its ”mass”
M by a factor 1/3. This implies the scaling law M = L∆ with ∆ = ln 3/ ln 2 ≈ 1, 585.
A general fractal does not have a simple symmetric structure as the Sierpiński triangle,
but maintains non-integer scaling law. Other examples are given by the coastline of any
territory, the sea surface when it is windy, etc.

In this paragraph, we want to make a brief review of how the Renormalization Group
was born and developed [6]. After J.J. Thomson discovered the first elementary parti-
cle, i.e. the electron [7], many questions arose about its internal structure. Concepts
like ”self-force” and ”self-mass/energy” are the prototype of the modern ideas of radiative
effects due to quantum fluctuations. Classical and semi-classical calculations revealed a
linear divergence of the self-energy. Then, the Dirac equation in 1928 [8] and the hole

1To construct it, start with an equilateral triangle, subdivide it into four smaller congruent equilateral
triangles and remove the central triangle. Then repeat the steps of subdivision and removal with each of
the remaining smaller triangles infinitely.
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theory in 1930 [9] were the first steps toward modern QED: from now on the vacuum will
not be empty anymore, but full of degrees of freedom. The vacuum became a dynamical
medium containing virtual electron-positron pairs. Weisskopf discovered that screening
by induced pairs reduces the linear divergence of the electron self-energy to a logarith-
mic one[10, 11]. Heisenberg, Dirac, and others studied the electron’s charge distribution
due to ”vacuum polarization”, i.e. creation of virtual electron-positron pairs that change
the charge distribution. The unscreened ”bare charge” was found to be divergent, again
logarithmically [12, 13, 14]. Therefore, taking into account the radiative effects due to
quantum fluctuations the classical linear divergence is turned into a logarithmic diver-
gence. The great progress in QED came in 1947, with the measurements of the Lamb
shift and the electron anomalous moment. After the conference at Shelter Island in the
same year, Bethe gave the first theoretical estimation of Lamb shift including radiative
corrections [15]. Soon, Schwinger did the same with the electron anomalous moment and,
using the quantum corrections to the electron charge, he calculated the corrected electro-
static potential of an electron [16, 17]. At this point, Dyson studied systematically how
to calculate radiative corrections using perturbation theory. He expanded the scattering
amplitudes as power series in the electron bare charge, where each term involves divergent
momentum-space integrals that represent the corrections due to virtual particles. After
regularizing them, Dyson showed that mass and charge logarithmic divergence can be re-
moved by the process of renormalization to all orders of perturbation theory [18]. For what
regards statistical mechanics, in the thirties Landau built a hydrodynamics effective de-
scription of phase transition, which contains some primordial ideas of the RG [19]. In 1953
Stueckelberg and Petermann made some important contributions to the creation of the
Renormalization Group studying fixed points properties of statistical systems [20]. Soon,
Gell-Mann and Low [21] reformulated Dyson’s renormalization program using a functional
approach. They discovered that the divergent contributions can be isolated and reabsorbed
into multiplicative renormalization constants, that come out from the analysis of the be-
haviors of the functionals under scale transformations. At this point it was clear that the
coupling constants ”run” with respect to the energy scale at a rate described by their beta-
functions (introduced by Gell-Mann and Low). The transformations with respect to the
scale form a group, and the running couplings give a representation of this group, which
was named Renormalization Group by Bogoliubov and Shirkov, and the beta-function is a
”tangent vector” to the group [22]. Therefore, the Renormalization Group led to the great
success of QED: it became possible to reproduce experimental results with an agreement
within ten parts in a billion. However, Renormalization was just a mathematical trick to
tame divergences coming from loop integrals in Feynman diagrams.

At this point, Ken Wilson’s work made Renormalization physical, by uncovering its deep
connection with scale transformations. The idea is that scale determines the perception of
physical phenomena. When one looks at the sea surface, for example from Molo Audace
in Trieste, and it is windy, it is possible to recognize waves with different frequencies.
There are big waves with low frequencies and small waves with high frequencies. If we
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are interested in macroscopic motion along the surface, we can average the small waves
contributions. Instead, if we want to look at dynamics at the cm scale, we have to zoom
in and we will discover even smaller waves, that were previously discarded. Eventually,
in the process of zooming, the structure of the system will change and new DOFs, that
previously were hidden, will appear.

We conclude this section making a brief summary of the subjects contained in the
following thesis.

Chapter 1 introduces properties of phase transitions like non-analytic behavior of some
quantities, universality and scale invariance. Then, we discuss the Landau theory, the
prototype of some RG ideas, and we arrive at the concepts of coarse graining and incomplete
integration of modes. The chapter is concluded by exploiting general ideas of Wilsonian
RG and its exact implementation.

In Chapter 2, we enter into the structure of the exact formulation of the RG. Firstly,
we define the space where the RG flow takes place and we analyze how to construct the
exact RG equation that encodes the information on the flow. From the flow, we show how
to extract the scaling exponents that characterized specific classes of phase transitions. In
particular, we classify the scaling exponents in two different independent ways: one by their
importance along the flow, relevant and irrelevant, and one by their physical information,
essential and inessential. Finally, we review the functional implementations of the RG, i.e.
Polchinski’s formulation and the Effective Average Action method, that are very powerful
approaches to implement the idea of incomplete integration of modes. From the end of
this chapter, we refer to the second method as functional RG.

In Chapter 3, we answer the question: is it possible to design a regulator that re-
produces the results of dimensional regularization using the functional RG? The answer
is positive and we show that such a regulator does not spoil higher-loop results and some
non-perturbative features. This regulator depends on different parameters and their limits:
in particular, at the end of the limits it vanishes. Therefore, inspired by such a property,
we study a one-parameter family of regulators with the same behavior. Both classes of
regulators can be collected under the name of vanishing regulators and share interesting
properties in preserving symmetries.

Chapter 4 is dedicated to the generalization of the standard functional RG, which we
call Essential Renormalization Group. The idea consists of implementing generic field
redefinition along the flow. In particular, at every step of the RG we integrate out modes
and redefine the fields simultaneously in order to keep the Effective Average Action in the
most simple form possible. The field redefinitions are designed in such a way to eliminate
all inessential couplings of the Gaussian fixed point. We show that in this way it is possible
to avoid that the propagator develops additional poles. Then, we solve the flow and the
spectrum for the 3D Ising model at second order in derivative expansion.

In Chapter 5, we apply the same procedure to Einstein Gravity including all diffeomor-
phic invariant terms at the fourth order in derivative expansion. Using field redefinition of
the metric, we find that also in this case the propagator does not develop additional poles
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coming from curvature square terms. Our results suggest that Newton’s constant is the
only relevant essential coupling at the Reuter fixed point. Therefore, we conjecture that
Quantum Einstein Gravity, the ultraviolet completion of Einstein’s theory of General Rel-
ativity in the asymptotic safety scenario, has no free parameters in the absence of matter
and in particular predicts a vanishing cosmological constant.

Notations

Along the thesis, we will use the following notations.
The integrals for a generic dimension d over positions and momenta will be denoted re-
spectively as follow ∫

x
≡
∫

ddx ,

∫
p
≡
∫

ddp

(2π)d
. (1)

In the case of a specific dimension, we will switch to the standard integral notation.
For measure inside functional integrals, the measure will be written as: (df̂).
We will implement Euclidean signature.
We adopt the condensed notation for which a dot implies an integral over x such that X ·
Y :=

∫
xX(x)Y (x). The generalization to a multi-component field φA(x) is straightforward

since the dot would then also imply a sum over the componentsX ·Y :=
∑

A

∫
xXA(x)YA(x).

We denote Tr the trace of a two-point function and TrX :=
∫
xX(x, x).
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Chapter 1

Critical phenomena and coarse
graining

’More is different.’
P.W.Anderson

In this chapter, we start with Section 1.1 giving general features of critical phenomena
in statistical mechanics and high energy physics, showing how the concepts of universality
and scale invariance arise from phenomenology. In Section 1.2, we introduce the criti-
cal exponents and the notion of universality classes. In Section 1.3, we review the mean
field approximation and Landau theory obtaining a rough, but easy evaluation of critical
exponents [23, 24, 25]. To get better estimations, we introduce the milestone of Renormal-
ization Group: the notion of coarse graining, that is due to Kadanoff and then developed
by Wilson [26, 27, 28, 29]. The main topic of Section 1.4 is how to ”reduce” or ”decimate”
the number of DOFs close to the critical point. Then, this idea can be easily generalized
to general statistical systems and high energy physics. In fact, the RG is a great ”bridge”
between many different systems at different energies because of the universal language
that is implemented. Finally, in Section 1.5 we conclude by preparing the general ideas to
construct an Exact Renormalization Group Equation (ERGE).

1.1 General aspects of phase transitions

Phase transitions appear everywhere in daily life under many different circumstances: the
most common example is given by the solid-liquid-vapour phase transitions.

So let’s start by taking as an example the water phase diagram in p-T plane. The
diagram is composed of regions with only one phase, lines with two coexisting phases and
some interesting points, like the triple point and the critical point that we will discuss
further. The line between solid and vapour is called sublimation curve, the one between

11
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solid and liquid melting curve and the one between liquid and vapour vapour-pressure
curve. These lines meet at the triple point, where all three phases do coexist, and the
vapour-pressure curve reaches an endpoint called critical point (Tc ∼ 647 K and pc ∼ 22
megapascals), contrary to the sublimation curve and the melting curve. The region with
T > Tc and p < pc is called gaseous phase, while the region with T ≥ Tc and p ≥ pc is
the supercritical or fluid phase. The phase transitions can happen in two situations: when
we cross one of these lines entering into a different region or going through the critical
point. An example of the first situation occurs when we cross the vapour-pressure curve
increasing p at constant T : after the appearance of droplets, the vapour condenses and
we observe a discontinuity in the density ρ, since ρvapour < ρliquid. Another possibility
is crossing the same line increasing T at constant p: in this case, the water evaporates
and we observe a discontinuity in ρ and the entropy per particle s, since svapour > sliquid.
These two possibilities are characterized both by the presence of a discontinuity in ∆ρ and
∆s. However, as soon as the crossing point on the vapour-pressure curve approaches the
critical point, these discontinuities go to zero with a power law, while the compressibility

of the gas κG = − 1
V
∂V
∂p

∣∣∣
T

diverges with a power law. Therefore, since there is no difference

in the density value between liquid and vapour, at the critical point there is no difference
between the two phases and we can continuously change phase going from the liquid phase
to vapour phase (and viceversa) passing through the supercritical phase, where the boiling
phenomenon (and condensation) does not appear. In fact, approaching the critical point,
bubbles of vapour and droplets mix at all scales, from visible to atomic, contrary to points
outside the supercritical phase, where small bubbles and droplets are unstable because of
the surface tension.
Since the surface tension is vanishing at the critical point and droplets and bubbles with
micron sizes are stable, strong light scattering causes critical opalescence and the water ap-
pears foggy. Since from a macroscopic point of view the main distinction between vapour
and liquid is given by the density ρ, the parameter ρ−ρc can take any sign in the supercrit-
ical phase, while it is strictly positive in the vapour phase (i.e. for T < Tc and below the
vapour-pressure curve) and strictly negative in the liquid phase (i.e. for p < pc and above
the vapour-pressure curve). This means that the Z2-symmetry, whose action consists in
flipping the sign of ρ − ρc, is broken in liquid-vapour transition. Along the sublimation
curve and the melting curve only transitions that involve discontinuity in ρ and/or s can
happen, since there is no critical point at which these curves end and the transitions to
the solid phase are associated with the breaking of translational symmetry.

Another example of phase transition is given by the ferromagnetic transition of solids
like Fe or Ni. In fact, such materials are characterized by a critical temperature Tc, known
as Curie temperature, under which the properties of the solid change. In this case, the role
of pressure is substituted by an external magnetic field H, which generically is a vector
in 3D space. However, to produce a one-to-one correspondence with the water case, let’s
suppose the existence of a preferred direction, and so H is just a number along the line

12
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spanned by the preferred direction. For T > Tc, the material is paramagnetic, while for
T < Tc it is ferromagnetic and the T -axis becomes a transition line: crossing such a line
at fixed temperature involves a discontinuity in the magnetization M . However, moving
along the T -axis for H = 0 and approaching Tc from below, the discontinuity goes to zero

with a power law and the magnetic susceptibility χ = 1
V
∂M
∂H

∣∣∣
T

diverges with a power law.

This means that we can continuously change the orientation of M like the water case: this
is simply achieved going through the paramagnetic phase. Moreover, the transition from
paramagnetic to ferromagnetic phase is associated with breaking of rotational invariance,
or Z2 if there is a preferred direction, since the spin can assume any configuration when
the material is in the paramagnetic phase and cannot in the ferromagnetic phase. The
rotational symmetry, or Z2, acts on the electrons spins, which are interacting between
themselves and are coupled to H. The phase transition is the consequence of the mag-
netism that is caused at atomic level by unpaired electrons spins, since a pair of nearby
electrons with aligned spins has lower energy than anti-aligned spins. At high tempera-
ture thermal fluctuations prevent order, but, as the temperature is reduced toward the
critical temperature, alignment of one magnetic moment causes preferential alignment out
to a considerable scale and ”bubbles” of aligned spins start to become bigger and bigger.
Exactly at Tc, we can observe ”bubbles” with all possible sizes, as in the case of water.

As a last example, let’s consider the electroweak phase transition. In early universe’s
moments, the thermal fluctuations were so important to modify the value of Higgs potential
parameters. In particular, for T < Tc the minimum of the Higgs field is the trivial one
and the spontaneous symmetry breaking does not occur. Then, as the universe expanded
and consequently cooled down, the Higgs developed a non-trivial expectation value, that
breaks electroweak symmetry U(1)× SU(2).

At this point, it is clear that phase transitions share some universal properties

� discontinuous and/or divergent behaviour of some quantities
There are always either discontinuities or divergences. In fact, a phase transition
always involves non-analytic properties of thermodynamical variables: since N -finite
systems have analytical description, the thermodynamic limit N → ∞ is required.
In the case of high energy physics, the thermodynamics limit is substituted by the
continuum limit: a quantum field can be seen as a collection of an infinite number of
interacting and self-interacting harmonic oscillators.

� breaking of symmetries and existence of an order parameter
The phase transitions are always associated with the breaking of symmetry and we
can always identify an ordered phase, where the symmetry is broken, and a disordered
phase, where it is not. Moreover, phase transitions are characterized by an order
parameter, which vanishes in the disordered phase and takes a finite value in the
ordered one. For example, we find i) ρ − ρc (scalar order parameter) for liquid-
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Figure 1.1: Two-dimensional Ising model with its two possible spin states represented as
black or white dots (found in [5]). The figure represents snapshots of the spin configurations
for three different regimes: (i) T < Tc where the system is ordered with the same spin value,
(ii) T ∼ Tc where the distribution of the sizes of regions with the same spin value follows
a power law, and (iii) T > Tc where the state of individual spins is purely random.

vapour transition, ii) M (scalar order parameter if there is a preferential direction or
vector for the isotropic case) for ferromagnetic transition.

� scale invariance and the role of fluctuations
At the critical point we observe ”bubbles” of all sizes and lengths, which means that
the material exhibits scale invariance, as we can see in Figure 1.1. We can zoom
in the system and observe more and more new structures at all scales, like in a
fractal. This feature is due to the strength of fluctuations at the critical point and it
is independent of the specific dynamics: in fact, the strong cooperative behavior of
the DOFs hides the microscopic details and makes the effective dynamics of different
systems convergent to similar features. This property is called universality.

From these considerations, the phase transitions can be classified as first order phase
transitions if the order parameter has a discontinuity or as continuous phase transitions if
the order parameter change continuously at the transition. In the second case, there is a
non-analytic behavior on some other quantity and so we can be more specific relying on
Ehrenfest’s classification of phase transitions

� First-order phase transition: at least one first derivative of the free energy is discon-
tinuous at the transition. Examples: i) The liquid-gas and the liquid-solid transitions
where both ρ and s are discontinuous. ii) The ferromagnetic transition at fixed T
where M is discontinuous.

� Second-order phase transitions: all first derivatives of the free energy are continuous,
but at least one second derivative is discontinuous at the transition. Examples: i)
The liquid-gas transition at the critical point where there is no jump in ρ, but the
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specific heat is discontinuous and the compressibility diverges. ii) The ferromagnetic
transition at zero external field where M is continuous, but the heat capacity is
discontinuous and the susceptibility diverges.

� Higher nth-order phase transitions: there is a discontinuity in at least one nth-order
derivative of the free energy, while all lower order derivatives are continuous at the
transition.

1.2 Critical exponents

In a continuous phase transition, the properties of the materials follow power laws, whose
exponents are called critical exponents. Defining the reduced temperature, in terms of the
critical temperature, as

τ :=
T − Tc
Tc

, (1.1)

the power laws for the specific heat CV , the order parameter m for τ < 0, the susceptibility
χ and the critical field, i.e. the dependence of the order parameter m to the external
parameter h at Tc, are respectively

CV ∼ |τ |−α , m ∼ (−τ)β , χ ∼ |τ |−γ , m ∼ |h|1/δ . (1.2)

Note that the external parameter for the liquid-vapour case is (p − pc), while for the
ferromagnets is the external magnetic field H.

Finally, we have two more critical exponents that are associated with the behavior of the
two-point function. For example, in the water we consider the density-density correlator,
in a ferromagnet the spin-spin correlator. Regardless of the type of material, under normal
conditions the correlation function decays exponentially, and the characteristic scale of the
decaying ξ, called the correlation length, is typically of the same order of molecular dis-
tances. Contrary to first-order phase transitions, in a continuous transition the correlation
length becomes infinite at Tc

ξ ∼ |τ |−ν , (1.3)

and the two-point function has the following asymptotic behavior

G(|x|) ∼|x|→∞
e−|x|/ξ

|x|d−2+η
∼T=Tc

1

|x|d−2+η
, (1.4)

where η is called the anomalous dimension. Scale invariance arises because of the divergence
of ξ and the anomalous dimension is generated by the presence of configuration states
with all possible structure sizes in the system at Tc, see Figure 1.1. As we said in the
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Introduction, this is similar to what happens for fractals, the scaling dimension of the
quantities does not respect the canonical dimensional scaling.

Each phase transition is identified by a set of critical exponents. Thus, one may expect
that phase transitions occur in a long list of different cases with relative critical exponents,
since the microscopic DOFs and their dynamics vary from case to case. However, as we
already pointed out, critical phenomena are characterized by a striking feature: the critical
exponents are not randomly distributed, but they form families that describe different con-
tinuous phase transitions, within experimental errors. For example, the critical exponents
of the critical point of water and those of the Curie transition in ferromagnets with pre-
ferred direction are the same. As we already said, this property is called universality and
all the phase transitions with the same critical exponents form a universality class. Ising
universality class contains the case of water and ferromagnets with preferred direction. Of
course, this feature shows the existence of an underlying common explanation for many
phenomena, that must be independent of the microscopic details.

1.3 Mean field approximation and Landau theory

As it is well known, mean field approximation is a powerful tool to study many-body
problems. In general, it consists of an approximate treatment of interaction terms so that
the Hamiltonian is reduced to an effective one of non-interacting particles immersed in an
external field produced by the average interaction with all the other particles. This means
that if we start with the following Hamiltonian

H = −K
∑
{i,j}

sisj − µH
∑
i

si , (1.5)

where we have assumed a preferred direction, two spin state and nearest neighbour in-
teractions, indicated by {}, the mean field approximation consists in sending sisj →
〈s〉(si + sj − 〈s〉), which implies that 〈sisj〉 → 〈s〉2 and where 〈s〉 ≡ 1

N 〈
∑

i si〉. The
same result can be achieved by writing si = 〈s〉+ δsi and keeping only linear terms in the
fluctuations δsi. This way, it is straightforward to find the canonical partition function ZC
and the associated free energy F

F = −T lnZC =
zNK

2
〈s〉2 − TN ln

(
2 cosh

(
zK〈s〉+ µH

T

))
, (1.6)

where N is the number of sites and z is the coordination number. Then, the magnetization
M = N〈s〉 can be found differentiating F respect to H and in particular

〈s〉 = tanh

(
zK〈s〉
T

)
. (1.7)
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The previous equation reproduces phase transition: there is only the trivial solution if
T > Tc ≡ zK and an additional non-trivial value of M for T < Tc.

In order to find the critical exponents and so the behavior near Tc, we implement
Landau idea [19] of expanding (1.6) for small 〈s〉, small τ and small H

F = F0 + V

(
−hm+

1

2
r τ m2 +

1

4
um4 + . . .

)
, (1.8)

where the parameters depend on the DOFs and dynamics of the specific example that
we consider. However, Equation (1.8) has the advantage that can be used to describe
all continuous phase transitions in the same universality class of the ferromagnets simply
changing the physical meaning of the parameters. Finally, it is possible to verify that the
order parameter and the entropy are continuous at Tc since they are first derivatives of
F , while the specific heat is discontinuous and the susceptibility diverges. In short, the
critical exponents are

α = 0 , β =
1

2
, γ = −1 , δ = 3 . (1.9)

The theory described above deals with situations where the value of the order parameter
is uniform across the system, so in order to find the last two critical exponents, that store
information about the fluctuations, we have to consider long wave modes of the order
parameter. In order to do this, we have to add a kinetic term 1

2 (∂m)2. This means that we
are dealing with a scalar theory with four-point interaction and a temperature-dependent
mass. The two-point function is the propagator of a scalar theory and at first order in u,
we have

〈m(x)m(0)〉 −m2 ∼
∫
q

e−ix·q

q2 + r τ
+ o(u) ∼|x|→∞

e−|x|
√
r τ

|x|d−2
, (1.10)

from which we read ξ−2 ∼ −r τ and

ν =
1

2
, η = 0 . (1.11)

Sufficiently close to the critical point, inspired by Landau theory we can deduce some
general relations that hold for the critical exponents. The general free energy can be
rewritten as

F/V = f0 + |τ |d/θτ f
(
h |τ |−θh/θτ

)
, (1.12)

where f can be designed to satisfy the behavior in the limits τ = 0 and h = 0 and θτ and
θh are the scaling exponents of τ and h 1. In particular, by definition we have 2−α = d/θτ

1This means that under a rescaling of lattice spacing by a factor b, τ → bθτ τ and h→ bθhh.
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and 2−α−β = θτ/θh. Using scaling law (1.12), it is possible to find the following relations
between the critical exponents that talks about an homogeneous field situation

α+ 2β+ γ = 2 , β+ γ = βδ . (1.13)

Using again the scaling law (1.12), the fluctuation-dissipation theorem and the hyperscaling
assumption, i.e. f ∝ ξ−d, we obtain Fisher’s and Josephson’s identities

γ = ν(2− η) , α = 2− dν . (1.14)

Therefore, we start with six critical exponents and we end up with only two independent
critical exponents. Typically everything is expressed in terms of η and ν

α = 2− dν , β = ν
d− 2 + η

2
, (1.15)

γ = ν(2− η) , δ =
d+ 2− η
d− 2 + η

. (1.16)

This choice is related to the fact that ν is typically related to the mass parameter, while
anomalous dimension η enters as a correction to the classical scaling of field. This connec-
tion becomes more evident when we express them in terms of θτ and θh

ν = 1/θt , η = d+ 2− 2θh , (1.17)

since the mass parameter is proportional to τ and the field is coupled to h.
Arrived at this point, it is compulsory a consistency check, which is called the Landau-

Ginzburg criterion. We have to verify that our original assumptions are justified. In
particular, since in mean field approximation 〈m(x)m(0)〉 ≈ m2, we have to verify if the
space average of the two-point function in Equation (1.10) is small compared to the space
average of the squared mean value of the order parameter. This evaluation gives

m2V � ξ2 =⇒ 1� u (−r τ)
d−4

2 . (1.18)

We can note that the dimension d is crucial for critical behavior. The Landau-Ginzburg
criterion shows that fluctuations play an increasingly important role if the dimension of the
system is reduced and there are limitations in the applicability of the mean field theory.
In particular, inside the Ising universality class

� for d > 4 Landau theory reproduces quantitative correct results;

� for d ≤ 4 the picture is only qualitatively correct: we cannot take the limit τ → 0, but
depending on the microscopic details of the system, stored in r and u, there could be a
temperature window where the approximation behaves better. Comparing Table 1.1
and Equations (1.9) and (1.11), we can observe the discrepancy for the Ising model
where ω is the first element of a series of critical exponents that stores information
about corrections to the Landau theory. We will encounter it later.
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d = 2 d = 3 d = 4

α 0 0.11008(1) 0
β 1/8 0.326419(3) 1/2
γ 7/4 1.237075(10) 1
δ 15 4.78984(1) 3
η 1/4 0.036298(2) 0
ν 1 0.629971(4) 1/2
ω 2 0.82966(9) 0

Table 1.1: In the following table, we insert critical exponents of the Ising model for dimen-
sions 2, 3 and 4.

� from the exact calculation of the partition function, for d = 1 there is no phase
transition at non-zero temperature.

From these considerations, d = 4 is the upper critical dimension of this universality class,
while d = 1 is the lower critical dimension.

Each universality class will be characterized by these two critical dimensions, upper and
lower. The first one establishes the regime where the Landau theory becomes quantitatively
incorrect, while the second one where we find a completely wrong result. In fact, decreasing
d, fluctuations change the behavior of the thermodynamic quantities close to the transition
and we observe the quantitatively different values of the critical exponents, see Table 1.1.
By reducing further d, fluctuations become so strong that they wash out the transition
altogether and no order can be reached for non-zero temperature.

We conclude this section by stressing the fact that Landau theory is able to capture
the properties of continuous phase transitions and gives a not bad estimation of the critical
exponents. The simplicity and clearness of this method are the reason why this is the
starting point of any calculations concerning about critical phenomena. Therefore, even
if for dimensions lower than the upper critical dimension the evaluation of the critical
exponents are quantitatively wrong, we ”don’t throw the baby out with the bath water”.
For dimensions between the lower and the upper critical dimensions, we can improve our
quantitative estimations on the theory including more monomials of the order parameter
and its fluctuations to all orders in Equation (1.8). Therefore, we treat the Hamiltonian as
an expansion and we obtain corrections to the Landau picture, i.e. exponents like ω. This
can be done in a systematic way using the Renormalization Group [30], as we will discuss
further.

1.4 Kadanoff idea

As we have seen in the previous section, the correlation length becomes very large near
the critical temperature and this implies that for a direct calculation of critical behavior
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we have to consider all DOFs in a volume of the size of the correlation length. This is
due to the fact that inside this volume all DOFs are strongly correlated. Of course, this
can become very involved. However, inside the volume of the size of correlation length,
all DOFs behave like a single effective DOF. Therefore, Kadanoff came out with the idea
of ”reducing” or ”decimate” the density of DOFs by replacing the large correlation length
with a smaller one and changing consistently the effective dynamics. This procedure can
be iterated until the correlation length is of the order of unity, measured with the new
rescaled effective lattice spacing. This way, we eliminate all strongly coupled DOFs and
obtain an effective system with relatively simple uncorrelated DOFs. This method is called
coarse graining, and it is the base of the RG.

Let’s sketch this idea with a concrete visual example. Imagine observing with a micro-
scope a system at a given energy scale Λ0, which means that we are considering an ensemble
of DOFs with given particles spacing a0, which is proportional to the inverse of the energy
scale a0 ∼ 1/Λ0. Since physics is insensitive to fluctuations with lengths smaller than a0

or equivalently energies bigger than Λ0, for our microscope these DOFs are elementary. As
T approaches Tc, ξ becomes bigger, i.e. ξ > a0, and ”bubbles” of condensed DOFs start
to appear. This is shown in the first line of the graphic reported below.

T ∼ Tc

rescale

integrate

group

(1.19)

Since the ”bubbles” behaves like single DOF because of the strong correlation, Kadanoff
suggested doing three operations:

� grouping, or Kadanoff blocking, the strongly correlated DOFs to form the effective
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DOFs, whose ”centers of gravity” are spaced with a new length a1 > a0, i.e. there is
a new effective scale energy Λ1 ∼ 1/a1;

� integrating out the fluctuations inside each effective DOF, or equivalently all the
modes with length between a1 and a0 or with energy between Λ0 and Λ1;

� rescaling the new length/energy in order to make the system as similar as possible
to the starting not strongly correlated elementary system.

In particular, the third operation is simply achieved by zooming out with the microscope.
At the end of this operation, the new scale a1 will become the elementary length. This
way, we are ”hiding” the microscopic/elementary details, obtaining the desired effective
description. We use the verb ”to hide” because at the new scale we can not observe
directly the previous DOFs, but the integrated information is stored/hidden inside the
new effective dynamics.

Now we will take a quantitative example and we will present the example given by
Wilson in [29], making some little changes. Take a plane lattice with lattice spacing a0,
where at each site we have a spin with two configurations and the Hamiltonian given in
Equation (1.5). Since we are close to Tc, all the spins, contained in a square region with b2

spins 2, will be strongly correlated and we can suppose that in each b2-block only two states
are present: all up or all down. Then we define the renormalized block spins such that their

magnitude is ±1: in particular, the Fourier transform of the spin field σq = ζσ
(1)
bq . Due to

the rescaling of the new effective variable, the field can receive corrections to its canonical
dimension or equivalently can develop the anomalous dimension discussed in Section 1.2.
In this case it is given by the following relation

η = d+ 2− 2
ln ζ

ln b
. (1.20)

The Hamiltonian of the block spins is also constructed in such a way to have the same
form of (1.5) with the only substitution in the interaction coupling: K → K1 = f(K).
Reducing the dimension of the lattice implies

ξ1(K) ≡ ξ [f(K)] =
1

b
ξ(K) . (1.21)

At the critical point, Kc = f(Kc) so that ξ [f(Kc)] is infinite. Near Tc, or equivalently Kc,
we have f(K) −Kc = f ′(Kc) (K −Kc) , and using the Equation (1.21) and the behavior
of ξ near Tc, we get

ν =
ln b

ln f ′(Kc)
. (1.22)

2In [29] b = 2 and this is what is represented in the diagram (1.19). Not specifying the value of b is done
to stress the renormalization scheme dependence.
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Note that the choice of the value b and the shape of the block spins represent the renormal-
ization scheme: this means that in the RHS of (1.20) and (1.22) the scheme dependence
must cancel in order to match with the physical quantity on the LHS. Of course, apart
from toy models we have to rely on approximations and so we introduce some spurious
scheme dependence in the evaluation of η and ν.

For example, we can approximate this system with the Gaussian model. This approxi-
mation consists in smoothing the delta functions in the canonical partition function

Z =
∏
m

∫
(dsm)2δ(s2

n − 1)e(K/T )
∑
n,i snsn+î →

∏
m

∫
(dsm)e−

1
2
bs2m+(K/T )

∑
n,i snsn+î .

(1.23)

This mathematical trick to transform the sums into integrals can be interpreted as the
presence of noise in the evaluation of the particles configurations.
Completing the square and using the Fourier transform of the spin variable σq =

∑
n e−iq·n̂sn,

we get

Z =

∫
(dσq)e−

K
2T

∫
q[
∑
i | exp(iqi)−1|2+r]σqσ−q , (1.24)

where r = (bT − 2dK)/K. We can immediately see that for Tc = 2dK/b the parameter r
is zero as in the Landau theory. Since we are interested in long-range behavior, we expand
in q and then, because of practical reasons, change the integration from −π < qi < π
to 0 < |q| < 1. After the expansion in momenta and keeping only the leading term, we
obtain that ξ−2 ∼ r and the same scaling exponents of Landau theory. Now let’s apply
the Kadanoff idea, i.e. we integrate out modes with 1/b < |q| < 1 in such a way that

e−H1[σ(1)]/T =

∫
(dσ>)e−H[σ>]/T . (1.25)

Since there is no interaction between the modes, the Hamiltonian maintains the same form
apart from the fact that there is a different integration range. Now we do some scale changes
designed to make the effective Hamiltonian look as much like the original as possible.

Defining |q1| ≡ b|q|, such that 0 < |q1| < 1, the effective variable σq = ζσ
(1)
q1

= ζσ
(1)
bq ,

where ζ ≡ b1+d/2 and r1 = b2r or equivalently ξ1 = ξ/b, we can bring the Hamiltonian
in the same form. At this point using Equations (1.20) and (1.22), we find the critical
exponents of Landau theory, i.e. η = 0 and ν = 1/2.

The situation becomes more interesting if we consider the following modification

H[σ] =
1

2

∫
q
(q2 + r)σqσ−q + u

∫
q1

∫
q2

∫
q3

σq1
σq2

σq3
σ−q1−q2−q3

. (1.26)

Using the same procedure, for d < 4 and at the leading order in u

ζ1 = b1+d/2 , r1 = b2
[
r + 3c

u

1 + r

]
, u1 = b4−d

[
u− 9c

u2

(1 + r)2

]
, (1.27)
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where c = b2
∫

1/b<|q|<1 1. Iterating and keeping always the leading term in u, we obtain

the effective interaction that describes the behavior of the modes with 0 < |q| < b−`−1

r`+1 = b2
[
r` + 3c

u`
1 + r`

]
, u`+1 = b4−d

[
u` − 9c

u2
`

(1 + r`)2

]
. (1.28)

We can note that inside our approximation there are two fixed points, i.e. values of the
couplings that do not change after the coarse graining iteration, i.e. r? = r`+1 = r` and
u? = u`+1 = u`. One is the Gaussian fixed point where r? = u? = 0 and the other one is the
Wilson-Fisher (WF) fixed point. The first one is already treated in the Gaussian model,
while the latter one is a new feature due to the interaction term. The approximation of
keeping only the leading terms in u is justified for dimensions very close to d = 4, in fact
for infinitesimal ε = 4− d [31] the WF fixed point is located at

u? =
1

9c
(b4−d − 1) ∼ ln b

9c
ε , r? = − 3b2c

1− b2
u? ∼ −

b2c ln b

3(1− b2)
ε . (1.29)

Note that the position of the fixed point is scheme-dependent: this remains true even if
more sophisticated tools are implemented, as we will see later. Studying the stability of
the WF fixed point, we have(

r`+1 − r?
u`+1 − u?

)
∼M

(
r` − r?
u` − u?

)
, where M =

 b2
[
1− 3cu?

(1+r?)2

]
b23c
1+r?

bε18c(u?)2

(1+r?)3 bε
[
1− 18cu?

(1+r?)2

]  ,

and the eigenvalues are

λ1 = b2
(

1− ε ln b

3

)
, λ2 = 1− ε ln b . (1.30)

For sufficiently large n, using the fact that r ∝ τ and λ2 < 1, we have r`+n−r? ∝ λn1 (T−Tc)
and u`+n − u? ∝ λn1 (T − Tc). These relations imply that r`+n+1(T + Tcτ/λ1) − r? =
r`+n(T + Tcτ)− r? and u`+n+1(T + Tcτ/λ1)− u? = u`+n(T + Tcτ)− u?. Using the scaling
rule for the effective interactions

ξ(r`+n, u`+n) = b−`−nξ(r0(T − Tc), u0(T − Tc)) (1.31)

and the previous consideration, it holds

b−`−n−1ξ(τ/λ1) = b−`−nξ(τ) . (1.32)

Using the scaling law of ξ, we find Equation (1.22) with f ′(Tc) = λ1. Using (1.20) and
(1.22), we find

η = o(ε2) , ν =
1

2
+

ε

12
+ o(ε2) . (1.33)
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where the lowest order contribution to η is ∼ ε2, since it receives contribution from diagram
proportional to u2.

We conclude this section by pointing out the fact that even if the procedure depends
on scheme choices, which together with the approximation affects some quantities like the
fixed point position, it is possible to extract physical information. Then, the idea consists
in refining step by step consistently and systematically.

1.5 Wilsonian Renormalization Group

Along this chapter, we concentrated more on statistical mechanics system and in particular,
we observe the Renormalization machinery on Hamiltonians H. For the rest of the thesis,
we will treat continuum system whose dynamics is described by actions, since we are
interested also in high energy physics.

As we have seen in the previous section, the Wilsonian Renormalization Group consists
in the calculation of the functional integral by an iterative procedure where at each step the
functional integral involves only modes with momenta contained in a given finite range.
In particular, suppose that we observe with the microscope at length ∼ 1/Λ0, meaning
that we start with a theory with bare action S0 at some UV cutoff Λ0. The modes of the
field can be classified by the wave vector or, equivalently, by the momentum q, and by
construction all modes has |q| ≤ Λ0. Then, we zoom out and we want to know how the
effective dynamics look like. Zooming out means that we are observing the system at a
different energy scale Λ1 = Λ0/b, with b > 1. All the modes contained in the momentum
shell Λ1 < |q| < Λ0 represents fluctuations which we cannot see with current sensitivity of
the microscope, i.e. ∼ 1/Λ1. We denote modes in this momentum shell as fast modes, χf ,
and modes outside as slow modes, χs. Proceeding in the same way as in Equation (1.25),
the action at scale Λ1, denoted with S1[χs], is called Wilsonian Effective Action and is
defined as

e−S1[χs] =

∫
(dχ̂f ) e−S0[χ̂] ≡

∫
Λ1<|q|<Λ0

(dχ̂) e−S0[χ̂] , (1.34)

where we have split the measure in the path integral, i.e. (dχ̂) = (dχ̂s)(dχ̂f ). Note that by
construction, the partition function obtained by the functional integral over χ̂s of eS1[χs]

is equal to the original partition function, which together with the physical information
remains untouched. Whereas S0 is generally chosen to be a simple local functional of the
fields, for example take the scalar Z2-invariant theory

S0 =

∫
x

(
1

2
∂µχ∂µχ+

1

2
m2χ2 +

1

4!
λχ4

)
, (1.35)

the action S1 is composed by all manner of complicated interactions induced by the fluc-
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tuations, e.g.

S1 =

∫
x

(
Z(b)

2
∂µχ∂µχ+

1

2
m1(b)2χ2 +

1

4!
λ1(b)χ4 + . . .

)
. (1.36)

The Wilsonian Effective Action S1 represents the new action of the slow modes χs and it
encodes the effective dynamics at the new scale. Thus, it is true that the microscope at
the current scale ∼ 1/Λ1 is insensitive to the fast fluctuations, but the effective description
still maintains some information about the details of the microscopic theory. The new
couplings that appear in the interactions inside S1 encode the integrated information about
fast modes. Then, as we said in the previous section, the strategy consists in the iteration of
such a procedure. The integration, weighted with the factor e−S1 , over modes contained in
the momentum shell Λ2 < |q| < Λ1, with Λ2 = Λ1/b = Λ0/b

2, produces another Wilsonian
Effective Action S2 for the modes with |q| < Λ2. The procedure is iterated until one reaches
some infrared, macroscopic scale. From this point of view the Renormalization Group is
composed by transformations, defined by different scheme choices 3,

U(S0) = S1 → U(S1) = S2 → U(S2) = S3 . . .→ U(Sn−1) = Sn . (1.37)

Note that the result consists of a sequence of Wilsonian Effective Actions S0, S1, S2, . . . Sn
that are valid at decreasing cutoffs Λ0,Λ1,Λ2, . . .Λn, but all produce the same IR physics by
construction. This sequence of actions is the Wilsonian Renormalization Group. Contrary
to Perturbative Renormalization Group, the Wilsonian implementation is a “functional
renormalization” in the sense that at each step one renormalizes the whole action functional
and not just one or a few couplings. Note that for the moment we have only discussed
the grouping and integrating steps of the diagram (1.19). The rescaling step consists in
redefining the momenta so that they satisfy the original constraint, i.e. q′ ≡ q/b < Λ0. This
means that after zooming out we change units in such a way that the new scale appears as
the original initial scale. Since we want S1 to look as similar to S0 as possible, another part
of the rescaling consists of the normalization of the kinetic term. We will discuss further
this point along the thesis.

Each step of this procedure can be discrete like in the previous example or continuous.
The advantage of the latter case consists of the fact that it is possible to construct a dif-
ferential equation that describes the evolution of the action along an infinitesimal change
of the energy scale, i.e. Λ to Λ − δΛ. This is achieved by taking the number b close to 1
and, thus, making the difference between successive Wilsonian Effective Actions arbitrar-
ily small. After defining the ”RG time” t := − ln Λ

Λ0
, the exact Renormalization Group

equation (ERGE) reads

lim
b→1

Si − Si+1

1− 1/b
≡ dSt

dt
= T [St] , (1.38)

3As we already stress out in the previous section, for example the choice of b represents part of the
scheme choice.
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which is also called the flow equation. Note that the minus sign in the definition of the RG
time is conventional: it means that we are studying the flow from UV to IR.

The flow equation defines a beta functional, which describes the flow of the whole action.
We want to stress the following points

� since each step of the renormalization machinery involves an integration over a finite
range of momenta, the flow equation is finite;

� the Wilsonian Renormalization Group provides the non-perturbative definition of
Renormalization Group, since no assumptions have been made on the action;

� in a loop expansion the difference Si − Si+1 is calculated summing the contributing
Feynman diagrams where the integration over loop momenta is restricted to a shell
of thickness δq = (1 − 1/b) q. This means that each loop will give a contribution to
some power of δq/q = (1− 1/b). Taking the limit of continuous RG transformations,
higher loops becomes negligible and the Wilsonian RG will take the form of a one-
loop equation [32]. This apparent simplicity comes with a prize: the flow equation
gives the evolution of infinitely many couplings at the same time;

� in Equation (1.34) Λ1 acts as the UV cutoff of the modes that remain to be integrated
out, but it can also be seen as the IR cutoff of the modes that have already been
integrated out. From this point of view, the Wilsonian Effective Action would seem
to depend on two cutoffs. However, as we shall see, this is not a severe problem, since
we will not be interested in calculating the action but rather its beta functional, which
is UV finite. Thus, it is not necessary to specify the UV cutoff. In Chapter 2, we will
discuss that using an IR cutoff has other advantages.

Quoting Wilson [27], the general flow equation (1.38) can be seen as the analogous
equation to the second Newton’s law

dp

dt
= F (x, p) . (1.39)

The idea is that given an initial theory described by S0, there is a corresponding dynamics
varying the RG time. Like Newtonian dynamics, different scenarios can happens along the
flow, but the most simple case consists in reaching a stationary point or more precisely a
fixed point, i.e. an action S? that satisfies the conditions U(S?) = S? in the discrete case
and

T [S?] = 0 (1.40)

in the continuous case.
From this point of view, QFTs are trajectories in the infinite space of possible actions4,

4In Chapter 2, we will be more precise after defining the theory space.
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while fixed points correspond to CFTs, since they are invariant/stationary under the RG
transformation, and they represents a specific universality class.

As we have seen with the WF fixed point found in Section 1.4, the RHS of Equa-
tion (1.38) is affected by some arbitrariness due to the choice of the renormalization scheme.
This means that the form of S? depends on this choice, see the fixed point position in Equa-
tion (1.29). The scheme dependence is not the only arbitrariness that we have to deal with:
we can parameterize our theory in different ways, redefining the couplings and the fields.
Of course, it is useful to work with variables that have direct physical meaning, like the
order parameter. However, sometimes a change of variable can clear the picture of our
description. We will discuss this point further in Chapter 4. Therefore, in order to ex-
tract some universal quantities, like the critical exponents, the physical information must
be disentangled by the scheme dependence and the redundancies due to the freedom to
choose the variables. It is also important to keep in mind that the scheme dependence
is not harmless. Hiding is not the only result of the scheme dependence. Choosing some
particular scheme can wash out some fixed points and other possible configurations of the
Wilsonian Effective Action. This means that the scheme dependence choice must be done
carefully and according to the system that we want to analyze. In other words, the trans-
formation operator T in Equation (1.38) depends on the Wilsonian Effective Action and
the scheme dependence must be designed for the particular choice of the theory. We will
discuss this further and more precisely in Chapter 2 and in particular, we will see that this
remains true also for other versions of the ERG.
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Chapter 2

Exact Renormalization Group

’πάντα ρε̃ι ’
Heraclitus of Ephesus

The idea of this chapter consists of a review of the basic notions of ERG [33, 34] with
additional comments. Several concepts, that we encounter, will be treated and generalized
in Chapter 4. In Section 2.1, we introduce the generating functionals, which are useful
objects for QFT computations. In Section 2.2, we define the space parameterized by the
couplings of theories, which will be the stage of the dynamics described by ERG (1.38).
Following [34, 35], in Section 2.3 we specify the structure of ERG (1.38) and we obtain
the translation in mathematical language of the operations reported in diagram (1.19). In
Section 2.4, we present the Wilsonian ERG [29] and the sharp cutoff version of Wegner [32].
In Section 2.5 we analyze the properties of the fixed points presenting some exact results
of Wegner [35]: in particular, we classify the elements of the spectrum of the fixed points.
In Section 2.6, we show how the spectrum does not depend on the parameterization of the
couplings. In Sections 2.7 and 2.8, we move to the functional implementations of the RG
encountering two formulations: the Polchinski formulation, that is directly connected to
the Wilsonian ERG, and the EAA, that is connected by the Legendre transform. In both
cases, the Local Potential Approximation (LPA) is presented, however only for the EAA
method there are explicit details of numerical methods to solve it in d = 3. Finally, in
Section 2.9 we conclude by stressing some points on the effects of renormalization scheme,
parameterization of the action and renormalization conditions to the flow equation.

Note that every time we talk about quantum fluctuations, which are used in high
energy physics, we also include statistical fluctuations, which instead are used in statistical
systems like ferromagnets. In fact, the different implementations of the RG, and especially
the functional implementations, are characterized by the flexibility to be applied to many
different systems, from high energy to low energy physics.
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2.1 Generating functionals in QFT

In QFT all physical information is stored in correlation functions. In the path-integral
formalism, these are functionals Ô[χ̂] of the quantum field χ̂ averaged over all possible
field configurations (quantum fluctuations), in which each configuration is weighted with
e−S . Therefore, the most general objects which we wish to compute are expectation values
of observables Ô given by

〈Ô〉 := N
∫

(dχ̂) Ô[χ̂] e−S[χ̂] , (2.1)

where N−1 =
∫

(dχ̂) e−S[χ̂] and Ô[χ̂] = Ô is an observable expressed as generic functional
of the fields χ̂. For example, one could be interested in an n-point function of the field in
which case

Ô[χ̂] =
n∏
i=1

χ̂(xi) , (2.2)

but one could also be interested in products of composite operators at different points in
space.

The exact definition of the path integral measure depends on the regularization, and
typically it is defined by ∫

(dχ̂) e−
1
2
χ̂·MΛ·χ̂ = 1 , (2.3)

where Λ is the ultraviolet cutoff which we will formally take to infinity or to some scale
much greater than all relevant physical scales. The two-point function MΛ(x1, x2) can be
understood as a metric onM which is independent of the field χ̂ and should diverge in the
continuum limit, namely

lim
Λ→∞

MΛ →∞ . (2.4)

In the simplest case, MΛ(x1, x2) = αΛ2δ(x1, x2), where α is a positive constant.
We are at liberty to change the integration variable in the functional integral (2.1)

〈Ô′〉 = N ′
∫

(dχ̂′) Ô′[χ̂′] e−S
′[χ̂′] , (2.5)

provided the exponential factor transform as a density

e−S[χ̂′] = e−S
′[χ̂′[χ̂]] det

δχ̂[χ̂′]

δχ̂′
. (2.6)

Note that (2.5) is equivalent to the previous definition (2.1), since the observable O trans-
form as a scalar, i.e. O′[χ̂′] = O[χ̂]. The physical information that we measure is given
by generalized integral and this means that our description of the physical world possesses
some redundancies by construction. We will discuss more precisely the implications of
these redundancies in the next sections.
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In practice, the computation of correlation functions is facilitated by the introduction
of suitable generating functionals. For example, the generating functional Z[j] of the all
correlation functions for the field χ̂ is given by

Z[j] := 〈ej·χ̂〉 = N
∫

(dχ̂) ej·χ̂ e−S[χ̂] , (2.7)

while the generating functional W[j] of the connected correlation functions for the field χ̂
is given by

eW[j] := Z[j] , (2.8)

where j · χ̂ is a source term for the field χ̂. In presence of the source, expectation values
are given by

〈Ô〉j = e−W[j]〈ej·χ̂Ô〉 , (2.9)

and they reduce to (2.1) by taking j = 0. In practice, given (2.7) and (2.8), source-
dependent expectation values can be computed as

〈Ô〉j = e−W[j]Ô
[
χ̂

[
δ

δj

]]
eW[j] . (2.10)

For example, the n-point functions is obtained by

〈
n∏
i=1

χ̂(xi)〉 = e−W[j]
n∏
i=1

χ̂

[
δ

δj(xi)

]
eW[j]

∣∣∣∣∣
j=0

. (2.11)

GivenW[j], other generating functionals, related toW[j] by transformations and/or the
addition of further sources, can be considered1. For example, the one-particle irreducible
(1PI) Effective Action Γ[χ] is obtained by the Legendre transform

Γ[χ] = −W[j] + χ · j , (2.12)

where χ = 〈χ̂〉j is the mean parameterized field. Equivalently, Γ[χ] can be defined by the
solution to the integro-differential equation

e−Γ[χ] = 〈e(χ̂−χ)· δ
δχ

Γ[χ]〉 , (2.13)

with χ-dependent expectation values given by

〈Ô[χ̂]〉χ = eΓ[χ]〈e(χ̂−χ)· δ
δχ

Γ[χ]Ô[χ̂]〉 . (2.14)

Note that taking functional derivatives with respect to δ
δχΓ[χ] and evaluating on shell, i.e.

δ
δχΓ[χ] = 0 , we obtain all the connected n-point functions.

In Chapter 4, we will change the notation in order to generalize all this construction.

1We will explore more this freedom in Chapter 4.
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2.2 Theory space

Since the action is the dynamical variable of the Wilsonian RG, let’s analyze this element.
The Wilsonian Effective Action St can be expressed in terms of an operator basis {Oi},
that generically are monomials of the fields and their derivatives. In fact, the action is
a quasi-local functional of the fields, since typically the expansion does not have a finite
number of terms. Then, each operator is weighted by a scale-dependent parameter, or
coupling, {gi}

St[χ̂] =
∑
i

gi(t)Oi[χ̂] , (2.15)

where {Oi} shares the same symmetry properties of St. As we note in Section 1.5, even
if we start with a simple action at initial scale Λ0, quantum fluctuations will generate all
possible operators compatible with the symmetry of our system. Therefore, the idea is
starting from the symmetry, then writing down a complete operator basis compatible to
that symmetry and finally writing St as in Equation (2.15).
From dimensional analysis, each coupling has a canonical dimension and we can define
dimensionless couplings using the energy scale Λ

g̃i := Λ−∆i gi , (2.16)

where ∆i is the canonical dimension associated to gi. The space spanned by {g̃i} is called
theory space, which can be treated as a manifold (for a discussion on the geometry of theory
space see [36, 37, 38]), and we can perform change of coordinates redefining the couplings.
A first classification of the couplings is done respect to the classical dimension

� canonically relevant if ∆i > 0;

� canonically irrelevant if ∆i < 0;

� canonically marginal if ∆i = 0.

Of course, this classification does not take into account the effect of quantum fluctuations
that can add quantum contributions to the classical scaling and change the nature of the
couplings. Plugging Equation (2.15) into Equation (1.38), we can extract the evolution of
all the couplings of the Wilsonian Effective Action respect to the RG time

dgi
dt

= βi(gj) . (2.17)

This is the dimensionful version of the flow equation, but since we want to study trajectories
in theory space, we move to the dimensionless version. The dimensionless beta functions
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that describe the evolution or the running of the corresponding dimensionless couplings
have the following structure

dg̃i
dt

= β̃i(g̃j) = −∆i g̃i + α(g̃j) , (2.18)

where the first term on the RHS is the classical contribution and the second term represents
the quantum fluctuations contributions. These two contributions together represent the
transformation operator T on RHS of (1.38) in theory space. Since the beta functions
do not depend explicitly on t, this system of equations is autonomous. The β̃i can be
viewed as a vectorfield on theory space describing the evolution of the system and a single
trajectory represents a theory. Therefore, QFTs are represented by trajectories in theory
space, while we find CFTs at fixed points, which are the points in the theory space where
all the dimensionless beta functions are zero, i.e. T [S?] = 0. Trivial examples of CFT
are the Gaussian or free theories , where all interaction couplings, i.e. operator terms that
contain more than two fields, are zero. The perturbative approach to QFTs investigates
the theories at an infinitesimal distance from the Gaussian theories.

Another classification of couplings is based on their connection to redundancies that
are present in QFTs by construction. In particular, a coupling is defined

� essential if it enters into physical observables and, as a consequence, cannot be elim-
inated by a field redefinition;

� inessential if it can be eliminated from the action by a field redefinition.

The prototypical example of inessential coupling is the wave function renormalization con-
stant, which is eliminated by the normalization of the kinetic term. The wave function
renormalization constant is just the simplest example, but there are infinitely many ways
of redefining the field and therefore in the action (2.15) there are infinitely many inessential
couplings2. Consequently, any change in the couplings3 gi → gi+δgi which is equivalent to
a field redefinition gives a theory that is physically equivalent to the original theory. Put
differently, there are directions in theory space along which all physical quantities remain
unchanged. These directions form ”sub-manifolds of constant physics” in theory space.
Locally in theory space, we can therefore work in a coordinate system {gi} = {λa, ζα}
adapted to these sub-manifolds where λa are the essential couplings which will appear in
expressions for the physical observables (2.1). The remaining couplings ζα are therefore
the inessential couplings. It is well known that the S-matrix is not affected by field redefi-
nitions. Thus, if a term in the action can be eliminated by a field redefinition, it does not
have any effect on physically measurable quantities such as cross sections.

2It would be convenient to define the physical theory space as the quotient of the space of the functionals
St by the field reparameterizations.

3Here we are using δ to denote a variation of the couplings keeping field variables fixed.
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Since the variation ζα → ζα + δζα is equivalent to a field redefinition, let’s consider
the effect on the Lagrangian of an infinitesimal field redefinition χ̂ → χ̂ + δχ̂, with δχ̂ =
f(χ̂, ∂χ̂, . . .), where the dots stand for terms containing second and higher derivatives of
the field. Varying the action and integrating by parts as usual, at tree level we obtain
[39, 40]

Lt → Lt +

(
δLt
δχ̂
− ∂µ

δLt
δ∂µχ̂

+ . . .

)
δχ̂+ ∂µ

(
δLt
δ∂µχ̂

δχ̂+ . . .

)
. (2.19)

The first term is proportional to the equation of motion (EOM) and the second one is a
total derivative. Thus, at tree level the action transforms as

St → St + δχ̂ · δSt
δχ̂

. (2.20)

We can see that any additional term in the action vanishes on-shell, or equivalently any
term proportional to the EOM can be eliminated by performing a field redefinition.

From this consideration, we can define inessential coupling ζ ”at tree level” as follow

ζ
∂

∂ζ
St = Φ[χ̂] · δSt

δχ̂
, (2.21)

where Φ is a quasi-local functional of χ̂. The quantum contributions to the previous
equations come from the form of T in Equation (1.38) and, consequently, depend on the
renormalization scheme choice. However, if we are close to the Gaussian theory, then there
is always a hierarchy between the tree-level contribution and the quantum contribution.
This means that sufficiently close to the Gaussian theory, we can assume that the inessential
couplings will be associated with terms proportional to the EOM. This situation is similar
to the hierarchy present in Equation (2.18) between the classical term and the quantum
contribution when we are close to the free theories.

Typically one can think that the classification in essential and inessential does not
depend on the form of the action, like the canonical classification coming from the clas-
sical dimension. As we already said, the full dimension depends on the action since the
corrections depend on the form of the interactions. In a different way, also the concepts
of essential/inessential couplings are not given a priori, but come from the form of the
action. In particular, for a given action the inessential couplings are simply defined by
Equation (2.21). This means that couplings, that in some cases are inessential, can be
essential in different cases and viceversa.
To clarify this point, let’s consider a Gaussian theory at order 2n

SG,2n :=
ζ2n

2

∫
x
χ̂

n∏
i=1

(
−∂2 +m2

i

)
χ̂ . (2.22)
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The propagator is

Π =
1

ζ2n

n∏
i=1

1

p2 +m2
i

, (2.23)

and using the residue method or the induction proof, it is possible to show that

Π =
1

ζ2n

n∑
i=1

c
(n)
i

p2 +m2
i

, where c
(n)
i ≡

n∏
j=1
j 6=i

1

m2
j −m2

i

. (2.24)

From this equation, it is manifest that the Gaussian theory at order 2n describes the
propagation of n massive particles with masses mi even if there is a single scalar field

in the theory. Moreover, looking at the structure of the c
(n)
i , for n ≥ 2 there are either

ghosts or tachyons. It is clear that ζ2n is inessential, while the mass parameters mi are not.
This means that the couplings associated with the operators

∫
x χ̂(−∂2)sχ̂ are essential for

0 ≤ s < n, since they contain the mass parameters of the theory and are not proportional
to EOM. The coupling associated to

∫
x χ̂(−∂2)nχ̂, or equivalently ζ2n, is inessential, since

its value can be set to any non-zero value using the Equation (2.20). Typically, it is
canonically normalized to one and it cannot be set to zero because this would eliminate
the tree level action and change completely the nature of the theory. Finally, the operators∫
x χ̂(−∂2)sχ̂ with s > n can be written in terms of operators already contained in the tree

level action and therefore are inessential. To reiterate, if we are studying the ”standard”
Gaussian theory (n = 1), the coefficient of

∫
x χ̂(−∂2)χ̂ is inessential, but it is not if we are

considering a higher derivative Gaussian theory (n > 1). We will discuss again this subject
in Chapter 5, when we will discuss gravity theories.

There is also the trivial case for n = 0, which means that the action is just a mass
term and the EOM is trivial, i.e. χ̂ = 0. This point is called high temperature point and
describes a theory where the mass parameter dominates and nothing propagates. Note
that in this theory everything is inessential.

Note that even if we are dealing with a single scalar field, we have to say ”Gaussian
theories”: Gaussian theory means that only quadratic terms in the fields are present, but
it does not specify the order of the kinetic operator.
For the rest of the thesis, the term Gaussian theory is understood to be the case n = 1
and in the other cases we will talk about higher derivative Gaussian theory.

2.3 Generators of the Renormalization group

In this section, we will review the construction of ERGEs following Wegner [35]. As we
have discussed in Chapter 1, the RG machinery is composed of operations summarized
in diagram (1.19) and starting from those considerations we construct the general RG
approach to construct the ERGE.

The RG must be composed by two operations
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� dilatation transformation
Under dilatation the positions, and consistently the momenta, transform as x→ eω x
and p→ e−ω p, while the variable transforms as

χ̂(x)→ e−∆χωχ̂(e−ωx) = χ̂− ω (x · ∂x + ∆χ) χ̂+ o(ω2) , (2.25)

where ∆χ = d−2
2 is the classical dimension of the field χ̂, and the action

St[χ̂]→ St[χ̂] + ω Tdil · St[χ̂] + o(ω2) , (2.26)

Tdil · S[χ̂] = −ψdil(x)
δ

δχ̂(x)
· St[χ̂] , (2.27)

ψdil := Λ−∆χ

(
−xµ∂µχ̂(x)− d− 2

2
χ̂(x)

)
, (2.28)

where in ψdil the first term accounts for the rescaling of the coordinates and the
second accounts for the rescaling of the field. In particular, if we have a term Ξ[ϕ] =
O(ϕn, ∂s) in the action, such that Ξ[ϕ] has canonical dimension n(d− 2)/2 + s− d,
one can show that

ψdil ·
δ

δϕ
Ξ[ϕ] = − (n(d− 2)/2 + s− d) Ξ[ϕ] . (2.29)

The operator (2.28) applied to a functional of the field χ̂, counts its canonical dimen-
sion. In Appendix A, we show the steps to obtain Equation (2.29).

This transformation is simply the mathematical translation of the rescaling operation
shown in the diagram (1.19).

� transformation of the variables
Suppose

χ̂→ χ̂+ εΦ[χ̂] , (2.30)

where ε is infinitesimal and Φ is a quasi-local functional of the field χ̂, which depends
on St. The action St transforms as

St[χ̂]→ St[χ̂] + εΦ[χ̂] · δSt[χ̂]

δχ̂
, (2.31)

and the functional measure

(dχ̂)→ (dχ̂)

(
1 + ε

δΦ[χ̂]

δχ̂

)
. (2.32)

From the previous equations, we obtain

Z[0]→
∫

(dχ̂) exp

[
−St[χ̂]− ε

(
Φ[χ̂] · δSt[χ̂]

δχ̂
− Tr

δΦ

δχ̂

)]
. (2.33)
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From this equation it is clear that Z is invariant under the transformation

St[χ̂]→ St[χ̂] + ε

(
Φ[χ̂] · δSt[χ̂]

δχ̂
− Tr

δΦ[χ]

δχ̂

)
. (2.34)

At this point we can complete the definition of inessential couplings given in Equa-
tion (2.21) by stating that ζ is inessential if

ζ
∂

∂ζ
St = Φ[χ̂] · δSt

δχ̂
− Tr

δΦ[χ]

δχ̂
, (2.35)

where Φ is a quasi-local functional of χ̂. Note that the first term on the RHS, or tree
level term as we denote it in the previous section, is proportional to the EOM, while
the second term on the RHS represents the quantum contributions to the definition
of inessential couplings.

Then, we define the operator that produces this transformation

Ttra[Φ] · S[χ̂] := Φ[χ̂] · δS[χ̂]

δχ̂
− Tr

δΦ[χ]

δχ̂
. (2.36)

This operation is the mathematical translation of the Kadanoff blocking and in-
tegration seen in diagram (1.19). Thus, in this operation the scheme dependence
choice is contained, since it represents how we perform the blocking and integration
procedures. In considering transformations we have in mind dilatation-free transfor-
mations, i.e. transformations that leave unchanged the lengths of the system. We
require this because we want the two operations to be independent.

Therefore, the ERGE, introduced in Equation (1.38), will have the following structure

dSt
dt

= T [Φ] · St[χ̂] = Tdil · St[χ̂] + Ttra[Φ] · St[χ̂] , (2.37)

where the first term on the RHS acts linearly on St, while the second one on the RHS does
not since Φ depends on St.
In [35], Wegner observes that the independence of Φ respect to St normally leads to severe
UV divergences and, consequently, non-linearity of the ERGE introduced by Ttra[Φ] is
”essential”. However, within a certain region in theory space we are free to choose the
dependence of Φ on St. We will also see that this choice is not harmless: in fact, it can
exclude the investigation on some sub-manifolds of the theory space. For example, if we
start with the Gaussian theory, we cannot reach the higher derivative fixed point. We will
discuss further this point.
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2.4 Wilsonian exact RG equation

In [35], it is discussed how to choose Φ in order to reproduce the ERGE discovered by
Wilson in [29]4. In particular, it holds

ΦWil =
∂α

∂t

(
χ̂− δSt

δχ̂

)
, (2.38)

where the function α is introduced to separate small momenta modes from large momenta
modes. The idea is to choose a shape for this function such that slow modes are frozen, i.e.
their contribution to the functional integral is negligible, while fast modes are completely
integrated out. Equivalently, we can say that the strategy consists in an incomplete inte-
gration in which large momenta are more completely integrated than small momenta. For
this reason, this function is called cutoff function. Wilson’s choice is

α(t) = p2(e2t − 1) + ρ(t) , ρ(0) = 0 , (2.39)

where the function ρ allows the normalization of the kinetic term. This way, Wilson
generalizes the idea of Gell-Mann and Low of making the transformation

χ̂(x)→ Z χ̂(x) , (2.40)

where Z is the wave function renormalization constant, to the new transformation [41, 42]

χ̂(x)→
∫
x′
Z(x, x′) χ̂(x′) . (2.41)

The kernel Z(x, x′) implements the separation of modes, weighting them in different ways,
and introduces a non-locality, that makes the method a really efficient calculational tool.
Wilson introduces the idea of a smooth integration of modes, that is achieved through
the smooth choice of the function α. The smoothness implies that there is a contribution
coming from slow modes, which must be negligible respect to the fast mode contribution.
This function contains information about the renormalization scheme choice, since it tells
us how we separate fast modes from slow modes. Using ΦWil, the Wilson’s ERGE reads

dSt
dt

= Tdil · St + Tr

[
∂α

∂t

(
δ2St
δχ̂δχ̂

− δSt
δχ̂

δSt
δχ̂

+ χ̂
δSt
δχ̂

)]
. (2.42)

The trace is typically done in momentum space, where the function α is a local function,
see Equation (2.39). In particular, the choice of the function ρ is important, since not all
choices reproduce fixed point solutions. As we already said and we will repeat, the RG
scheme is not harmless. In [43], it is shown that at the fixed point solution

∂ρ

∂t

∣∣∣
?

= 1− η
2
. (2.43)

4To obtain exactly the same send Ht → −St.
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Moreover, since ρ is connected to reparameterization invariance, there is a corresponding
inessential coupling, which is associated to the following operator

Opar = Tr

[
δSt
δχ̂

δSt
δχ̂
− δSt
δχ̂δχ̂

+ χ̂
δSt
δχ̂

]
. (2.44)

For more details see [44].
In [32] Wegner presents his version of the ERGE

dSt
dt

= Tdil · St + lim
t→0

1

2t
Tr′

[
ln

(
δ2St
δχ̂δχ̂

)
− δSt
δχ̂

δSt
δχ̂

(
δ2St
δχ̂δχ̂

)−1
]
, (2.45)

where the primes in the trace represent the fact that we integrate modes contained only
in the momentum shell (Λ − δΛ,Λ). A detailed presentation is contained in [45]. This
equation is the first equation where it is implemented the idea of a sharp cutoff, which
means that slow modes are completely separated from fast modes and slow modes do not
contribute at all to the functional integral during the infinitesimal RG step. The problem
with sharp cutoffs is that typically they introduced non local terms in position space, so
smooth cutoffs are preferred.

2.5 Fixed points and scaling exponents

In this section, we will follow [35] and present the properties of fixed points using the general
ERGE. Fixed points of the exact RG are found by looking at t-independent solutions of
Equation (2.37) such that the fixed point action S? obeys

T [Φ?] · S? = Tdil · S? + Ttra [Φ?] · S? = 0 , (2.46)

which in general defines a relationship between Φ? and S?. Thus, the action generated by
the dilation transformation

S? + ε Tdil · S? (2.47)

are equal to the action generated by the transformation

S? + ε Ttra [−Φ?] · S? . (2.48)

There is a special class of fixed point, that is called trivial fixed points, where Equa-
tion (2.46) is satisfied by actions that satisfies Tdil · S? = Ttra [Φ?] · S? = 0. The main
examples of trivial fixed points consist in the Gaussian fixed points (GFP), where all es-
sential couplings are zero 5

SGFP,2n :=
1

2

∫
x
χ̂
(
−∂2

)n
χ̂ . (2.49)

5Having in mind what we already said into Section 2.2, we have set ζ2n = 1.
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Analogously to the Gaussian theories, for the rest of the thesis, the term GFP is understood
to be the case n = 1 and in the other cases we will talk about higher derivative Gaussian
fixed point. The trivial case n = 0 will be denoted by high temperature fixed point.

Now, we want to study the properties of a fixed point solution and in order to do that
we perturb the fixed point. Suppose to add eigenperturbations, such that St = S? + δS?
and Φ = Φ? + δΦ, where

δSt = ε
∑
i

eλitOi , δΦ = ε
∑
i

eλitΩi , (2.50)

for an infinitesimal ε. Then, the eigenvalue equation is obtained from Equation (2.37)

ε
∑
i

eλitλiOi = T [Φ? + δΦ] · (S? + δSt) = ε
∑
i

eλit {T [Φ?] · Oi + Ttra[Ωi] · S?}+ o(ε2) .

Since every term in the sum is linearly independent, we obtain all the eigenvalue equations
projecting on the eigenperturbation basis.
In particular, defining the scaling exponents θ := −λ, we classify the eigenvalues as

� relevant if θ > 0: these directions are IR attractive;

� irrelevant if θ < 0: these directions are IR repulsive;

� marginal if θ = 0: at linear level no dependence on the RG time.

At GFP, using Equation (2.51) it holds that θi = ∆i , and, consequently, the concept of
canonical dimension coincide with the notion of scaling exponents.
Since a fixed point solution represents a universality class, the θs are the scaling expo-
nents that characterize that universality class. The critical exponent ν is given by minus
the inverse of the most relevant eigenvalue6 (see Equation (1.17)). The other critical ex-
ponent η is the eigenvalue associated with the eigenperturbation linear in the field (see
Equation (1.17)). Finally, all the other eigenvalues represent the corrections to these two
exponents: in particular among them we also find ω, i.e. the lowest irrelevant eigenvalue,
introduced in Table 1.1.

Then, let’s consider a particular perturbation S? → S? + ε eλtTtra[φ] · S? and Φ? →
Φ? + ε eλtΩ̂[φ], where we relax the condition on Ω̂ to be dilatation-free. The eigenvalue
problem reads

ε eλtλ Ttra[φ] · S? = T
[
Φ? + ε eλtΩ̂[φ]

]
·
(
S? + ε eλtTtra[φ] · S?

)
+ o(ε2) , (2.51)

that gives

λ Ttra[φ] · S? = Ttra

[
K [Ψ? − ψdil;φ] + Ω̂[φ]

]
· S? + o(ε) , (2.52)

6Excluding the trivial one, which is related to the vacuum energy and can be disregarded for systems
without gravity.
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where

K [Φ1; Φ2] := Φ1
δΦ2

δχ̂
− Φ2

δΦ1

δχ̂
. (2.53)

Choosing

Ω̂ = αφ−K [Φ? + ψdil;φ] , (2.54)

we can change the eigenvalue λ to any value α we want. Since for infinitesimal ε the action
is invariant under the additional term Ttra[φ] · S? and λ is completely scheme dependent,
the eigenperturbations of the form

Ttra[Φ] · S? , (2.55)

for any quasi-local functional, are called redundant.
Le’s return to the general eigenvalue problem

ε eλt λ Ô = T
[
Ψ? + ε eλtΩ̂

]
·
(
S? + ε eλtÔ

)
. (2.56)

Then we choose {Oi} such that they form a complete set of linearly independent non-
redundant eigenoperators, i.e. linearly independent of any redundant operator, so that

Ô =
∑

αiOi + Ttra[φ] · S? (2.57)

vanishes only for αi = 0 and Ttra[φ] · S? = 0. In the same way we expand Ω̂

Ω̂ =
∑

αiΩi + Ω̄[φ] . (2.58)

Inserting these ansatzs inside the Equation (2.56), we obtain that any operator Ô with at
least one non-vanishing αi is determined uniquely, modulo additional redundant operator,
and its eigenvalue is independent of Ωi, i.e. it is scheme independent. These operators are
called scaling operators.

Therefore, Wegner [35] has shown that eigenperturbations fall into two classes:

� scaling: the corresponding θ does not depend on the RG scheme;

� redundant: the corresponding θ does depend on the RG scheme.

Thus, redundant eigenperturbations store no physical information, conversely the scaling
operators have scheme independent universal scaling exponents and are physical pertur-
bations of the fixed point. Moreover, since couplings associated with redundant operators
have scaling laws that depend completely on the RG scheme choice, to study a fixed point
we need only the scaling exponents coming from the couplings associated with scaling
operators.
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Close to the generic GFP, the redundant operators are given by operators of the form

1

2

∫
x

Φ[χ̂]
(
−∂2

)n
χ̂+ quantum corrections . (2.59)

Close to the GFP, there is a hierarchy between the first term, i.e. the tree-level term, and
the second term, which comes from the quantum corrections. Therefore, at the generic
GFP all operator

∫
x χ̂

(
−∂2

)s
χ̂ with s ≥ n is redundant and, since their value is completely

scheme dependent, we can set to zero all the terms with s > n and canonically normalize
to one the term with s = n. As we said for Gaussian theories, we cannot set it to zero
because in this way we would kill the tree-level term and change the universality class.

We see that the concepts of this section are in one-to-one correspondences with those
of Section 2.2. The classical dimensions, that are just the eigenvalues at the GFP, are
generalized to the scaling exponent θ, and the concepts of essential/inessential valid for
QFTs are transposed to the concepts of scaling/redundant at the CFTs or fixed points.
As for the previous concepts, there is no connection between relevant/irrelevant/marginal
and scaling /redundant. Usually essential and inessential are also used for the couplings
associated with scaling and redundant operators at fixed points, so we will also adopt this
interchangeable notation.

In this section, we have considered the general case to study the properties of scaling
and redundant operators without relying on approximations. However, from a practical
point of view, we are obliged to rely on approximations. The unavoidable approximation
consists of the truncation of the expansion in Equation (2.15), since for practical reason we
can deal only with a finite number of terms in computations. The approximations usually
bring some RG scheme dependence on the scaling operator’s scaling exponents. From a
geometrical point of view, the sub-manifold of constant physics, given by the inessential
directions, mixes with the essential directions.

We conclude this section by stressing again the fact that the concept of inessential
coupling depends on the action choice and therefore, as we have seen at the generic GFP,
operators that are redundant at one fixed point can be scaling at another fixed point and
viceversa. This means that our initial choice can exclude some parts of the theory space.
In order to stress this dependence, in Chapter 4 we will use the following notation

T (S?)Φ[χ̂] ≡ Ttra[Φ] · S? . (2.60)

2.6 Properties of critical exponents

In this section, we will present how the critical exponents or the scaling exponents arise
from the beta functions of the couplings [40]. The idea is to follow the same procedure of
Equation (2.51). Inserting in Equation (2.18) g̃i = g̃i? + yi, for small y we obtain

dyk

dt
= β̃k(g̃i − g̃i?) =

∑
i

Mk
i y
i +
∑

Nk
ij y

i yj + o(y3) . (2.61)
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where

Mk
i :=

∂β̃k

∂g̃i

∣∣∣
?
, Nk

ij :=
1

2

∂2β̃k

∂g̃i ∂g̃j

∣∣∣
?
. (2.62)

Keeping the linear part and diagonalizing, za =
(
S−1

)a
i y
i and (S−1)aiM

i
j S

j
b = −θaδab ,

we reobtain the scaling laws for the eigenperturbation that we introduced in the previous
section

za = Ca e−θa t . (2.63)

It is important to note that in general a fixed point cannot be said to be a IR fixed point or
an UV fixed point: in fact, there will be IR attractive/UV repulsive directions, from which
it can be approached in the IR, and IR repulsive/UV attractive directions, from which it
can be approached in the UV.

Now let’s analyze the properties of the critical exponents under a reparameterization
of the theory space. Suppose that we change coordinates in theory space

g̃′i = g̃′i(g̃j) , (2.64)

which implies that the dimensionless beta functions transform as a vector field

β̃′i =
(
J−1

)i
j β̃

j , where J ij =
∂g̃i

∂g̃′j
and

(
J−1

)i
j =

∂g̃′i

∂g̃j
. (2.65)

The stability matrix transforms as follow

M ′ij =
(
J−1

)i
aM

a
bJ

b
j + Jbj

∂2g̃′i

∂g̃b∂g̃a
β̃a , (2.66)

which implies that the scaling exponents are independent of the choice of coordinates in
the theory space.

As we already said in the previous section, inessential couplings are not required to
tend to a fixed value, since they have scaling laws completely dependent on the scheme
and, consequently, do not affect physical observables.

2.7 Polchinski ERGE

In this section, we will present the ERGE discovered by Polchinski in [46]. In this new
approach, we start from the Wilson idea of incomplete integration of modes and then we
construct the flow in such a way that the flow equation is functional. This means that
we are interested not in the flow of all couplings at once, but in the functional flow of the
operators that enter into the action. Therefore, we expand the action as follow

St[χ̂] =
∑
α

Oα[χ̂, t] , (2.67)
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contrary to Equation (2.15). For this reason, Polchinski’s ERGE is the first example of
functional ERGE (FERGE). Of course, the functional RG flow contains the flow of all the
couplings, since the operators Oα[χ̂, t] can be Taylor-expanded in monomials of the fields
and their derivative recovering Equation (2.15). A trivial example is given by the potential
operator that contains all the coupling of monomials of the fields by definition.
The idea of functional RG is to condense many, usually infinite terms, of the expansion in
Equation (2.15) and explore non-perturbative regions of the theory space, or equivalently
regions far from the GFPs.

Also for this case, we will present the scalar case to avoid technicalities. The starting
point is the modification of the kinetic term. In particular, we define7

∆Λ(p2) = p−2CUV(p2/Λ2) , (2.68)

such that it is a massless propagator whose momentum p is cutoff by an UV cutoff Λ.
We require that the cutoff function CUV is analytic at p2 = 0 and that CUV(0) = 1 (so
that physics is unchanged at scales much less than Λ), and CUV goes to zero as p2 → ∞
sufficiently rapidly. Then, we modify the generating function as follow

ZΛ[j] = N
∫

(dχ̂) e−S(χ̂,Λ)+j·χ̂ , (2.69)

S(χ̂,Λ) :=
1

2
χ̂ ·∆−1

Λ · χ̂+ Sint
Λ (χ̂) . (2.70)

Taking the logarithmic derivative respect to Λ, we obtain

Λ
dZ

dΛ
= −N

∫
(dχ̂)

(
1

2
χ̂ · Λ d

dΛ
∆−1

Λ · χ̂+ Λ
d

dΛ
Sint

)
e−S(χ̂,Λ)+j·χ̂ , (2.71)

and then choosing8

Λ
d

dΛ
Sint =

1

2

∂Sint

∂χ̂
· Λ d

dΛ
∆Λ ·

∂Sint

∂χ̂
− 1

2
Tr

∂2Sint

∂χ̂∂χ̂
· Λ d

dΛ
∆Λ , (2.72)

the integrand in the functional integral becomes a total derivative

Λ
dZ

dΛ
= N ′

∫
(dχ̂) Λ

∂

∂Λ
∆Λ ·

∂

∂χ̂
·
(

∆−1
Λ · χ̂+

1

2

∂

∂χ̂

)
e−S(χ̂,Λ)+j·χ̂ , (2.73)

where N ′ = N exp Tr ln ∆Λ, and we have

Λ
dZΛ

dΛ
= 0 . (2.74)

7In [46], Polchinski puts the mass into the definition of ∆Λ.
8For a more detailed computation, see [47]
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From these passages, it is clear that if we reduce Λ and simultaneously we change Sint
Λ as

in Equation (2.72), ZΛ and its derivatives, i.e. n-point functions, do not change. Equa-
tion (2.72) is the Polchinski version of the ERGE, which is UV-finite since all momentum
integrals are regulated by the CUV.
As modes are removed from the propagator, compensating terms must be added to Sint

Λ

and, therefore, a simple action in UV can turn into an involved one, like in the Wilsonian
case. From a diagrammatic point of view we have the following interpretation for the first
term in Equation (2.72)

(2.75)

and for the second term

(2.76)

which shows how more involved interaction terms are generated along the RG flow. The
Wilsonian Effective Action is achieved using the following identification

SWil
Λ =

1

2
χ̂ ·∆−1

Λ · χ̂+ Sint
Λ . (2.77)

Note that on the RHS of Equation (2.72), there is not the dilatation term. This is due to
the fact that we are presenting the dimensionful version of the flow equation, analogous to
Equation (2.17). Rescaling every quantity by Λ produces on the RHS the dilatation term
and so the dimensionless version of the flow equation, analogous to Equation (2.18) and
(2.37) and which is needed to find the fixed points.
After inserting the dilatation term, Wilson’s flow equation (2.42) is identical to (2.72), after
the transformation [48, 49]

χ̂→
√
CUVχ̂ . (2.78)

In order to solve Equation (2.72), we have to rely on approximations. In the following
subsection, we will present the Local Potential approximation.
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2.7.1 Local potential approximation in Polchinski ERGE

Consider only the potential operator, Sint
Λ =

∫
x V (χ̂,Λ) disregarding all higher derivative

terms. Then, the flow equation reads

Λ
dV

dΛ
=

α

Λ2

(
∂V

∂χ̂

)2

− γΛd−2 ∂
2V

∂χ̂∂χ̂
, (2.79)

where α = −C ′UV(0) and γ = −
∫
pC
′
UV(p2). Rescaling the variables χ̂ → √γ Λd/2−1χ̂ and

V → (γ/α)Λd V , we have

∂tV = −d V +
d− 2

2
χ̂
∂V

∂χ̂
+

(
∂V

∂χ̂

)2

− ∂2V

∂χ̂∂χ̂
, (2.80)

where t = ln Λ/Λ0, for some arbitrary initial scale Λ0
9. Note that the structure is analogous

to Equation (2.37): in fact, on the RHS we find the dilatation contribution (2.27) linear
in the potential and the ”blocking contribution”, analogous to (2.36) and which instead
is not linear in the potential. It is interesting to introduce a Gibbsian-like measure µ :=
exp [−V (χ̂, t)], and the previous flow equation becomes [50]

∂tµ = −dµ lnµ+
d− 2

2
χ̂
∂µ

∂χ̂
− µ ∂2µ

∂χ̂∂χ̂
. (2.81)

Looking for fixed points, i.e. solutions such that ∂tµ? = 0, we find three trivial fixed points

� µ? = 1 or equivalently V? = 0, which is the Gaussian fixed point;

� µ? = exp
[
−1

2 χ̂
2 + 1

d

]
or equivalently V? = 1

2 χ̂
2 − 1

d , which is the High temperature
fixed point10;

� µ? = 0, which is called the Low temperature fixed point11.

More interesting are non-trivial solutions which give zero because of cancellation between
the dilatation part and the transformation part. In dimensions lower than 4, we can find the
WF fixed point and linearizing around this solution we can evaluate the critical exponents
of the Ising model. As soon as we decrease the dimension lower than 3, more and more
non-trivial fixed points appear until we reach d = 2, where we have infinite universality
classes [51]. In order to find the critical exponents, the flow equation must be solved
numerically and then perturbed to find the spectrum. For example, in [52] for d = 3 it is
found: ν = 0.687(1), ω = 0.595(1) and η = 0. To improve the evaluation of the critical

9Note that respect to Equation (1.38) and (2.37), there is no minus sign in the RG time definition. This
means that we are looking to flow from the IR to the UV region.

10Note that the potential is composed only by the mass term which dominates upon all the other terms.
11Note that this FP can be seen only reparameterizing the flow equation in terms of µ.
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exponents, we have to increase the truncation and add new operators in the approximation
of the action [48, 49, 53]

Sint
Λ =

∫
x
V (χ̂,Λ) +

1

2

∫
x
z(χ̂,Λ)∂µχ̂∂µχ̂+ . . . . (2.82)

This kind of expansion is called derivative expansion and it will be discussed further in the
next section.

2.8 Effective Average Action method

In this section, we will present another version of functional ERGE.
As we discussed in Chapter 1, the Kadanoff-Wilson’s idea of coarse graining consists

of mapping actions onto other actions at different scales. Then the actions obtained are
the actions of the modes that have not yet been integrated out in the partition function.
This remains true also for the functional implementation of Polchinski. The drawback of
working with the Wilsonian Effective Action is that these actions are very abstract objects,
since they enter into functional integrals and their meaning is not ”transparent”. Instead of
computing this sequence of Hamiltonians or actions, we can compute the Gibbs free energy
or Effective Action Γ of the fast modes that have already been integrated out. The Effective
Action contains all the quantum information about the system and it is more manageable,
since all fluctuations have been integrated out. The idea is to build a one-parameter family
of models, indexed by a scale k such that

lim
k→Λ0

Γk = S0 , lim
k→0

Γk = Γ , (2.83)

where Λ0 is the initial UV scale. Since we want to decouple the slow modes of the action
in the partition function, a very convenient implementation of this idea is to give them a
large mass. Therefore, we define the k-dependent generating functional

eWk[j] = Zk[j] = Nk
∫

(dχ̂) e−S[χ̂]−∆Sk[χ̂]+j·χ̂ , (2.84)

∆Sk =
1

2

∫
x
χ̂Rk [∆] χ̂ , (2.85)

where N−1
k =

∫
(dχ̂) e−S[χ̂]−∆Sk[χ̂] and Rk is called regulator and it is an additive modifi-

cation of the inverse two-point function. The regulator is therefore a function of a single
momentum p, or rather its modulus z = p2, depending on an scale k. The regulator must
implement the coarse graining and therefore it contains the information on the scheme
dependence, or equivalently on how we decouple UV modes and IR modes. It is typically
assumed to satisfy the following conditions:

� to be positive (must suppress modes);
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� to be monotonically increasing with k, for all z;

� to be monotonically decreasing with z, for all k;

� limk→0Rk(z) = 0 for all z;

� for z > k2, Rk goes to zero sufficiently fast, e.g. as an exponential.

The first three conditions are obvious properties of a cutoff. The fourth guarantees that
the path integral reproduces the standard partition function for k = 0. The fifth condition
ensures that high momentum modes are integrated out unsuppressed and guarantees the
UV convergence of the RHS of the flow equation. For certain purposes, one may sometimes
forgo the last two conditions and consider cutoffs that either do not decrease very fast for
large momenta or even diverge when z → 0. These five conditions are useful in that they
provide a clear physical interpretation for the coarse graining implemented by the regulator,
and they ensure control on the UV and IR endpoints of the momentum integrals.

The k-dependent expectation value of observables is given by

〈Ô〉j,k = Nk e−Wk[j]

∫
(dχ̂) Ô[χ̂] e−S[χ̂]−∆Sk[χ̂]+j·χ̂ , (2.86)

eWk[j] = 〈ej·χ̂〉k , (2.87)

which are identical to (2.1) and (2.8) taking k → 0. Defining χ := 〈χ̂〉j,k, we take to
Legendre transform as we do for the Effective Action. In this case we subtract the additional
regulator piece and we define the Effective Average Action (EAA)

Γk [χ] = −Wk[j] + j · χ−∆Sk[χ] . (2.88)

Another interesting way to define the EAA is to modify Equation (2.13) into the following
integro-differential equation 12

e−Γk[χ] = 〈e(χ̂−χ)· δ
δχ

Γk[χ]− 1
2

(χ̂−χ)·Rk(χ̂−χ)〉 , (2.89)

with χ and k-dependent expectation values given by

〈Ô[χ̂]〉χ,k = eΓk[χ]〈e(χ̂−χ)· δ
δχ

Γk[χ]− 1
2

(χ̂−χ)·Rk(χ̂−χ)Ô[χ̂]〉 . (2.90)

We can see that taking one derivative with respect to Rk and evaluating at k → 0 and on
shell, i.e. δ

δχΓ[χ] = 0 , gives the connected 2-point function. From this point of view, Rk
acts like a source for the connected 2n-point functions. From the second way of defining
EAA, we can note that Rk is a mathematical tool as the source j. Its role consists in
adding to the new ERG the scheme dependence encoded in the ”blocking” procedure.

12Note that there is no k subscript in the angle parenthesis.
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Using (2.88) or (2.89) and taking the logarithmic derivative respect to k gives the
Wetterich-Morris FERGE [54, 55, 56, 57]

dΓk
dt

=
~
2

Tr

(
δ2Γk
δχδχ

+Rk
)−1

· dRk
dt

, (2.91)

where t := log(k/k0) for an arbitrary initial scale k0
13 and we have re-inserted ~ to stress

the fact that the RHS represents the quantum contribution.

Equation (2.91) gives the evolution of EAA under the change of the parameter k, or
equivalently under the RG evolution. In particular, by construction the EAA satisfies the
conditions (2.83). We note that the trace on the RHS of (2.91) is IR and UV-finite, and
that the flow equation contains no reference to a bare action or UV physics. We refer
to [34, 40, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68] for reviews of this equation and its
applications.

The RHS of Equation (2.91) does not contain the dilatation term, because we are pre-
senting the dimensionful version of the flow equation, as we did for the Polchinski FERGE.
In order to insert the dilatation term on the RHS, we have to express every quantity in di-
mensionless variables using k, as we did in Equation (2.16), and the logarithmic derivative
on the RHS of (2.91) generates the dilatation operator of Equation (2.27). This process is
needed to analyze the fixed points, i.e. ∂tΓ? = 0.

The notation Γk[φ] emphasizes the important dependence of this functional on the
scale k, but Γk also depends on the shape of the cutoff function Rk. The notation Γ[φ,Rk]
would thus be more appropriate, and could be replaced by a functional equation where the
derivatives with respect to k are replaced by functional derivatives with respect to Rk.

In a nutshell, the Functional Renormalization Group (FRG) is a convenient way of
implementing Wilson’s idea of integrating out modes one momentum shell at the time. At
its core lies a choice of a regulator function Rk that suppresses the contribution of low
momentum modes to the path integral. Thus, as k decreases more and more fluctuations
are integrated out. The expectation value at scale k is therefore a precursor of the true
expectation value, obtained at k = 0, and the EAA a precursor of the Effective Action.
In Section 1.5, we point out the role of the new cutoff Λ1 after the RG step. The scale k
plays the analogous role, since it is a UV cutoff for the slow modes in the Wilson-Polchinski
formulation (analogous to Λ1 in Equation (1.34)), but it also plays the role of an IR cutoff
in the EAA method since Γk is the Effective Action of the fast modes.

The contribution to the functional integral of a momentum shell of thickness ∆k can be
written as a loop expansion. The `-loop term is of order (∆k/k)`, so that the continuous
FRGE (∆k/k → 0) looks like a one-loop equation, as we expect [32]. The one-loop nature
of the FRGE is manifest in the presence of a single trace (momentum integration). In fact,

13Note that respect to Equation (1.38) and (2.37), there is no minus sign in the RG time definition. This
means that we are looking to flow from the IR to the UV region.
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the FRGE can be represented graphically as

∂tΓk =
1

2
, (2.92)

where the double line represents the full propagators and the crossed circle represents the
insertion of the regulator ∂tRk.
The counterpart of this simplicity is that the equation is only exact if one takes into account
all possible terms in the action. Since it is practically impossible to solve the exact equation,
its effectiveness hinges crucially on a good choice of approximation and of the regulator.
There are three main systematic expansion schemes. We briefly recall their definition, and
then discuss the relation among them, and to standard perturbation theory.

Loop expansion. This is an expansion in powers of ~ [69, 70]. We write for the EAA

Γk[χ] = SΛ[χ] +

n∑
L=1

~LΓL,k[χ] . (2.93)

Inserting (2.93) in the the flow equation (2.91) one can reproduce the usual beta functions
of perturbation theory. First, introducing SΛ in the RHS of (2.91), one calculates the one-
loop beta functional ∂tΓ1,k. Integrating over k from Λ to k′ gives the one-loop EAA Γ1,k′ ,
and using this in the RHS of (2.91) one calculates the two-loop beta functional ∂tΓ2,k.
The procedure can be iterated. Since in many cases the loop expansion coincides with the
expansion in the marginal coupling constant, this approximation scheme is very close to
standard weak-coupling perturbation theory.

Vertex expansion. The EAA can be Taylor-expanded in powers of the field [71, 72, 73]

Γk[χ] =
∑
n

∫
p1

. . .

∫
pn

Γ
(n)
k (p1, . . . , pn)χ(p1) . . . χ(pn) , (2.94)

where pn are the external momenta. By functionally differentiating (2.91) one obtains an

infinite sequence of flow equations for the n-point functions Γ
(n)
k . The vertex expansion

consists in truncating this sequence at some finite order. The first three equations of the
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sequence for a Z2-invariant scalar theory can be represented graphically as follows

∂tΓ
(2)
k = −1

2
, (2.95a)

∂tΓ
(4)
k = 3 − 1

2
, (2.95b)

∂tΓ
(6)
k = −45 + 15 − 1

2
. (2.95c)

Here the black dots represent full vertices. The vertex expansion is clearly a good ap-
proximation in weak field situations, and is widely used in particle physics, where one
generally deals with just a few quanta of the field. In this approximation, one retains the
full momentum dependence.

Derivative expansion. When one is interested in low energy phenomena, one can
expand the action in powers of derivatives. This is close to many applications of the effective
field theory approach. For a single scalar field the expansion starts with [48, 49, 74, 75]

Γk[χ] =

∫
x

(
Vk(χ) +

1

2
zk(χ)(∂χ)2 +O(∂4)

)
(2.96)

where Vk and zk are arbitrary functions of the field. Inserting it in (2.91) one obtains
flow equations for Vk, zk etc. This is complementary to the vertex expansion, because one
retains the full field dependence, but only the lowest powers of momentum.

These expansions give rise to different forms of perturbation theory, where different
parameters are assumed to be small, and a statement that is perturbative in one expansion
is generally nonperturbative in the others. For example, the leading order of the derivative
expansion, which is the Local Potential Approximation (LPA) [74], consists in retaining in
(2.96) only the running potential Vk and to put zk = 1. The beta function of the potential
that can be obtained in this way from the FRGE contains information about infinitely
many orders of the vertex expansion, and to all loop orders. If furthermore the potential is
assumed to be a finite polynomial, then one is working simultaneously in the derivative and
vertex expansion. Similarly, truncating the vertex expansion to a finite order gives n-point
functions that include all orders of the derivative expansion and of the loop expansion,
and the EAA calculated at a given order of the loop expansion contains information that
includes all orders of the derivative and vertex expansion. In practice, in applications of
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perturbative quantum field theory to particle physics, one generally considers two-, three-
and four-point functions, at a finite order of the loop expansion, and therefore one is
working simultaneously in the vertex and in the loop expansion. This is what we shall
refer to as standard perturbation theory in Chapter 3.

In Section 2.5, we defined redundant and scaling operators at fixed points for the
Wilsonian Effective Action. In Chapter 4 we will define the redundant operators in the EAA
method obtaining the analogous definition to Equation (2.35), however at this stage we
can follow an analogous idea of Equation (2.21). In fact, sufficiently close to the Gaussian
fixed points, i.e.

ΓGFP =
ζ2n

2

∫
x
χ(−∂2)nχ , (2.97)

the ”tree level” definition of inessential coupling is

ζ
∂

∂ζ
Γk = Φ[χ] · δΓk

δχ
, (2.98)

where Φ is a functional of χ. This form is precisely the definition of inessential couplings
for the Effective Action [39] and it is analogous to the ”tree level” definition of inessential
couplings for the Wilsonian Effective Action in Equation (2.21). Therefore, as we already
said for the Wilsonian Effective Action, at the GFP operators 1

2

∫
x χ(−∂2)sχ with s ≥ n

are redundant and we can set to zero the couplings associated with those having s > n and
normalized to one ζ2n.
In Chapter 4, we will be more precise and generalize the definition (2.98) to include a
nonlinear part that comes from the ”blocking contribution”, analogous to the second term
in Equation (2.36), and allows to reach all the points in theory space.
Close to the Gaussian fixed point, in the standard procedure of perturbative QFT, renor-
malization conditions set the values of the inessential coupling present in free theories. For
example, at the standard GFP (n = 1) we impose ζ2 = 1 to fix the wave function renor-
malization. In Chapter 4, we will discuss the connection between inessential couplings and
renormalization conditions.

2.8.1 Local potential approximation in EAA method

As we said previously, the derivative expansion is a convenient tool to treat statistical
systems. In this subsection, we will discuss briefly the trivial fixed point coming from
this approximation of the EAA and then we will present a genuine functional method to
calculate the critical exponents at the non-trivial fixed points.

Let’s consider Z2-invariant scalar field theory. At LPA, we set to zk = 1 in Equa-
tion (2.96) and the flow equation reads

∂tVk =
1

2(4π)d/2Γ(d/2)

∫ ∞
0

dz z
d
2
−1 ∂tRk
z +Rk(z) + V

(2)
k

, (2.99)
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where the super-script (n) on functions of the field denotes their n-th derivative. Defining
the dimensionless rescaled variables

χ̃ := k−(d−2)/2
√

2(4π)d/2Γ(d/2 + 1)χ , vt(χ̃) := k−d(4π)d/2Γ(d/2 + 1)Vk(χ) ,

(2.100)

and writing the regulator as Rk =: k2R(y) with y := z/k2, the dimensionless flow equation
reads

∂tvt = −d vt +
d− 2

2
χ̃v

(1)
t +

d

2

∫ ∞
0

dy y
d
2
−1 R(y)− y R′(y)

y +R(y) + v
(2)
t

. (2.101)

Assuming Z2-symmetry and Taylor-expanding the potential

vt(χ̃) =
∑
n

λ̃2n(t)

(2n)!
χ̃2n , (2.102)

we can derive infinitely many beta functions β̃2n = ∂tλ̃2n. This way, we are implementing
the derivative expansion and the vertex expansion simultaneously. These are obtained by
expanding both sides of (2.101) in powers of the field and equating the coefficients. For
arbitrary regulator, and in any dimension, for the first few couplings this leads to

β̃0 = − dλ̃0 +
d

2

∫ ∞
0

dy y
d
2−1R(y)− y R′(y)

y +R(y) + λ̃2

, (2.103a)

β̃2 = − 2λ̃2 − λ4
d

2

∫ ∞
0

dy y
d
2−1 R(y)− y R′(y)(

y +R(y) + λ̃2

)2 , (2.103b)

β̃4 = (d− 4)λ̃4 +
d

2

∫ ∞
0

dy y
d
2−1 R(y)− y R′(y)(

y +R(y) + λ̃2

)2

 6λ2
4(

y +R(y) + λ̃2

) − λ6

 , (2.103c)

β̃6 = (2d− 6)λ̃6 +
d

2

∫ ∞
0

dy y
d
2−1 R(y)− y R′(y)(

y +R(y) + λ̃2

)2

 −90λ3
4(

y +R(y) + λ̃2

)2 +
30λ4λ6(

y +R(y) + λ̃2

) − λ8

 .

(2.103d)

Note that they coincide with the Equation (2.92) and the first three equations of the
vertex expansion, namely Equations (2.95), when the n-point functions are evaluated at
zero momentum.

At this point we have written the RG equation in form of Equation (2.37) and we can
analyze the fixed points, i.e. v? such that ∂tv? = 0. From the potential beta functional, it
is manifest the presence of the trivial fixed point

v? =
1

2

∫ ∞
0

dy y
d
2
−1R(y)− y R′(y)

y +R(y)
(2.104)
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which is the Gaussian fixed point, where all the couplings, except the vacuum energy λ̃0,
has zero value14. In order to find the high temperature fixed point, we have to change the
kinetic term since starting with the expansion (2.96) excludes from the beginning some
universality classes. In particular, we can modify Equation (2.96) in the following way

Γk[χ] =

∫
x

(
Vk(χ) +

1

2
χhk(∆)χ

)
. (2.105)

The flow equations reads

∂tvt = −d vt +
d− 2

2
χ̃v

(1)
t +

d

2

∫ ∞
0

dy y
d
2
−1 R(y)− y R′(y)

h̃(y) +R(h̃(y)) + v
(2)
t

, (2.106)

∂th̃t(y) + (d− 2∆χ)h̃t(y)− 2 y∂y h̃t(y) = 0 , (2.107)

where hk(z) = kd−2∆χ h̃t(y) and ∆χ is the dimension of χ. This way, we can explore other
universality classes, changing ∆χ

15.

Returning to Equation (2.101), for the non-trivial fixed point, we have to specify the
regulator and the dimension. We choose the optimized or Litim regulator

R(y) = (1− y)Θ(1− y) , (2.108)

where Θ(1 − y) is the Heaviside theta function and which has been argued to provide
optimized results, in a certain class of models and truncations [76, 77]. Contrary to the
Wilsonian Effective Action, we can also use sharp cutoff under some circumstances since
the difficulties induced by the sharp limit may be circumvented by considering the Legendre
transformation [55]. In fact, the first derivation of an ERGE for the Effective Action has
been carried out with a sharp cutoff in [78].

Since we are interesting in reproducing the critical exponents in the third column of
Table 1.1, we set d = 3 and we obtain the fixed point equation for the potential

0 = −3v? +
1

2
χ̃ v

(1)
? +

1

1 + v
(2)
?

. (2.109)

In order to solve this equation, we can analyze the dimensionless beta functions (2.103)
truncating at given power of the field and look at values of λ̃s such that β̃s are zero.
The functional result of the derivative expansion at LPA is achieved when we take the

14Someone can complain about the fact that actually there is a cancellation between the classical con-
tribution and the quantum contribution, but this cancellation happens only at the level of vacuum energy
which does not matter for systems without gravity.

15Solving for ∂th? = 0, we find h? = y(d−2∆χ)/2. Requiring analyticity at y = 0, ∆χ = (d− 2n)/2. Note
that n = 0 corresponds to the high temperature fixed point, while n ≥ 2 to higher derivative Gaussian fixed
points.

54



CHAPTER 2. EXACT RENORMALIZATION GROUP

-0.4 -0.2 0.0 0.2 0.4
0

2

4

6

8

10

12

Figure 2.1: Spike-plot at LPA in d = 3.
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Figure 2.2: WF potential at LPA.

infinite limit for the truncation. Then depending on the problem that we want to solve,
the convergence can be faster or slower.

Now we will explore two methods used to solve functionally the fixed point equation for
the potential. The first method is called shooting from the origin and it works as follow16.

We set generic conditions at zero value of the field χ̃, i.e. {v?(0), v
(1)
? (0)} , and we integrate

numerically the equation. We get a family of solutions labelled by the initial conditions.
Since we want a Z2 invariant theory or equivalently v? even, the solutions are labelled by

{v?(0)}. This value can be translated into σ? := v
(2)
? (0) using the fixed point equation, and

in particular v?(0) = (3 + 3σ?)
−1. The reason under this choice is that σ? represents the

value of the mass parameter at the fixed point solution.
As the differential equation is not linear, we expect that for a generic initial condition

there is a finite domain of the solution since at a value of the field, that we denote with
χ̃s(σ?), the solution blows up. We can plot χ̃s(σ?) in function of the parameter σ? and this is
shown in Figure 2.1. This technique is sometimes referred to as spike-plot because globally
well-defined solutions, namely divergences in ϕs(σ), appear as spikes [75, 80, 81, 82]. As
for the Polchinski formulation, we can treat d as a continuous parameter and as soon as
we decrease the dimension below three new fixed points appear [81]. In case d = 3 for the
Litim regulator, we have the GFP at σGFP = 0 and the WF fixed point at σWF = −0.18606.
The profile of the potential at the WF solution is plotted in Figure 2.2.

Another method, complementary to the previous one, is the shooting from infinity
method. In this case we solve iteratively the fixed point equation starting from the classical
solution17 v? = Aχ̃6. This way, we have an asymptotic evaluation v? which reads

v? ∼χ̃→∞ Aχ̃6 +
1

150Aχ̃4
− 1

6300A2χ̃8
+O

(
χ̃−12

)
+ . . . (2.110)

and depends on the parameter A. Now, we solve numerically the flow equation starting from

16For a very good review see [79].
17We call it classical because it is the solution that we get neglecting the quantum part.
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Figure 2.3: v
(1)
? (0), found from the shoot-

ing from infinity, as a function of the
asymptotic parameter A.
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Figure 2.4: δv(1)(0), found from the
shooting from infinity, as a function of
the scaling exponents θ.

a large value of the field18. Also in this case we obtain a family of solutions parameterized

by A. This time the important ”detector” parameter is v
(1)
? (0), because when it is zero

we find a globally-defined solution that satisfies the parity condition. The plot of v
(1)
? (0)

in function of A is plotted in Figure 2.3 and shows that the curve intersects the abscissa
axis twice: for AGFP = 0 which is the GFP, and for AWF = 0.0010 which is the WF fixed
point. The profile of the WF potential is very close to the one found with the shooting
from the origin for field value smaller than ∼ 3.3 (under this value the mismatch is smaller
than 10−3), and then for greater values is becomes closer and closer to AWFχ̃

6.

In order to find the spectrum of fixed points, we perturb our solution

vt = v? + ε e−θt δv , (2.111)

and the eigenvalues problem is

(θ− 3)δv +
1

2
χ̃ δv(1) − δv(2)(

1 + v
(2)
?

)2 = 0 . (2.112)

Plugging the potential of the GFP, we simply obtain δvGFP = χ̃2(3−θ). Requiring analyt-
icity and we find θn = 3 − n

2 for all n ∈ N, and in particular odd values of n correspond
to odd parity eigenperturbations and even values correspond to even eigenperturbations.
It is clear that the critical exponents coincide with the canonical dimensions of the all
(even/odd) monomials that enter into the potential.

More interesting is to plug the potential of the WF fixed point: in this case we use

18In our case we took χ̃max = 30: in general this value must be chosen large enough to be in the asymptotic
region, where the asymptotic evaluation matches better with the solution.
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again the shooting from infinity method. The asymptotic behavior of δv reads

δv ∼χ̃→∞ χ̃6−2θ − (5− 2θ)(6− 2θ)

4500A2
WFχ̃

4+2θ
− (5− 2θ)(6− 2θ)

94500A3
WFχ̃

8+2θ
+ . . . . (2.113)

We then solve the eigenvalue equation (2.112) starting from the large value of the field.
After this process, we get again a family of solutions parameterized by θ. Note that δv can
be normalized as we want since it satisfies a linear equation. In particular, this implies that
the eigenvalue problem is over-constrained, since we impose two conditions at large value
of the field, one parity condition at zero and the normalization of the eigenperturbations.
The result of the over-constrained equation gives a discrete spectrum.
To impose even parity, we plotted δv(1)(0) as a function of θ and we look to the points
where it becomes zero, while for odd parity, we have to look for values of θ where δv(0)
becomes zero. In Figure 2.4 there are the only two point for positive θ where δv(1)(0) = 0:
the trivial eigenvalue associated to the constant perturbation (θ = 3) and the relevant
scaling exponent equal to 1.5395, whose inverse gives ν.
Finally, at LPA we find that ν = 0.6496, ω = 0.6557 from the even spectrum and η = 0
from the odd spectrum19.

At this point we have two ”orthogonal” possibilities: either we change the regulator
and we study the regulator dependence minimizing its effects20 [76, 77, 83, 84, 85, 86] or
we increase the truncation and we include the flow of zk in Equation (2.96).

2.8.2 Relation with Polchinski formulation

In [87, 88] it is shown how the Polchinski formulation of the FRG is connected to the EAA
formulation. In this subsection, we will present the idea developed in these works.

As we have in Section 2.7, the Polchinski’s version of the FERGE is

Λ
d

dΛ
Sint

Λ =
1

2

∂Sint
Λ

∂χ̂
· Λ d

dΛ
∆UV ·

∂Sint
Λ

∂χ̂
− 1

2
Tr

∂2Sint
Λ

∂χ̂∂χ̂
· Λ d

dΛ
∆UV , (2.114)

SWil
Λ =

1

2
χ̂ ·∆−1

UV · χ̂+ Sint
Λ , (2.115)

while the EAA version of the FERGE can be recast in the following form

Λ
d

dΛ
Γint

Λ = −1

2
Tr

(
1 + ∆IR ·

∂2Γint
Λ

∂χ∂χ

)−1

·∆−1
IR Λ

d

dΛ
∆IR , (2.116)

Γtot
Λ =

1

2
χ ·∆−1

IR · χ+ Γint
Λ , (2.117)

19The most relevant odd eigenvalue is −5/2 and it is associated to the operator χ̃. This means that the
field scale classically.

20We will discuss more precise this point in Chapter 4.

57



CHAPTER 2. EXACT RENORMALIZATION GROUP

where ∆−1
IR := ∆ + RΛ(∆). Note that the field has the hat for the Wilsonian Effective

Action since it is the object that enters into the functional integral, while there are no hats
in the EAA since we are dealing with expectation value.

The spectrum at LPA has been analyzed in [89, 90] and there is a remarkable degree
of coincidence. This is due to the fact that they are related by a change of variables.
Providing that

CUV + CIR = 1 , (2.118)

where CIR(p2/Λ) = p2∆IR(p2/Λ2), then we have the Legendre transform relation to pass
from one formulation to another

Sint
Λ [χ̂] = Γint

Λ [χ] +
1

2
(χ̂− χ) ·∆−1

IR · (χ̂− χ) . (2.119)

Note that this is an exact statement which transform the corresponding flow equations into
each other [88]. If we truncate at LPA, Equation (2.119) gives the same relation between
the Wilsonian potential and the effective potential. Therefore, the Polchinski’s FERGE
and the Wetterich-Morris FERGE are two realizations of the same exact RG.

We conclude this section by noting that in the Polchinski formulation the flow equation
for the potential is given by Equation (2.80), while with EAA Equation (2.101) seems to
possess more freedom in the choice of the regulator Rk. However, the EAA Γk contains all
the information about our system, i.e. RG flow, existence of a fixed point, computations
of correlation functions, etc, while the Wilsonian Effective Action must still be put in the
functional integral. Therefore, from this point of view the EAA is more manageable than
the Wilsonian Effective Action given by the Polchinski’s FRG, but the freedom comes with
a cost: we have to be good at extracting the physical part from the non-physical part and
disentangling the renormalization scheme dependence.

2.9 Outline

In this chapter, we have translated the general ideas given in Chapter 1: in particular, we
specify the form of the ERG and we see its different implementations. We have also defined
the space where the RG flow takes place, giving an introductory guide for its structure. In
particular, we have seen the notions of essential and inessential couplings and their connec-
tion to the action form and the renormalization scheme that we choose. In Section 2.8, we
mention the connection between the renormalization condition of perturbative QFT and
inessential couplings, i.e. the normalization condition of the standard kinetic term that sets
to one the value of the wave function renormalization constant. This procedure close to the
Gaussian universality class is just one of the possible renormalization conditions that we
can set, since we have more freedom in the parameterization than just rescaling the field
variable by a constant factor. At a generic point of theory space, there is always a certain
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amount of freedom to set the value of the inessential couplings using renormalization con-
ditions. Moreover, inside different universality classes the role of kinetic term is assigned
to different operators, like for the high temperature point or higher derivative Gaussian
theories. This means that we are choosing a subset of universality classes when we set to
one the coupling in front of the desired kinetic operator. Therefore, the renormalization
conditions, together with the renormalization scheme, are not harmless. As we said for the
renormalization scheme, also the renormalization conditions can exclude some regions of
the theory space.

In order to clarify better these points, let’s make some examples. Let’s start with
the parameterization of the action, or equivalently the choice of coordinate system in the
theory space. The specific choice that we make can hide some information. In the LPA flow
in Polchinski formulation, the low temperature fixed point is visible only after the change
from V to the Gibbsian-like measure. For the Wetterich-Morris equation, something similar
happens: in fact, when we decide the truncation of our theory to be LPA with the standard
kinetic term, we are excluding all the other universality classes with kinetic term of different
order. The renormalization conditions, that we impose, have the same effect, because, when
we choose to set to one a particular coupling among all the possible couplings associated
with different kinetic operators, we are excluding regions of the theory space. For the cutoff
as well, there is the same impact on the theory space. Parameterization, renormalization
conditions and renormalization scheme, or for simplicity we can say the RG scheme choices,
project our investigation on a submanifold of theory space. As we already said, the RG
scheme choice must be designed for the specific cases that we want to analyze. Since this
exclusion seems inevitable, we must look at the RG scheme choice as a viewfinder. At
this point, one may be worried about the RG method. Quoting Fisher in [42], it may
happen that a badly chosen, or ”unfocused”, RG scheme exhibits no fixed point. Then,
the idea would simply be to re-examine the physics/mathematics more closely, or ”adjust
the viewfinder”, to choose the formulation most accurately reflecting the physical situation
of interest.

In Chapter 3 we will discuss two example of how the regulator choice in the FRG
cannot be harmless. The first case can happens when we design the regulator in such
a way to achieve some particular results: then generally the use of such a regulator is
limited to specific cases [1]. The second situation occurs when the regulator choice breaks
some symmetries of the system: in this case physical information is hidden and unphysical
features arise and give a completely wrong qualitative and quantitative picture [2, 79].

We conclude this chapter by giving an hint about the generalization of Equation (2.41).
In this equation, we can find Wilson’s idea of incomplete integration of modes, which
generalizes the Gell-Mann and Low idea used in perturbative QFT. The natural next step
is to generalize even more Equation (2.41) to the following transformation [42]

χ(x)→ Z(χ(x))χ(x) . (2.120)
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Of course, this changes the n-point vertex structure

Γ(n) →Zn(0)Γ(n) +
∑

Z(1) Γ(n−1) · δ +
∑

Z(2) Γ(n−2) · δ · δ + . . . (2.121)

+
∑

Z(n−2) Γ(2) ·δ · . . . · δ︸ ︷︷ ︸
n− 2 times

.

where δ denotes delta functions.
In Chapter 4, we will see that this kind of transformations can be done along the RG flow

using a generalized version of the FERGE (2.91) and they shed new light on the problem
of inessential couplings. This way, it is possible not only to simplify the equations from a
practical point of view, but also to achieve a physical spectrum that contains only scaling
operators. Also in the contest of EFT, the standard procedure consists of simplifying the
description using field redefinitions. Let’s consider the following action [91]

S =

∫
x

(
1

2
∂µχ∂µχ+

1

2
m2χ2 +

λ

4!
χ4 +

c1

Λ2
χ3∂2χ+

c2

Λ2
χ6 + . . .

)
. (2.122)

Then we perform the field redefinition

χ(x)→ χ+
α1

Λ2
χ3 + . . . , (2.123)

and the new action reads

S =

∫
x

(
1

2
∂µχ∂µχ+

1

2
m2χ2+

(
λ

4!
+
α1m

2

Λ2

)
χ4+

(c1 − α1)

Λ2
χ3∂2χ+

(
c2

Λ2
+
α1 λ

3!Λ2

)
χ6+. . .

)
.

The two actions give the same S-matrix, but in the latter we can eliminate the χ3∂2χ
operator, putting α = c1, at the cost of redefining the coefficients of the χ4 and χ6 operators.
Of course, computations are easier in this way, because we have a smaller number of
independent operators.
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Chapter 3

Vanishing regulators in FRG

’In nihil ab nihilo quam cito recidimus.’
ancient Roman epigraph

Dimensional regularization [92], together with modified minimal subtraction (MS ) 1,
is the most widely used regularization and renormalization method in particle physics. It
owes its popularity mainly to its simplicity and to the fact that it respects gauge invariance,
one of the cornerstones of particle physics models. It is also remarkably selective: in the
language of momentum cutoffs, it extracts only the logarithmic divergences, which for
most applications turn out to contain the important information (in particular, the beta
functions of the marginal couplings). However, in its standard implementation, dimreg is
a purely perturbative device, and it works only in even dimensions.

On the other hand, the FRG2 is a convenient way of implementing Wilson’s idea of
incomplete integrating. At its core lies a choice of the regulator functionRk that suppresses
the contribution of low momentum modes to the path integral.

In Section 2.8 we have defined the standard perturbative theory in the FRG. How-
ever, a different implementation of the weak coupling expansion is possible in presence of
background fields, since perturbation theory can then account for the full dependence of
the vertices on the latter variables. This is what might be called functional perturbation
theory. The application of dimreg to such functional methods [93, 94, 95] has been recently
revived in the study of conformal field theories [96]. In these respects, our study could be
interpreted as an attempt to extend these methods to the nonperturbative domain.

In summary, as we have said in Section 2.8, one of the most interesting features of
the FRGE is the availability of various approximation schemes that sometimes allow us to
follow the flow of infinitely many couplings in a single stroke and to go beyond standard
perturbation theory. On the other hand, the arbitrariness in the choice of the regulator

1In the FRG one follows the flow of renormalized quantities. Therefore, for a meaningful comparison,
we have to supplement dimreg by a renormalization prescription.

2From now on, we will choose the FRG based on the EAA method.

61



CHAPTER 3. VANISHING REGULATORS IN FRG

means that much of the information contained in the flow is unphysical. One has to learn
to extract physical information from it.

Since the strengths and weaknesses of the FRGE and of dimreg/MS are quite comple-
mentary, it would be useful to transfer some of the strengths of one method to the other, or
at least to use them in a complementary way, so as to overcome the respective weaknesses.
The main question that we shall address is the following: is there a choice of regulator that
reproduces the beta functions of the MS scheme in the standard perturbative domain? We
provide here a positive answer to this question: we show that by bending the standard
rules and procedures of the FRG it is possible to reproduce the results of dimreg/MS , at
least up to two loops. For this reason we will talk about a pseudo-regulator that, upon use
in the FRG equation, reproduces the beta functions of MS . In particular, such a regulator
must be implemented with a limit that makes it vanishing.

Therefore, it is natural to explore other classes of vanishing regulator. The main mo-
tivation for this study comes from another issue that arises in certain applications of the
FRG. The central idea is simple and can be stated in great generality. Suppose that the
action at the microscopic level is invariant under certain transformations. Since the sym-
metry reflects physical properties of the system, one would like to maintain it in the course
of the RG flow. However, for technical reasons, it may be difficult to construct a regulator
that has the symmetry, and in this case the EAA will not have it either. To be more pre-
cise, the classical symmetry of the bare action is translated into a “quantum” symmetry
of the EAA, which is deformed by the presence of the regulator. The latter symmetry is
only implicitly determined, as the corresponding regulator-dependent Ward identity can-
not in general be analytically and exactly solved [97]. This will give rise to unpleasant
complications. Intuitively, we may try to minimize the breaking of the symmetry by mak-
ing the regulator as “small” as possible. Let us make this notion a bit more precise. For
dimensional reasons, we can write the regulator as

Rk(z) = k2Ra(y) = k2aR(y) (3.1)

and R is a dimensionless function of the dimensionless variable y = z/k2, that is assumed
to satisfy the normalization condition R(0) = 1 and a is a positive real number. 3 In
many applications it is convenient to choose a shape function R depending on some of
the parameters appearing in the ansatz adopted for the EAA. The most common example
is the insertion of an overall wave function renormalization factor Zk. Using regulator of
the form (3.1), we shall mainly neglect these subtleties, as in most of our studies we will
truncate the EAA to a scale-dependent local effective potential, and will be concerned with
the limit a→ 0, which we call the limit of vanishing cutoff. 4 One expects that in this limit
the spurious effects due to the breaking of the symmetry by the regulator can be removed,

3Consider a fixed shape function R, such that R(y) = 0 for y > 1. The limit a → ∞ is expected to
completely remove from the path integral all the fluctuations with momenta q2 < k2. This is often referred
to as the sharp cutoff limit. Numerically optimal results are usually obtained for a ≈ 1.

4Thus, vanishing cutoff should not be misinterpreted as k → 0.
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or at least minimized. It may seem that this limit is trivial, because for a = 0 there is no
cutoff, and the RHS of the exact FRG equation (2.91) vanishes, but we shall see that some
important physical information remains available even in this limit.

Even though many of the challenges and properties of the vanishing-regulator limit can
be expected to characterize large families of shape functions R, we mainly focus on the
following regulator choice

Ra(y) = a(1− y)Θ(1− y) , (3.2)

as in several interesting cases it is hardly feasible to study the vanishing regulator limit
without having first specified a shape function. The reasons for this are explained in
Section 3.7.3 and further discussed in Section 4.9.

In Section 3.1 we state the problem in a precise way, in the most straightforward and
simplified setting: the case of a linear scalar field theory in the LPA. The solution of
the problem and our pseudo-regulator are given in Section 3.2. We also explore some of
the intrinsic freedom in the construction of the pseudo-regulator, and we exhibit a one-
parameter family of regulators that continuously connects the results of standard FRG
regulators with those of the MS pseudo-regulator.

In Section 3.3, we account for the inclusion of the field’s anomalous dimension. This
transition only requires minor generalizations of the pseudo-regulator, allowing for some
more free parameters, which come along with corresponding forms of RG improvement in
the one-loop flow equations. Section 3.4 further shows that the same pseudo-regulator is
appropriate for the order ∂2 of the derivative expansion. This discussion offers us the chance
to address two exploratory applications of the MS functional RG equations. The first is the
description of nonperturbative critical phenomena, namely two-dimensional multicritical
scalar theories. We perform this study with the main goal to test the physical content
of the RG improvement, which is the imprint of the FRG origin of our MS equations.
The second application is provided by nonlinear O(N) models in two dimensions, whose
interest in this context lies in the interplay between nonlinearly realized symmetries and
the FRG equations. In Section 3.4.2 we address the O(N + 1) nonlinear sigma model also
implementing the vanishing regulator (3.2). This is an example of a system where the
regulator breaks the symmetry of the theory (respecting only the subgroup O(N)) but in
the limit of vanishing regulators the symmetry is seen to be restored.

An even more general truncation is needed to reproduce the two-loop MS beta func-
tions in massive four-dimensional φ4 theory (the perturbatively renormalizable linear O(N)
model). This is discussed in Section 3.5. This exercise serves as a proof that by means
of the FRG and our pseudo-regulator one can, by considering large-enough truncations,
obtain MS flow equations which are beyond a one-loop form.

In Section 3.6 we explore the role of dimensionality in our construction. In fact, while
dimreg/MS is usually at work in an even number of dimensions d, the FRG equations can
be obtained and applied for continuous d. We show that the latter feature can be preserved
while taking the limit from the FRG to MS .
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In Section 3.7 we deal with the Z2-invariant scalar field theory in d ≥ 2 Euclidean
dimensions, and its RG fixed point (representing the Ising universality class). We find that
the main features of the WF fixed point remain accessible in the limit of vanishing regulator,
but the best approximation (after this limit is taken and among all possible polynomial
truncations of the potential) for the correlation-length critical exponent ν is obtained with
the simplest truncation, that only involves relevant couplings (the mass and the quartic
coupling). There we also discuss the relation between the vanishing-a limit of (3.2) and
the constant (momentum-independent) regulator, as well as the subtleties concerning the
application of vanishing regulators in an even number of dimensions. In Section 3.8 we
discuss a similar problem that arises in applications of the background field method. It is
generally the case that the regulator breaks the symmetry of the classical action consisting
of equal and opposite shifts of the background and fluctuation fields. Also this symmetry
is seen to be restored in the limit of vanishing regulators. We conclude in Section 4.9 with
a brief discussion of our results and some outlooks. Some auxiliary formulas and analyzes
are provided in Appendices B , C and D.

3.1 Statement of the problem

In Section 2.8, we state the conditions that are generally imposed on a regulator. However,
they are not needed in the derivation of the FRG equation, which would keep its exact one-
loop form for any regulator choice. For the dimensionless cutoff profile R(y) := k−2Rk(p2)
with y = p2/k2, the following are typical families of choices

R(y) =
yw

eyw − 1
, R(y) = (1− y)wΘ(1− y) . (3.3)

The second choice for w = 1 coincides with the Litim regulator reported in (2.108). Note
that k plays the role of an infrared cutoff: its effect is to give a mass of order k to the
modes with

√
z < k, and no mass to the modes with

√
z > k.

In order to extract useful information from the exact equation one has to approximate
it in some way. For definiteness, let us focus on a single scalar field in the LPA. Then,
Equation (2.99) can be rewritten as

∂tVk =
1

2(4π)d/2
Qd/2

[
∂tRk

Pk + V
(2)
k

]
, (3.4)

where Pk(∆) := ∆ +Rk(∆) 5and

Qn [W ] :=
1

Γ(n)

∫ ∞
0

dz zn−1W (z) (3.5)

5This definition is valid when we treat LPA.
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is the momentum integral translated into Mellin transform. Assuming Z2-symmetry and
Taylor-expanding the potential

Vk(χ) =
∑
n

λ2n(k)

(2n)!
χ2n , (3.6)

we can derive infinitely many beta functions β2n = ∂tλ2n. The previous expansion is the
dimensionfull version of Equation (2.102). Analogously to Section 2.8.1, by expanding
both sides of (3.4) in powers of the field and equating the coefficients, we obtain the
dimensionfull version of (2.103), without the rescaling (2.100). For arbitrary regulator,
and in any dimension, for the first few couplings this leads to

β0 =
1

2(4π)d/2
Qd/2

[
∂tRk
Pk + λ2

]
, (3.7a)

β2 = − 1

2(4π)d/2
λ4Qd/2

[
∂tRk

(Pk + λ2)2

]
, (3.7b)

β4 =
1

2(4π)d/2

(
6λ2

4Qd/2

[
∂tRk

(Pk + λ2)3

]
− λ6Qd/2

[
∂tRk

(Pk + λ2)2

])
, (3.7c)

β6 =
1

2(4π)d/2

(
−90λ3

4Qd/2

[
∂tRk

(Pk + λ2)4

]
+30λ4λ6Qd/2

[
∂tRk

(Pk + λ2)3

]
−λ8Qd/2

[
∂tRk

(Pk + λ2)2

])
.

(3.7d)

We note that these are one-loop beta functions, since no resummation is involved. In order
to have more explicit formulae, we can use the optimized regulator (2.108), that gives

Qn

[
∂tRk

(Pk + λ2)`

]
=

2

Γ(n+ 1)

k2(n+1)

(k2 + λ2)`
. (3.8)

Then, the first beta functions are

β0 =
kd+2

(4π)d/2Γ
(
d
2 + 1

) 1

(k2 + λ2)
, (3.9a)

β2 =− kd+2

(4π)d/2Γ
(
d
2 + 1

) λ4

(k2 + λ2)2
, (3.9b)

β4 =
kd+2

(4π)d/2Γ
(
d
2 + 1

)( 6λ2
4

(k2 + λ2)3
− λ6

(k2 + λ2)2

)
, (3.9c)

β6 =
kd+2

(4π)d/2Γ
(
d
2 + 1

) (−90
λ3

4

(k2 + λ2)4
+ 30

λ4λ6

(k2 + λ2)3
− λ8

(k2 + λ2)2

)
. (3.9d)

One can also calculate the beta functions of this theory at one loop using dimreg/MS . The
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corresponding expressions read

β0 =
(−1)d/2

Γ
(
d
2 + 1

)
(4π)d/2

λ
d/2
2 , (3.10a)

β2 =
(−1)d/2

Γ
(
d
2

)
(4π)d/2

λ4λ
d/2−1
2 , (3.10b)

β4 =
(−1)d/2

(4π)d/2

(
3λ2

4

λ
d/2−2
2

Γ
(
d
2 − 1

) + λ6
λ
d/2−1
2

Γ
(
d
2

) ) , (3.10c)

β6 =
(−1)d/2

(4π)d/2

(
15λ3

4

λ
d/2−3
2

Γ
(
d
2 − 2

) + 15λ4λ6
λ
d/2−2
2

Γ
(
d
2 − 1

) + λ8
λ
d/2−1
2

Γ
(
d
2

) ) . (3.10d)

Note that the massless limit λ2 → 0 is finite for a fixed even dimension because of the
Gamma functions in the denominators. One can even derive a functional perturbative beta
function for Vk, analogous to (3.4) in [96]. (We shall discuss this in Section 3.2.1). The beta
functions obtained by the two procedures are strikingly different. In the beta functions
derived from the FRG, the dimension is carried by k, and there are denominators that
automatically produce decoupling when one crosses the mass threshold k2 = λ2. In the
beta functions of dimreg the dimension is always carried by powers of λ2, and threshold
effects are not accounted for. In fact such beta functions are only valid at energies much
higher that λ2.

Nevertheless, there is a relationship between these two sets of beta functions. To see
this, note that for a generic regulator, the Q-functional with ` = n+ 1 and λ2 = 0 (which
is dimensionless) is universal, i.e.

Qn

[
∂tRk
Pn+1
k

]
=

2

Γ(n+ 1)
, (3.11)

independently of the shape of the regulator. The reason for this is that in this case the
integrand is a total derivative∫ ∞

0
dzzn−1 ∂tRk

Pn+1
k

= 2

∫ ∞
0

dyyn−1R(y)− y R′(y)

(y +R(y))n+1
=

2

n

∫ ∞
0

dy
d

dy

(
y

y +R(y)

)n
. (3.12)

The universal result will hold even if the regulator does not satisfy all the requirements
that are listed in Section 2.8: it is enough that R(∞) = 0 and R(0) > 0.

In the presence of a mass λ2, we can expand the Q-functional for k2 > λ2

Qn

[
∂tRk

(Pk + λ2)`

]
=
∞∑
j=0

(−1)jΓ(`+ j)

Γ(`)Γ(j + 1)
λj2Qn

[
∂tRk
P j+`k

]
. (3.13)
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We see that the term j = n− `+ 1 in the sum is universal and equal to

2(−1)n−`+1

Γ(`)Γ(n− `+ 2)
λn−`+1

2 . (3.14)

The beta functions of dimensional regularization consist exactly of all these universal terms,
all the remaining ones being set simply to zero.

The main question we wish to address is whether the beta functions (3.10) can be
directly obtained from the FRGE. This will be the case provided Rk is such that

Qn

[
∂tRk

(Pk + λ2)`

]
=

2(−1)n−`+1

Γ(`)Γ(n− `+ 2)
λn−`+1

2 . (3.15)

Thus the question becomes one about the existence of a regulator that gives (3.15). It is
immediately clear that any standard regulator, satisfying the criteria given in Section 2.8,
cannot fulfil this requirement. To understand why, it is sufficient to consider the case
λ2 = 0, in which case the requirement (3.15) becomes

Qn

[
∂tRk
P `k

]
=

2

Γ(n+ 1)
δ`,n+1 . (3.16)

This implies that

1

Γ(n)

∫ ∞
0

dy yn−1R− y R′

(y +R)`
=

1

Γ(n+ 1)
δ`,n+1 . (3.17)

Using integration by parts and the standard properties of regulators, we obtain(
1− `− 1

n

)
Qn

[
Rk
P `k

]
=

(
`

n+ 1
− `− 1

n

)
δ`,n+1

Γ(n+ 1)
(3.18)

that, for ` 6= n+ 1, gives Qn

[
Rk
P `k

]
= 0. Since the integrand in this Q-functional is positive,

this implies Rk = 0. While Rk cannot be identically vanishing, it appears possible to
reproduce MS beta functions by giving up some of the requirements that are usually made
of regulators and taking the Rk → 0 limit in a suitable way, as we shall discuss in the next
section.

3.2 The MS pseudo-regulator

The desired pseudo-regulator depends, in addition to the scale k, also on a dimensionless
parameter ε and a mass µ, which play a similar role as the ε and µ parameters of dimreg

Rk(z) = lim
ε→0

z

[(
zk2

µ4

)ε
− 1

]
, (3.19)
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or equivalently

R(y) = lim
ε→0

y

[(
y

µ̃4

)ε
− 1

]
, (3.20)

where µ̃ = µ/k. A derivation and an explanation of this ansatz are given in Appendix B.
Calculations have to be performed with a finite positive ε and the limit ε → 0 must be
taken at the end of all calculations. Note that expanding for small ε

Rk(z) = εz log

(
k2z

µ4

)
+O(ε2) . (3.21)

The function (3.19) grossly violates the defining properties of a regulator, as spelled out in
Section 2.8. Aside from the fact that it vanishes in the limit ε→ 0, it is a growing function
of z and goes to zero for z → 0. Nevertheless, it does what we asked for. Calculating the
Q-functional, we obtain

Qn

[
∂tRk

(Pk +m2)`

]
= k2(n−`+1) 2

Γ(n)

∫ ∞
0

dy yn−1R− y∂yR− (µ̃/2)∂µ̃R

(y +R+ m̃2)`

= lim
ε→0

2ε

1 + ε
m2(n−`+1)

(
µ2

km

) 2nε
1+ε Γ

(
1 + n

1+ε

)
Γ
(
`− 1− n+ nε

1+ε

)
Γ(n)Γ(`)

.

Here we introduced the more conventional notation m2 for the mass parameter λ2, and
defined m̃ = m/k. The integral in this Q-functional is convergent for ` > (n+1+ε)/(1+ε)
and is defined elsewhere by analytic continuation. In the limit ε→ 0 it goes to zero except
at the points where the second Gamma function in the numerator has a pole, namely when
` − n − 1 is zero or a negative integer. This way, we recover (3.15). We note that for
n ≤ ` − 2 the final result (3.15) is identically zero because of the presence of the Gamma
function on the denominator. Since ` is an integer, n must be integer in order to have a
non zero result: since, for the beta functions of the LPA, n = d/2, this implies that only in
even dimensions we get a non zero result. This agrees with the standard lore that dimreg
only works in even dimensions.

Sometimes one needs the Q-functionals for n ≤ 0. One can obtain them by observing
that

Qn

[
∂tRk

(Pk +m2)`

]
=

(−1)j

Γ(n+ j)

∫ ∞
0

dzzn+j−1

(
d

dz

)j ∂tRk(z)
(Pk(z) +m2)`

, (3.22)

where j is an integer such that n + j > 0. Evaluating this expression for the pseudo-
regulator, we get

Qn

[
∂tRk

(Pk +m2)`

]
= 2 δ−n,0 δ`,1 . (3.23)

This agrees with the analytic continuation of (3.15).
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3.2.1 The effective potential in the LPA

We complete the discussion of the LPA approximation of a scalar theory by giving the
functional equation for the potential

∂tvt = −dvt +

(
d

2
− 1

)
χ̃v′t + cd

(
−v(2)

t

) d
2
, (3.24)

where vt = k−dVk, χ̃ = k1− d
2χ and cd = 1

(4π)d/2Γ[ d2 +1]
. This agrees with the beta functional

in d = 4 discussed in [96]. For comparison, the optimized regulator leads to the form

∂tvt = −dvt +

(
d

2
− 1

)
χ̃v′t + cd

1

1 + v
(2)
t

, (3.25)

which coincides with Equation (2.109) modulo a constant rescaling of the quantities. We
observe that (3.24) picks exactly the terms of the expansion of (3.25) with the right power

of v
(2)
t to give a dimension-d operator. Equations (3.24) and (3.25) are one-loop results,

and in this sense can be said to be perturbative, but they contain infinitely many terms of
the vertex expansion and thus are not perturbative in the standard sense.

Equation (3.24) can be applied only to even dimensions, so it does not admit the Wilson-
Fisher fixed point as a solution in d = 3. This was to be expected, since dimreg only works
in even dimensions. However we anticipate that generalizations to continuous d (including
also odd integers) are possible, and will be discussed in Section 3.6. Equation (3.24) has
been used in [98, 99, 100, 101, 102] to obtain several new results on statistical models. In
d = 2 the corresponding fixed-point equation has the critical Sine-Gordon solution

V? = −m
2

8π
cos
(√

8πχ
)
, (3.26)

where m is an arbitrary mass. This result holds independently of the shape of the regulator
[81]. A related question is whether this pseudo-regulator can reproduce some of the (multi)-
critical theories in d = 2. It turns out that the answer is positive, as we shall discuss in
greater detail in Section 3.4.1, where we consider a larger truncation.

3.2.2 A first generalization

In the definition (3.19) we have used an external, arbitrary mass scale µ. One could use
instead a dimensionful coupling of the theory. In particular, in a massive theory, one could
use m instead of µ. In the discussion of the two-loop beta functions, it will be convenient
to actually use a mixture of the two. Therefore, let us generalize the pseudo-regulator to

Rk(z) = lim
ε→0

z

[(
zk2

m2bµ4−2b

)ε
− 1

]
. (3.27)
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Note that m is a running parameter, so when we evaluate the Q-functional (3.15) it gives
rise to an additional term depending on the beta function of the mass βm2 = ∂tm

2

Qn

[
∂tRk

(Pk +m2)`

]
=

2(−1)n−`+1

Γ(`)Γ(n− `+ 2)

(
1− b

2

βm2

m2

)
m2(n−`+1) . (3.28)

The term with the beta function of the mass is a higher-loop effect, so at one loop this
pseudo-regulator still reproduces the result of dimreg.

We note that the above discussion could be generalized replacing m by any combination
of couplings with the dimension of mass. This would give rise to additional beta functions
in the RHS of (3.28) and may be useful in higher-loop calculations.

In the massless case (m = 0) one has to set b = 0 and introduce by hand an IR regulator
in the Q-functionals

Qn

[
∂tRk
P `k

]
7→ Qn

[
∂tRk

(Pk + µ2)`

]
. (3.29)

The limit µ→ 0 has to be taken in the very end. Note that this IR regulator mass is not
necessarily equal to the dimreg parameter µ, but we will not need this degree of generality,
so the same mass will be used in both rôles. Then we obtain

Qn

[
∂tRk

(Pk + µ2)`

]
=

2(−1)n−`+1

Γ(`)Γ(n− `+ 2)
µ2(n−`+1) . (3.30)

As we already said above, this formula gives zero for n < l− 1. Taking the limit for µ→ 0
we get zero for n > l + 1. So the result is

Qn

[
∂tRk
P `k

]
= lim

µ→0
Qn

[
∂tRk

(Pk + µ2)`

]
=

2δ`,n+1

Γ(n+ 1)
. (3.31)

We note that only one combination of ` and n gives a non-vanishing result, which corre-
sponds to the universal result of (3.11).

3.2.3 Interpolation with the optimized regulator

The Q-functionals for the optimized regulator (2.108) have been given in (3.8). Now let
us consider the following one-parameter family of regulators (3.2). For a 6= 1 they violate
the normalization condition, however such a condition is not needed to derive the flow
equation (2.91) and the universal result in Equation (3.11). Moreover, the parameter a is
used to optimize the results [84, 85, 86].
The corresponding Q-functionals are given by

Qn

[
∂tRk

(Pk +m2)`

]
=

2a

(a+ m̃2)`
k2(n−`+1)

Γ(n+ 1)
2F1

(
`, n, n+ 1,− 1− a

a+ m̃2

)
, (3.32)
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Figure 3.1: Blue, continuous curve: a path that reproduces the beta functions of dimen-
sional regularization. Red, dashed curve: the limit of vanishing regulator. For a more
detailed discussion see Section 3.7.

which coincides with Equation (3.8) for a = 1. If ` < n + 1 and m̃ > 0, these are
monotonically increasing functions of a, which are equal to (3.8) for a = 1 and decrease
monotonically to zero when a → 0. If ` > n + 1 and m̃ > 0, they grow as functions of a
and they go to zero when a→ 0. For m̃ = 0 they are monotonic functions on the interval
0 < a < 1, and in particular, we obtain

lim
a→0

Qn

[
∂tRk
P `k

]
=


0 for ` < n+ 1 ,

1 for ` = n+ 1 ,

∞ for ` > n+ 1 .

(3.33)

Note that the Q-functionals ` = n + 1, m̃ = 0 are independent of a and equal to (3.11):
thus, the universality of these Q-functionals is not spoiled by the regulator not being
normalized. Clearly, in the massless case the beta functions will not be finite. 6 For this
reason an additional regularizing device is needed to make sense of vanishing regulators
inside the flow equations. On the other hand, if we set a = 0 with a generic mass parameter,
the regulator vanishes identically and so do all the beta functions, including the universal
ones. This means that the limit a → 0 is not continuous. We would like to find a way
to obtain at least the universal beta functions also for a = 0. One can achieve this
by introducing an additional parameter ε. Consider the following interpolating regulator

6Note that these are infrared divergences: in the massive case all Q-functionals go to zero for a→ 0.
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Rk = k2R(y, m̃2, ε, a), with

R(y, m̃2, ε, a) =
(
a+ (1− a)µ̃−2(2−b)εm̃−2bεy1+ε − y

)
Θ

(
1− a

a+ ε
y

)
. (3.34)

For ε→ 0 it reduces to (3.2) and for a→ 0 it reduces to (3.27). Thus we can go continuously
from the optimized regulator (2.108) to the pseudo-regulator (3.27) reproducing dimreg by
following the blue curve shown in Figure 3.1. This way, the limit a → 0 can be made
continuous. The price one pays is that for ε 6= 0 one does not have a good regulator in the
sense of Section 2.8. In any case we obtain the desired result that all the non-universal
beta functions go continuously to zero, while the universal ones remain constant.

Another possibility, instead, consists of taking the limits in the inverse order. In fact,
in this case we can not even talk about the parameter ε and try to take the limit a → 0
along the path ε = 0 (red, dashed) in Figure 3.1. Then, since we know that behavior of
the Q-functionals in Equation (3.32), we will take the limit a→ 0 inside the expressions of
critical exponents. Thus, contrary to the dimreg case, we do not take the limit of the flow
but we solve the flow and then we take the limit, i.e. red-dashed path in Figure 3.1. In
Section 3.7, we show that this procedure do not eliminate the physical information about
fixed point and then in Sections 3.4.2 and 3.8 we implement such a limit in order to cure
symmetry breaking due to the choice of the regulator.

3.3 Beyond the LPA

In any quantum field theory application, and in the FRG framework as well, the choice of
a regularization scheme should be tailored to a specific model and computation. In fact,
although it is possible to devise regulators which remove all possible divergences altogether,
much of the simplicity and power of the FRG comes from the possibility to adopt less
drastic choices. More minimalistic regularization schemes allow for analytic, rather than
numerical, computations, thus rendering the optimization process of such schemes simpler
and more transparent.

In the process of relaxing the approximations used to solve the exact FRG equations,
it is thus inevitable to reconsider the regulator choice. In this section we discuss the
adjustment of the MS pseudo-regulator to the transition from the LPA to the inclusion of
the running wave function renormalization. In the following, after the construction of a
more general family of pseudo-regulators, we discuss its application to scalar field theory.
We show how these pseudo-regulators are appropriate for investigations within the LPA′

approximation, which differs from the LPA only for the inclusion of a field- and momentum-
independent wave function renormalization factor. The next layer of complexity, namely
the derivative expansion at order ∂2 including the field-dependence of the wave function
renormalization, will be addressed in Section 3.4.

From the point of view of standard perturbation theory, the step from the LPA to the
LPA′ already involves the resummation of an infinite class of Feynman diagrams – those
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self-energy-like one-particle-reducible corrections to the internal propagator lines which
are accounted for by a non-trivial field’s anomalous dimension – and therefore goes beyond
finite-order perturbative calculations.

3.3.1 Rôle of the wave function renormalization

If the kinetic term in the action contains a non-trivial wave function renormalization factor
Zk 6= 1, one usually includes this global factor inside Rk

Rk(z) 7→ ZkRk(z) . (3.35)

There are several reasons in favor of this choice. First of all, it allows to take over the
regulators already working in the LPA, as the relevant regularized kinetic term is then in
the functional form z+Rk(z). Furthermore, it is motivated by the desired invariance under
rigid rescalings of the fields, also called reparameterizations. In other words, it allows to
remove Zk from the flow equations by simply rescaling the fields according to their quantum
dimension

dχ =
d− 2 + ηt

2
, (3.36)

where
ηt = −∂t logZk (3.37)

is the field anomalous dimension. While the former motivation is just a matter of conve-
nience, the latter is deeper and less arbitrary. In fact, this choice is the one that minimizes
the spurious breaking of reparameterization invariance due to the truncation of the exact
FRG equation [34, 48, 53, 103].

Following the choice of (3.35). the flow equations receive further RG resummations
encoded in the appearance of ηt on the RHS as

∂tRk(z) 7→ Zk (∂tRk(z)− ηtRk(z)) . (3.38)

While the first term on the RHS gives rise to the Q-functionals already discussed in Section
3.1, the second term leads to the following new integrals

Qn

[
Rk

(Pk +m2)`

]
=

∞∑
j=0

(−1)jΓ(`+ j)

Γ(`)Γ(j + 1)
m2j Qn

[
Rk
P j+`k

]
. (3.39)

Also for these new Q-functionals we see that the term j = n − ` + 1 has no explicit
k dependence, but it is not universal. For instance, the first example of regulator of
Equation (3.3) with w = 1 would give

Qn

[
Rk
Pn+1
k

]
=


log(2) n = 1 ,

log
(

4
3

)
n = 2 ,

1
2 log

(
32
27

)
n = 3 ,

(3.40)
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while the optimized regulator (2.108) leads to

Qn

[
Rk
Pn+1
k

]
=

1

Γ(n+ 2)
. (3.41)

This exemplifies the arbitrariness in the construction of an MS pseudo-regulator for cal-
culations beyond the LPA.

If we straightforwardly apply the recipe (3.35), we obtain a divergent result

Qn

[
Rk

(Pk +m2)`

]
= lim

ε→0

{
(−m2)n−`+1

Γ(`)Γ(n− `+ 2)

(
1− n

n+ 1

)
1

ε

}
. (3.42)

Therefore, including the wave function renormalization in the pseudo-regulator requires
some additional work. In the following we explore a family of pseudo-regulators which
achieve the goal of reproducing one-loop MS results, plus RG resummations, in the ε→ 0
limit.

3.3.2 An extended family of pseudo-regulators

The first requirement on a new pseudo-regulator which is appropriate for the LPA′, is that
it reduces to the pseudo-regulator we have adopted for the LPA in the Zk → 1 limit. 7

Hence we consider a generalization of (3.19) which amounts to the introduction of two new
parameters Z0 > 0 and σ

Rk(z) = Z0Z
σε
k

[(
k2

µ4

)ε
z1+ε − z

]
. (3.43)

While the most common choice, as in (3.35), would be Z0 = 1 and σ = 1/ε, we prefer to
keep the two variables arbitrary for the time being. We define

Gk(q
2) =

(
Zkq

2 + V
(2)
k +Rk(q2)

)−1
(3.44)

the regularized propagator. With our pseudo-regulator this reads

Gk =
1

Z0

(
Zσk k

2

µ4

)ε
z1+ε − (Z0Zσεk − Zk)z + V

(2)
k

, (3.45)

from which it is manifest that having a vanishing (Z0Z
σε
k − Zk) would tremendously sim-

plify the task of evaluating the loop integrals. Though we restrain from this simplifying
assumption, we still assume that this difference is small. We calculate all loop integrals by
means of their Taylor series in this difference around zero.

7For simplicity we set b = 0.
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Then the generic Q-functional becomes

Qn

[
G`k∂tRk

]
= (3.46)

=
εZ0Z

σε
k

(1 + ε)Γ(n)Γ(`)

∞∑
p=0

(Z0Z
σε
k − Zk)p

Γ(p+ 1)

(
Z0

(
Zσk k

2

µ4

)ε)−n+p
1+ε

[
(2− σηt)Γ

(
n+ p

1 + ε
+ 1

)
Γ

(
`+ p− n+ p

1 + ε
− 1

)(
Z0

(
Zσk k

2

µ4

)ε)−1 (
V

(2)
k

)n+p
1+ε
−`−p+1

+σηtΓ

(
n+ p+ 1

1 + ε

)
Γ

(
`+ p− n+ p+ 1

1 + ε

)(
Z0

(
Zσk k

2

µ4

)ε)− 1
1+ε (

V
(2)
k

)n+p+1
1+ε

−`−p
 .

From this expression it can be clearly seen that σ cannot diverge for vanishing ε (as a
comparison of (3.35) and (3.43) would suggest) or both terms would also diverge. On the
other hand choosing a vanishing σ in this limit would remove any Zk and ηt dependence,
thus reproducing the same results of the LPA pseudo-regulator. Finally, choosing σ to stay
constant in the ε→ 0 limit leads to

Qn

[
G`k∂tRk

]
=

Z−n0

(
−V (2)

k

)n−`+1

Γ(n)Γ(`)Γ(n− `+ 2)

∞∑
p=0

Γ (n+ p)

Γ(p+ 1)

(
1− Zk

Z0

)p[
(2− σηt) +

σηt(n+ p)

n+ p+ 1

]

=
Z−n0

(
−V (2)

k

)n−`+1

Γ(`)Γ(n− `+ 2)

[
(2− σηt)

Zn0
Znk

+ σηt
n

n+ 1
2F1

(
1 + n, 1 + n, 2 + n; 1− Zk

Z0

)]
.

(3.47)

Summarizing we have

Qn

[
G`k∂tRk

]
=
Z−nk

(
−V (2)

k

)n−`+1

Γ(`)Γ(n− `+ 2)
(2− σηt(1 +H0)) , (3.48a)

Qn

[
G`kG

′
k∂tRk

]
= − n

n− 1

Z1−n
k

(
−V (2)

k

)n−`−1

Γ(`+ 2)Γ(n− `)
(2− σηt(1 +H1)) , (3.48b)

Qn

[
G`kG

′′
k∂tRk

]
=

2n

n− 2

Z2−n
k

(
−V (2)

k

)n−`−2

Γ(`+ 3)Γ(n− `− 1)
(2− σηt(1 +H2)) , (3.48c)

where primes denote differentiation with respect to z, and we introduced the following
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notations

H0(n,Zk, Z0) = − n

n+ 1

(
Zk
Z0

)n
2F1

(
n+ 1, n+ 1, n+ 2; 1− Zk

Z0

)
, (3.49a)

H1(n,Zk, Z0) = −n− 1

n

Z0

Zk
+
n− 1

n+ 1

(
1− Zk

Z0

)(
Zk
Z0

)n−1

2F1

(
n+ 1, n+ 1, n+ 2; 1− Zk

Z0

)
,

(3.49b)

H2(n,Zk, Z0) =
n− 2

n

(
1− 2n− 1

n− 1

Zk
Z0

)(
Z0

Zk

)2

− n− 2

n+ 1

(
1− Zk

Z0

)2(Zk
Z0

)n−2

2F1

(
n+ 1, n+ 1, n+ 2; 1− Zk

Z0

)
. (3.49c)

The dependence of the Hi functions on Zk/Z0 signals the expected breaking of reparameter-
ization invariance, which translates in non-autonomous flow equations for the dimensionless
renormalized couplings. An autonomous flow can be recovered in special cases: besides the
σ → 0 limit, other interesting choices are

lim
Z0→0

Hi(n) = 0 , (3.50)

lim
Z0→∞

Hi(n) = −1 . (3.51)

For instance, for Z0 → 0 we obtain

Qn

[
G`k∂tRk

]
=
Z−nk

(
−V (2)

k

)n−`+1

Γ(l)Γ(n− `+ 2)
(2− σηt) , (3.52a)

Qn

[
G`kG

′
k∂tRk

]
= − n

n− 1

Z1−n
k

(
−V (2)

k

)n−`−1

Γ(l + 2)Γ(n− `)
(2− σηt) , (3.52b)

Qn

[
G`kG

′′
k∂tRk

]
=

2n

n− 2

Z2−n
k

(
−V (2)

k

)n−`−2

Γ(l + 3)Γ(n− `− 1)
(2− σηt) . (3.52c)

From (3.48) we see that the second case suppresses the RG improvement terms, in the
same way as setting σ = 0, and therefore gives back the LPA result. Thus, in summary,
the proper way to use the pseudo-regulator (3.43) is to first evaluate the integrals, then
take the limit ε→ 0 and finally the limit Z0 → 0.

Finally, it is worth stressing that the previous identities are not restricted to the LPA′

truncation. For truncations where Zk depends on fields and/or momentum 8, the relevant

8In this chapter, we will use a different notation for the field and/or momentum dependent wave function
renormalization.
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wave function renormalization factor appearing inside the pseudo-regulator is to be identi-
fied with Zk evaluated at preferred values of momentum and fields, for instance minimizing
the potential and the inverse propagator. In the simplest cases the latter are vanishing
values. Then the simple propagator Gk of (3.44), and the loop integrals given in the previ-
ous equations, would arise after a polynomial expansion of Zk to obtain derivative vertices
which are local in field space and in spacetime.

3.4 The derivative expansion at order ∂2

The pseudo-regulators introduced in the previous section are also apt for application to
a larger class of truncations which accounts for a possible field dependence of the wave
function renormalization, the order ∂2 of the derivative expansion. While this kind of
more elaborate approximation is often an optional for many models, it is in some cases a
necessity already as a zeroth order approach, such as for instance in the applications to
nonlinear sigma models or for conformal field theories in two dimensions. For this reason,
in this section we address these two examples. They allow us to account for a trivial
generalization of the LPA′ formulas given in the previous section, and also to discuss
more subtle points about the scope of an MS pseudo-regulator, such as its applicability to
strongly interacting field theories and to models with nonlinear symmetries.

3.4.1 Multicritical models

We consider the following truncation of Γk

Γk[χ] =

∫
x

(
Vk(χ) +

1

2
zk(χ)∂µχ∂

µχ

)
, (3.53)

where the wave function renormalization constant is Zk := zk(0). This kind of ansatz
is general enough to capture the emergence of a tower of multicritical χ2p scalar field
theories below the fractional upper critical dimensions dp = 2p/(p − 1), and to provide
good estimates of their properties in d = 2 [75, 104, 105]. As these conclusions apply to
conventional FRG regulator choices, it is interesting to check whether these nice results
can be obtained even with an MS pseudo-regulator.

The flow equations of the functions Vk and zk for the pseudo-regulator (3.43) can be
obtained from those presented in Appendix C for the more general case of O(N) models9.
We are interested in the case d = 2 and N = 1, therefore we rescale the field

χ = Z
−1/2
k χ̃ , ηt = −∂t logZk (3.54)

9Note that for the O(N) model we use Zk(ρ(χ)) instead of zk(χ), however for N = 1 we have zk(χ) =
Zk(χ) = Z̃k(χ).
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this work opt. [75, 105] hom. [104] exact [106]

η2 0.25 0.2132 0.309 0.25
ν2 0.666667 . . . 0.863 1

η3 0.111111 0.1310 0.200 0.15
ν3 0.5625 . . . 0.566 0.556

η4 0.0625 0.0910 0.131 0.1
ν4 0.533333 . . . 0.545 0.536

η5 0.04 0.0679 0.0920 0.0714
ν5 0.520833 . . . 0.531 0.525

η6 0.0277778 0.0522 0.0679 0.0535714
ν6 0.514286 . . . 0.523 0.519

η7 0.0204082 . . . 0.0521 0.0416667
ν7 0.510417 . . . 0.517 0.514

η8 0.015625 . . . 0.0412 0.0333333
ν8 0.507937 . . . 0.514 0.511

η9 0.0123457 . . . 0.0334 0.0272727
ν9 0.50625 . . . 0.511 0.509

η10 0.01 . . . 0.0277 0.0227273
ν10 0.505051 . . . 0.509 0.508

η11 0.00826446 . . . 0.0233 0.0192308
ν11 0.504167 . . . 0.508 0.506

Table 3.1: Estimates of the critical exponents ηp and νp for the two dimensional χ2p

multicritical scalar models. The first three columns present FRG estimates: the first
obtained with the MS pseudo-regulator, the second with the optimized regulator of (2.108),
the third with a homogeneous regulator. Finally, the last column shows the exact results,
from CFT methods.

and introducing the dimensionless renormalized functions

vt(χ̃) = k−2Vk(χ) , ζt(χ̃) = Z−1
k zk(χ) , (3.55)

these flow equations read

∂tvt =− 2vt +
ηt
2
χ̃ v

(1)
t −

1

4π

(
1− σηt

2

)
ζ−1
t v

(2)
t , (3.56a)

∂tζt = ηtζt +
η

2
χ̃ ζ

(1)
t +

1

8π

(
1− σηt

2

) −2
ζ

(2)
t

ζt
+ 3

(
ζ

(1)
t

ζt

)2
 . (3.56b)

Now we search for the scaling solutions, i.e. ∂tv? = ∂tζ? = 0, for this system of
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equations. Setting the Z2-parity and normalizations conditions

v?(0) = 0 , v
(2)
? (0) = m̃2 , (3.57a)

ζ?(0) = 1 , ζ
(1)
? (0) = 0 , (3.57b)

the previous system of equations has the following family of fixed points

v? = −2− ση?
16π

m̃2 cos

(
2
√
η?

arctan

√
Φ2

1− Φ2

)
, (3.58a)

ζ? =
(
1− Φ2

)−1
, (3.58b)

Φ =

√
4πη?

2− ση?
χ̃ . (3.58c)

It is remarkable that with the MS pseudo-regulator the scaling solutions can be written
in closed form: usually in the FRGE they are only known numerically. Depending on the
sign of m2, the fixed-point potential can have a maximum or a minimum for zero field.

Note that ζ? diverges for Φ2 = 1. In order to have a potential v? which is smooth at
this point and is bounded from below we impose

v
(n)
?

∣∣∣
Φ2→1

= finite , ∀n (3.59a)

lim
χ̃→∞

v? = +∞ . (3.59b)

From (3.59a) we get the quantization rule

sin
π
√
η?

= 0 , (3.60)

such that

η ≡ η? =
1

p2
, p = 1, 2, 3 . . . , (3.61)

while (3.59b) can be fulfilled by adjusting the sign of m̃2 (while the modulus remains free)

m̃2 ≶ 0 if (−1)1/
√
η? = ±1 . (3.62)

This way, v? acquires the typical shape of a (p− 1)-critical potential.

To compute the critical exponents associated to these fixed points, we linearize the
RG flow around them and look for eigenperturbations. In other words, we insert vt →
v? + e−θt δv, ζt → ζ? + e−θt δζ and η = η? + δη into (3.56), and expand them to first
order in the perturbations δv, δζ and δη. For δη 6= 0 the corresponding δζ is complex and
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furthermore singular at Φ2 = 1. We therefore impose δη = 0. In this simplified case the
linearized equations read

−θ δv = −2 δv +
η?
2
χ̃ δv(1) − 1

4π

(
1− ση?

2

)
ζ−1
?

[
δv(2) − v(2)

?
δζ

ζ?

]
, (3.63a)

−θ δζ = η? δζ+
η?
2
χ̃ δζ(1)+

1

4π

(
1− ση?

2

)−δζ(2)

ζ?
+ 3

ζ
(1)
? δζ(1)

ζ2
?

+

ζ(2)
?

ζ?
− 3

(
ζ

(1)
?

ζ?

)2
δζ
ζ?

 .
(3.63b)

The condition of fixed η results in LPA-like perturbations with vanishing δζ.
Besides the trivial solutions

θ = 2 , δv = 1 , (3.64a)

θ = 2− η?
2
, δv = χ̃ , (3.64b)

θ = 0 , δv = v? , (3.64c)

we find the even eigenperturbations

θ = 2− 2η? n
2 , δv = cos

(√
4− 2θ

η?
arctan

√
Φ2

1− Φ2

)
, (3.65)

and the odd eigenperturbations

θ = 2− 2η?

(
n+

1

2

)2

, δv =

√
2− ση

8π(2− θ)
sin

(√
4− 2θ

η?
arctan

√
Φ2

1− Φ2

)
, (3.66)

where η? assumes its fixed-point value (3.61). Enforcing regularity of δv at the pole of ζ
requires n = 1, 2, 3 . . . . From the largest even parity eigenvalue (n = 1), excluding the unit
operator, we get the critical exponent ν

ν =
1

2− 2η
. (3.67)

In Table 3.1 we summarize these results for the critical exponents η and ν and compare
them to FRG estimates obtained by means of the optimized regulator and with the ho-
mogeneous regulator, as well as with the exact values. Comparing (3.61) with the exact
result

η =
3

(p+ 1)(p+ 2)
(3.68)

we see that for large p our result is off by a factor 3, whereas ν correctly tends to 1/2.
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3.4.2 The nonlinear σ model

Addressing the nonlinear σ model with the MS pseudo-regulator requires only a simple
generalization of the truncation we just studied, to account for a multiplet of fields, rather
than a single one. We therefore start from the following truncation of Γk for a O(N)-
invariant multiplet of scalars

Γk[χ] =

∫
x

(
Uk(ρ) +

1

2
Zk(ρ)∂µχ

a∂µχa +
1

4
Yk(ρ)∂µρ∂

µρ

)
, (3.69)

where the N fields χa are in the fundamental representation of O(N), and ρ = χaχa/2 is the
corresponding local invariant. We further define the radial wave function renormalization

Z̃k (ρ) = Zk (ρ) + ρYk (ρ) . (3.70)

In Appendix C we show the flow equations of this model in the present truncation. For
the especially interesting case d = 2, with the pseudo-regulator we obtain

∂tUk =− 1

4π

(
U

(1)
k + 2ρU

(2)
k

Z̃k
+ (N − 1)

U
(1)
k

Zk

)
, (3.71a)

∂tZ̃k =−

(
Z̃

(1)
k + 2ρZ̃

(2)
k

)
4πZ̃k

− (N − 1)

(
Z

(1)
k + ρY

(1)
k

)
4πZk

+
3ρ
(
Z̃

(1)
k

)2

4πZ̃2
k

+ (N − 1)
ρZ

(1)
k

(
Yk − Z(1)

k

)
2πZ2

k

.

(3.71b)

Here we suppressed the RG improvement by setting σ = 0; the effect of a non-vanishing
σ will be addressed in a moment.

As it stands, this action could still describe a linear model. If we make the assumptions

Zk(ρ) =
Zk
g2
k

, Z̃k(ρ) =
1

g2
k

(
1

Zk
− 2ρ

)−1

, Uk = −hk
√

1

Zk
− 2ρ , (3.72)

the EAA becomes

Γk[χ] =

∫
d2x

[
Zk
2g2
k

(
δab +

χaχb

1
Zk
− 2ρ

)
∂µχ

a∂µχb − hk
√

1

Zk
− 2ρ ,

]
, (3.73)

which describes a nonlinear σ model with values in a sphere SN of radius Z
−1/2
k and coupled

to an external source hk [24]. In this case the symmetry group is extended to O(N + 1).
Inserting this ansatz in the flow equations (3.71) one deduces the correct one-loop beta
functions

∂tgk = −N − 1

4π
g3
k , ηk = −∂t logZk =

N

2π
g2
k , ∂thk = 0 . (3.74)
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Thus, the flow equations (3.71) maintain the form of the ansatz in (3.72), that is to say,
they preserve the nonlinearly realized O(N + 1)/O(N) symmetry. This might appear
trivial as we are applying one-loop RG equations, but it is not so for two reasons. First,
this compatibility extends beyond one-loop order as we observe in the following by the
inclusion of the RG improvement. Second, because this conclusion does not hold for finite ε,
i.e. within the realm of ordinary FRG computations. In fact, it is well known that the FRG
regulator, being a deformation of the two point function of the N fields, explicitly breaks
the nonlinear part of the O(N + 1) symmetry. For this reason, most FRG applications to
nonlinear sigma models have adopted different formulations based on the background field
method [66, 107, 108, 109, 110, 111, 112, 113, 114].

Let’s then turn to the RG improvement, which leads us beyond the one-loop approxi-
mation. To this end we should note that the pseudo-regulator in (3.43) has a factor Zσεk ,
but here Zk should be replaced by Zkg

−2
k to be compatible with the ansatz of (3.72). Then,

with this little adjustment of the pseudo-regulator, for a generic σ we get

∂tgk = −
(N − 1)g3

k

4π + σg2
k

, ηk =
2Ng2

k

4π + σg2
k

, (3.75)

and ∂thk = 0. Even though the previous flow equations hold in d = 2, it is possible to apply
them in d = 2+ε by simply augmenting them with their ε-dependent canonical dimensional
part. In so doing, one can recover the ε-expansion description of the non-trivial fixed point
which exists for ε > 0. We defer this discussion to the end of Section 3.6.

As we anticipate at the beginning of this chapter and in the end of Section 3.2.3, another
possibility to recover flow equations (3.74) is to use the regulator (3.2) and so follow the
red-dashed path in Figure 3.1.

A standard cutoff term

∆Sk(χ) =
Zk
2g2
k

∫
d2xχaRk(−∂2)χa (3.76)

breaks O(N + 1) invariance, while preserving O(N). Therefore, if we start at some scale
k with an EAA of the form (3.73), the flow will immediately generate O(N + 1)-violating
terms, and thus will take place in the larger theory space parameterized by (3.69).

This can be seen already by projecting the flow generated by the ansatz (3.73) on the
local potential, i.e. by considering (C.1). For non-vanishing a and for field-dependent wave
function renormalizations, the choice Uk = 0 is not preserved by the RG flow. However,
in the a→ 0 limit it becomes a consistent ansatz, as in ∂tUk the RHS behaves like a log a
when a → 0. Let us then inspect the flow of the wave function renormalizations with
Uk = 0. Inserting the previous ansatz in the flow equation (C.2) for Z̃k(ρ) 10, in the limit

10Note that now Zk(ρ = 0) = Zk/g
2
k, so inside the formulae for the Q-functionals we must send Zk →

Zk/g
2
k and ηt → ηt + 2∂tgk/gk.
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a→ 0 we obtain

− 2Zk∂tgk
g3
k (1− 2Zkρ)

− Zkηt

g2
k (1− 2Zkρ)2 =

Zk
4π

(2∂tgk + (ηt − 2)gk)(2(N − 1)Zkρ+ 1)

gk(1− 2Zkρ)2
+ o(a).

(3.77)

As the functional ρ dependence on both sides of the equation is comparable, this equation
can be algebraically solved for ∂tgk and ηt, resulting in Equations (3.75) with σ = 1.
These are the correct one-loop beta functions, augmented by RG resummations due to the
dependence of the regulator on Zk and gk. The same result can be derived by considering
the flow equation for Zk(ρ). Thus, within the present truncation the nonlinearly realized
O(N + 1)/O(N) symmetry is preserved by taking the limit a→ 0.

The assumption Uk = 0, although justified by the observation that only a trivial poten-
tial is compatible with the nonlinearly realized symmetry, can be easily relaxed as long as
this explicit symmetry-breaking term is treated as an external source. The simplest of such
terms is a linear coupling to the O(N+1)/O(N) variation of χa, i.e. χN+1, is reported in the
third identity of (3.72). This ansatz, comprehending an arbitrary source hk, is compatible
with the flow equation in the case of the MS pseudo-regulator. This linear term can also
be used to construct an exact FRG equation which manifestly preserves the full O(N + 1)
symmetry for every regulator function Rk, see Appendix of [2]. For the present standard
FRG implementation and regularization scheme, the ansatz (3.72) is not compatible with
the flow equation of the potential, neither for a 6= 0 nor in the a → 0 limit. Only by
assuming that hk be a function of a vanishing faster than a itself, closure of the order ∂2

RG flow on the ansatz (3.73) is recovered. To understand this phenomenon it is necessary
to study how the modified master equation for the O(N + 1)/O(N) symmetry behaves
in the a → 0 limit. In Appendix of [2] we show how the construction of a non-vanishing
potential term for the nonlinear sigma model is a complicated problem which requires the
simultaneous solution of both the flow equation and the modified master equation. As
explained in Appendix of [2], in solving this problem the a→ 0 limit is of limited use.

3.5 The two-loop beta functions

In the previous sections we have shown that the ε → 0 limit of the FRG beta functions
for the MS pseudo-regulator reduces them to well-known MS one-loop RG equations,
possibly up to a resummation. We have shown this in the LPA, in the LPA′ and at order
∂2 of derivative expansion. In this section we show how to reproduce the two-loop result
in four dimensions, by considering larger truncations and by taking the ε → 0 limit in
a suitable way. Although the computation of the beta function of the quartic coupling
was discussed by several authors already, see Refs. [69, 70, 115, 116, 117, 118, 119, 120],
part of the arguments adopted in those works do not apply to the MS pseudo-regulator,
which is not an IR regulator. Furthermore, we crucially rely on analytic continuation
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of divergent integrals, such that parametric limits are allowed to not commute, whereas
standard FRG regulators render all integrals convergent. In addition, we also compute the
two-loop running of the mass.

We closely follow the notations11 and the arguments of the first FRG work addressing
this task, namely [69]. We therefore focus on the linear O(N) models with bare action

S[φ] =

∫
x

{
1

2
∂µφ

a∂µφa + UΛ(ρ)

}
, (3.78a)

UΛ(ρ) = m̄2ρ+
λ̄

2
ρ2 , (3.78b)

and we proceed with the solving strategy given in Equation (2.93). Note that compared
to (3.6), we have changed the notation to λ2 = m̄2 and λ4 = 3λ̄, and the bars denote bare
couplings. In a massless scheme such as MS , the two-loop beta function of the quartic
coupling is universal and mass independent, such that it is usually possible to assume
m̄2 = 0 right from the start. We instead focus on a massive theory in the symmetric
regime for technical reasons. In fact, we are going to adopt an FRG pseudo-regulator
which does not regulate IR divergences. This does not prevent us from analyzing the
massless theory though, as we are allowed to take the m̄2 → 0 limit of any IR safe quantity
after the loop integrals are computed.

In our regularization scheme, it is furthermore essential to account for the k-dependence
of the renormalized mass parameter m2, or else the correct two-loop beta function would
not be reproduced. In fact, as the latter contributes to the running of λ in any mass-
dependent scheme, it does so also in our computations at non-vanishing ε. Interestingly,
this contribution will survive the ε → 0 limit, if the latter is taken carefully enough.
This computation will thus serve as an example of a more general mechanism, according
to which the super-renormalizable and the non-renormalizable sectors of a theory, which
show a non-trivial running in any mass-dependent scheme, do feed back into the running
of renormalizable operators even in a massless scheme such as MS , provided the mass-
thresholds effects are correctly accounted for 12.

As discussed in the beginning of this chapter, a two-loop result involves arbitrarily-high
orders of the derivative expansion. We therefore cannot use an ansatz such as (2.96), or
its multi-field generalization. Instead, we must make the ansatz

Γk[φ] =

∫
x

{
Uk(ρ) +

1

2
∂µφ

a Zk
(
ρ,−∂2

)
∂µφa +

1

4
∂µρ Yk

(
ρ,−∂2

)
∂µρ

}
. (3.79)

Equivalently, expressing the field in the angular (Goldstone) modes, and in the radial
(massive), mode

√
ρ, one finds that their wave function renormalizations are given by the

11In particular, note that in this section we will use φ instead of χ.
12This mechanism has been observed also in [121]
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function Zk and

Z̃k
(
ρ, q2

)
= Zk

(
ρ, q2

)
+ ρYk

(
ρ, q2

)
, (3.80)

respectively. In order to compute the beta function of the quartic coupling it may seem
sufficient to stop at the fourth order of the vertex expansion, and hence assume that Uk
is quadratic in ρ and Zk is linear. However, in the vertex expansion, the beta function of
Γ(n) involves also Γ(n+1) and Γ(n+2), so we need Uk up to order ρ3 and Zk up to order ρ2.
In general we shall use the following terminology for the expansion of these functions

Uk(ρ) =
∞∑
n=1

un
n!
Znk k

d−n(d−2)(ρ− ρ0)n , (3.81a)

Zk(ρ, q
2) =

∞∑
n=0

zn(q2/k2)

n!
Zn+1
k k−n(d−2)(ρ− ρ0)n , (3.81b)

Z̃k(ρ, q
2) =

∞∑
n=0

z̃n(q2/k2)

n!
Zn+1
k k−n(d−2)(ρ− ρ0)n , (3.81c)

where Zk = Zk(ρ0, 0) is the wave function renormalization and ρ0 is the minimum of
the potential. In any scheme, the effective potential is already renormalized at one loop.
The functions Zk(ρ, q

2) and Z̃k(ρ, q
2) also receive one-loop radiative corrections in mass-

dependent schemes. However, the one-loop contributions to these functions are field depen-
dent corrections, and therefore correspond to radiatively generated momentum-dependent
vertices. In any scheme the field-independent part of the wave function renormalizations,
i.e. the fields anomalous dimensions, receive corrections from the two-loop order on. These
well known perturbative facts are recovered from the FRG equations, straightforwardly in
mass-dependent schemes, and with a little care also for mass-independent schemes, as we
show in this section.

Although the FRGE looks like a one-loop equation, this is only true as long as one uses
the full propagators and vertices (double lines and black dots in Equations (2.95)). The
full propagators and vertices can be expanded in loops giving rise to infinite series that can
be represented in terms of standard Feynman diagrams. This introduces resummations of
perturbative diagrams of two kinds. The first is the so called spectral adjustment of the
regulator, i.e. the possible dependence of the regulator on the couplings of the theory, most
commonly the wave function renormalization Zk (as already discussed in Section 3.3.1).
This produces terms depending on the field’s anomalous dimensions. The second source
of resummations is provided by the mass thresholds, which in a functional setup may also
depend on the point of expansion in the space of field amplitudes,

κ = k2−dZkρ0 , (3.82)

at which we define local couplings. These include the perturbatively renormalizable ones

m2 ≡ k2u1 = Z−1
k U

(1)
k (ρ0) , λ ≡ u2 = kd−4Z−2

k U
(2)
k (ρ0) , (3.83a)
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as well as the non-renormalizable ones

un = kn(d−2)−dZ−nk U
(n)
k (ρ0) , n ≥ 3 , (3.83b)

zn(y) = kn(d−2)Z
−(n+1)
k Z

(n)
k (ρ0, k

2y) , n ≥ 1 , (3.83c)

z̃n(y) = kn(d−2)Z
−(n+1)
k Z̃

(n)
k (ρ0, k

2y) , n ≥ 1 . (3.83d)

If one were to suppress both these portals towards higher order corrections, the FRGE
would boil down to a pure one-loop result. However, thanks to these two contributions,
higher loops are generated by solving the RG equations and constructing the RG trajec-
tory, i.e. in the process of renormalizing the theory.

Let us now address the task of integrating the d = 4 flow equations from the UV ini-
tial condition Γk=Λ = S down to k < Λ 13. We recall that for the bare theory of (3.78) the
loop expansion corresponds to the expansion in the coupling λ. From now on it is more
convenient to think in this way. To reproduce perturbation theory, we need to compute
the RG vector field in vicinity of the Gaussian fixed point up to next-to-leading order in λ.
This is tantamount to integrating the flow order by order in a Taylor expansion for small
λ. We first input the initial condition ΓΛ on the right hand sides of the RG equations.
This produces a one-loop beta function for the renormalizable couplings m2 and λ. On the
other hand, the RG equations radiatively generate further couplings, namely those whose
t-derivative at this initial point is non-vanishing. By considering the Feynman diagrams
mentioned above, we deduce a power counting for the radiatively generated couplings in
terms of λ.
The first few couplings to be generated, and the corresponding orders of magnitude in
terms of the initial quartic coupling, are

η = O
(
λ2
)
, z1 = O

(
λ2
)
, z̃1 = O

(
λ2
)
, (3.84a)

u3 = O
(
λ3
)
, z2 = O

(
λ3
)
, z̃2 = O

(
λ3
)
, (3.84b)

u4 = O
(
λ4
)
, z2

1 = O
(
λ4
)
, z̃2

1 = O
(
λ4
)
. (3.84c)

Similar relations hold for un and zn, with progressively higher powers of λ for higher n.
Thus after an infinitesimal RG step from k = Λ to k = Λ− δk, the effective average action
changes and the perturbative expansion of the FRG vector field correspondingly adjusts.
To compute the most general form of βλ along such a flow, which is exact at the order λ3

(still within a local expansion around vanishing fields), we can use the power counting of

13Here the limit Λ→∞ is allowed as part of the regularization choice, and should not be confused with
the possibility to remove a UV cutoff, thus defining a UV complete theory. The latter question is instead
emerging when trying to take such a limit at for a fixed IR action Γk=0.
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(3.84) to eliminate the higher order terms. This results in

βm2 =− k2

16π2

[
(N − 1)λ l41,0(0) + 3λ l40,1(2λκ) + (N − 1)〈z1〉61,0(0) + 〈z̃1〉60,1(2λκ)

]
+ ηm2 + k2 (2κ+ ∂tκ)λ+O(λ3) , (3.85)

βλ =
N − 1

16π2
l42,0(0)λ2 +

9

16π2
l40,2(2λκ)λ2

− N − 1

16π2
l41,0(0)u3 −

5

16π2
l40,1(2λκ)u3 + (2κ+ ∂tκ)u3

+
N − 1

8π2
λ〈z1〉62,0(0) +

3

8π2
λ〈z̃1〉60,2 (2λκ)− N − 1

16π2
〈z2〉61,0(0)− 1

16π2
〈z̃2〉60,1 (2λκ)

+ 2ηλ+O(λ4) . (3.86)

In these equations the threshold functions l4n,m and the averages 〈zn〉6n,m denote one-
loop integrals over virtual momenta, with momentum-independent and -dependent vertices
respectively. The precise definitions can be found in Appendix (D.24). The λ dependence
of mass thresholds should also be expanded, for instance

ld0,n(2λκ) = ldn,0(0)− 2nλκ ldn+1,0(0) +O
(
λ2
)
. (3.87)

However this would bring corrections only for non-vanishing κ, which is not generated
at the two-loop order. We can thus set κ = 0 in Equations (3.85) and (3.86). While
the contribution of the non-renormalizable couplings u3, z1,2 and z̃1,2 is obvious in any
mass-dependent scheme, one might expect that it would not be present in MS , since all
dimensionful integrals, in absence of mass thresholds, need to vanish in the ε → 0 limit.
This expectation is however incorrect, because when the computation is performed at non-
vanishing mass, and the m → 0 limit is taken after the ε → 0 limit, the contribution of
the beta functions of the mass and of the non-renormalizable couplings inside βλ attains a
finite non-vanishing value.

To illustrate the details of this mechanism, we should first choose a specific form of the
ε-dependent pseudo-regulator which is suitable for the present computation. We adopt the
following function 14

Rk(z) =

[(
k2

µ4−2bM2b

)ε(
z +M2

)1+ε− (z +m2)

]
. (3.88)

Here µ is a k-independent momentum scale and M plays the role of a regularized mass,
which is assumed to be k-dependent. M should be an analytic function of m, such that

14As η is vanishing at one loop in this model, we discard the precise form of the Z0 and Zk dependence
of the pseudo-regulator: in fact, the η dependence appearing on the RHS of the flow equations through the
regularization only contributes to the RHS of the flow from three loops on, and so we can safely replace
Zk → 1.
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the m→ 0 limit smoothly removes also M . 15 The precise form of M making all relevant
integrals finite and ensuring the k independence of the beta functions in the ε→ 0 limit is
derived in Appendix D.1. Imposing the analiticity requirement on M fixes b = 1.

We now turn to the beta function of (3.86), where on the RHS we organized different
kinds of contributions on different lines. The first line provides the one-loop expression,
as well as also a first type of higher order contribution, due to the RG improvement of
the pseudo-regulator. More specifically, the threshold functions are responsible for the
appearance of βm2 on the RHS of βλ, as

l40,2(2λκ) = l42,0(0) +O
(
λ2
)

= 1− βm2

2m2
+O

(
λ2
)

= 1− N + 2

32π2
λ+O

(
λ2
)
. (3.89)

As already anticipated, the ratio βm2/m2 attains a finite mass-independent value. In fact,
the one-loop MS result for βm2 is recovered also with the present pseudo-regulator. Even
the two-loop MS coefficient for βm2 can be correctly reproduced, although this requires a
careful choice of the function M2, which is described in Appendix D.2.5.

The second line of (3.86) encodes the effect of u3, which is generated by the flow
equation itself, as detailed in Appendix D.2. It is a general feature of the FRG equations
that solving the flow equation for u3 as a function of λ, at leading order in λ, is equivalent
to setting u3 at its λ-dependent fixed point value. With the present pseudo-regulator this
value of the sextic coupling reads

u
(1−loop)
3 =

N + 26

32π2
λ3 k

2

m2
. (3.90)

This illustrates a second mechanism that generates two-loop terms, even with the MS
pseudo-regulator. In fact, despite all momentum integrals appearing in the beta function
of u3, and any other non-renormalizable couplings, being dimensionful and thus vanishing
in the ε → 0 limit, some of the integrals appearing in the solution of the flow and fixed-
point equations for these couplings are dimensionless and therefore survive in MS . In other
words, the flow equations should be solved before the ε→ 0 limit is taken. Then, replacing
(3.90) in the second line of (3.86) produces further λ3 terms in the beta function.

A similar fate applies to the third line of (3.86), although the computational details
this time are somewhat more intricate. This is due to the momentum dependence of the
non-renormalizable couplings appearing inside Z and Z̃. In the process of solving the flow
equations for these couplings at leading order in λ, and plugging the solution in (3.86), the

15If M depended also on other couplings aside from m, their contributions would only appear from three
loops.
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following momentum averages are generated

〈z1〉62,0(0) = −8(16π2)λ2A , (3.91a)

〈z̃1〉60,2(0) = −4(16π2)(N + 8)λ2A , (3.91b)

〈z2〉61,0(0) = 32(16π2)λ3B , (3.91c)

〈z̃2〉60,1(0) = 8(16π2)(N + 26)λ3B . (3.91d)

Here A and B are dimensionless double momentum integrals whose precise form is given
in Appendix D.2.3. Although these are two-loop integrals, they involve only one copy
of ∂tRk, because one of them disappears in the process of solving the flow equations for
the non-renormalizable couplings. As a consequence, the 1/ε2 pole of the integrals is not
balanced by the ε factor coming from the single ∂tRk. Thus both A and B exhibit a 1/ε
pole 16. Despite this divergence, the flow equation itself is finite, at least at order λ3, as
in fact the only appearance of A and B on the RHS of (3.86) is through the combination
A+B, in which the 1/ε poles cancel. The final result of this process is therefore

A+B =
1

2 (16π2)2 . (3.92)

Also for these terms, taking the ε → 0 limit too early, i.e. before the flow for Z and Z̃ is
solved and fed back inside βλ, would fail to unveil higher order corrections.

Putting all these contributions together, the truncated beta function of (3.86) in the
ε→ 0 limit reduces to

βλ =
N + 8

16π2
λ2 − 2(5N + 22)

(16π2)2
λ3 + 2ηλ . (3.93)

We next turn to the computation of the anomalous dimension. Following [69], we split η
in the sum

η = η(a) + η(b) , (3.94)

the two terms on the RHS being the contributions of the momentum-independent and
-dependent parts of the wave function renormalizations, respectively. Notice that both
contributions would vanish in a truncation neglecting the field dependence of the wave
function renormalizations, as the vacuum expectation value κ vanishes at this order. Thus

both terms are entirely due to the four-point function Γ
(4)
k . In the first part, η(a) is pro-

portional to the derivative couplings at zero momenta

η(a) =
1

16π2
l41,0(0) [(N − 1)z1(0) + z̃1(0)] . (3.95)

16Incidentally, neither A nor B would be divergent within a strict derivative expansion where the RG-
generated momentum dependence of Z and Z̃ is truncated to its power series expansion around p2 = 0,
because in the latter case the two-loop integrals would exhibit only a 1/ε pole. However this truncation
would not reproduce the full two-loop beta function, but just part of the O(λ3) contributions.
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The O(λ2) solution of the flow equation gives

z1(0) =
1

3(16π2)

k2

m2
λ2 , z̃1(0) =

(N + 8)

6(16π2)

k2

m2
λ2 , (3.96)

such that the first contribution to the anomalous dimension reads

η(a) = −(N + 2)

2(16π2)
λ2 . (3.97)

The second part of the anomalous dimension is instead proportional to the non-trivial

momentum dependence of Γ
(4)
k . Again taking the limit for ε→ 0 at the end of the nesting

process, we find

η(b) =
(N + 2)

(16π2)2
λ2 . (3.98)

Thus, the whole two-loop anomalous dimension is recovered

η = η(a) + η(b) =
(N + 2)

2(16π2)2
λ2 . (3.99)

Inserting in (3.93) we finally arrive at

βλ =
N + 8

16π2
λ2 − 9N + 42

(16π2)2
λ3 . (3.100)

This is the universal part of the beta function at two loops. With different mass-dependent
regulators one would obtain additional non-universal terms depending on the mass. The
contributions to the beta function from three loops up is known not to be universal. In
our approach this regulator-dependence arises at least from two sources: the freedom of
inserting other couplings in the pseudo-regulator, as discussed in Section 3.2.2 and footnote
15, and the contributions coming from Zk, as mentioned in Section 3.3.1 and footnote 14.

A similar treatment of (3.85) leads to

βm2 = m2

[
(N + 2)

16π2
λ− (N + 2)

4(16π2)2
λ2
(

(1 + 2f1)(N + 2)− 8
√

3π + 70
)]
. (3.101)

Some more details are reported in Appendix D.2.5. We observe that the two-loop term is
not universal, and that the MS result can be reproduced by suitably fixing the parameter
f1, which enters the pseudo-regulator (3.88) through the choice of M .
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3.6 Generalization to continuous dimensions

Despite the fact that MS is limited to applications in an even number of dimensions, the
pseudo-regulator we discussed lends itself to generalizations to any continuous d, thanks
to the intimate relation that exists between dispersion relations and the dimensionality of
spacetime. Consider the following pseudo-regulator

Rk(z) = Z0Z
σε
k

[
µ2(1−α)

(
k2

µ4

)ε
zα+ε − z

]
, (3.102)

which generalizes (3.43) in that the regularized propagator is now an homogeneous function
of momentum with power α + ε, rather than 1 + ε. This allows to correspondingly gener-
alize the formulae (3.48) for the Q-functionals, whenever the dimension of the momentum
integrals, after having factored out all µ dependence, is a nonnegative integer. In fact, in
this case the ε→ 0 and the Z0 → 0 limits give

Qn

[
G`k∂tRk

]
= 2µ2n(1− 1

α)
Γ
(
n
α

)
Z
−n
α

k

(
−V (2)

k

)n
α
−`+1

Γ(n)Γ(`)

(
1− ση

2

)
Γ
(
n
α − `+ 2

) , (3.103a)

Qn

[
G`kG

′
k∂tRk

]
= −

α2Γ
(
n−1
α + 2

)
µ2(n−1)(1− 1

α)

(n− 1)Γ(n)

2Z
1−n

α
k

(
−V (2)

k

)n−1
α
−`

Γ(`+ 2)

(
1− ση

2

)
Γ
(
n−1
α − `+ 1

) ,
(3.103b)

Qn

[
G`kG

′′
k∂tRk

]
=

α2

(
2α− (α−1)(`+2)

n−2
α

+2

)
Γ
(
n−2
α + 3

)
µ2(n−2)(1− 1

α)

(n− 2)Γ(n)

×
2Z

2−n
α

k

(
−V (2)

k

)n−2
α
−`

Γ(`+ 3)

(
1− ση

2

)
Γ
(
n−2
α − `+ 1

) , (3.103c)

where the α-dependent arguments of the Gamma functions in the denominators are posi-
tive integers. Recall that for a scalar field theory and in the derivative expansion the index
n takes the values d/2 + l with l = 0, 1, 2, . . . . Hence, if α is a continuous power, these
formulae are applicable to continuous d.

We illustrate the use of this generalized pseudo-regulator, by addressing the description
of the Wilson-Fisher fixed point for 2 < d < 4, for the linear O(N) models. We focus on
the flow equations we presented in Appendix C within the derivative expansion, namely
Equations (C.1) and (C.2). As we expect the effective potential to play a dominant role
in the description of the Wilson-Fisher fixed point, we demand that the corresponding
quantum contributions be non-vanishing in our regularization scheme. Specifically, the
first kind of Q-functional, given in (3.103a), is non-trivial in 2 < d < 4 only if d/2α is
a positive integer. Under this assumption the flow equations of the derivative expansion
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become17

∂tu = −du+ (d− 2 + η)ρ̃ u(1)

+
αµ̃d(1− 1

α )

(4π)d/2Γ
(
d
2 + 1

) [ζ̃− d
2α

(
−u(1) − 2ρ̃u(2)

) d
2α

+ (N − 1)ζ−
d
2α

(
−u(1)

) d
2α

]
, (3.104a)

∂tζ̃ = η ζ̃ + (d− 2 + η)ρ̃ ζ̃(1)

− µ̃d(1− 1
α )

(4π)d/2Γ
(
d
2

) [(ζ̃(1) + 2ρ̃ζ̃(2))ζ̃−
d
2α

(
−u(1) − 2ρ̃u(2)

) d
2α−1

+ (N − 1)ζ̃(1)ζ−
d
2α

(
−u(1)

) d
2α−1

]

− (d+ 2(α− 6))(d− 2α)µ̃d(1− 1
α )

6α(4π)d/2Γ
(
d
2

) ρ̃(3u(2) + 2ρ̃u(3))ζ̃(1)ζ̃−
d
2α

(
−u(1) − 2ρ̃u(2)

) d
2α−2

− (N − 1)
d(d+ 2)(d2 − 4α2)µ̃d(1− 1

α )

24α(4π)d/2Γ
(
d
2 + 2

) ρ̃u(2)ζ(1)ζ−
d
2α

(
−u(1)

) d
2α−2

+ (N − 1)
(d− 2α)µ̃d(1− 1

α )

α(4π)d/2Γ
(
d
2

) u(2)(ζ̃ − ζ)ζ−
d
2α

(
−u(1)

) d
2α−2

, (3.104b)

where u, ζ and ζ̃ are the dimensionless renormalized counterparts of the Uk, Zk and Z̃k
of Equations (3.69) and (3.70), defined in analogy to Equation (3.55). Here for notational
simplicity, we dropped the RG improvement by setting σ = 0; the full equations contain
the factor (1 − ση/2) in front of every quantum contribution. The µ̃ dependence of these
flow equations can be cancelled by a further rescaling of all dimensionful quantities with
respect to µ̃, which casts the RG equations in a genuine MS form.

We look for fixed points of the previous flow equations by means of a small-fields
polynomial expansion

u? =
∑
i=0

λ?2i
i!
ρ̃i , ζ̃? = 1 +

∑
i=1

z̃?2i
i!
ρ̃i , ζ? = 1 +

∑
k=i

z?2i
i!
ρ̃i . (3.105)

We find the Gaussian fixed point for every value of α and a non-trivial fixed point only for
α = d/4, located at

λ?4 =
(4π)d/2Γ

(
d
2

)
(4− d)

8 +N
µ̃4−d , (3.106)

with η = 0, and all others couplings being vanishing. We note that with standard regulators
the dimensionless potential of the WF fixed point has a non-trivial minimum, but the
dimensionful mass (deduced from the limit k → 0) is zero, in accordance with the fact
that the theory is scale invariant at quantum level. With the MS pseudo-regulator the
“dimensionless mass” λ2 is zero even for finite k. The same phenomenon happens also in
the functional perturbative approach [96].

17Note that we have dropped the t subscript.
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For α = d/4 the power of µ̃ appearing in the Equations (3.104) is (d − 4). Therefore,
the rescaling, which maps these equations into those of MS , is effectively declaring the
dimensionality of the couplings to be the one expected in four dimensions, the rescaling
factors differing only by powers of (k/µ̃)4−d. Furthermore, the value α = d/4 is precisely
the one that makes the quartic interaction marginal for continuous d. In fact, the effective
kinetic term of the regularized theory has a dispersion relation zα, which changes the
dimensionality of the scalar field from (d− 2)/2 to (d− 2α)/2. In other words, within the
present truncation, our one-loop-like equations for φ4 theory are able to detect the Wilson-
Fisher fixed point in continuous d only when the pseudo-regulator turns d into an “effective
upper critical dimension”. This interpretation is also consistent with the apparent absence
of the multicritical models with ρp interactions, for p > 2. In fact, the effective upper
critical dimensions for these models would be at d = 2pα/(p− 1), which is not compatible
with our simplifying assumption of an integer d/2α.

The stability matrix at the fixed point of (3.106) is triangular and the eigenvalues are

λvi = −d+ i(d− 2) + i

[
1 +

6(i− 2)

N + 8

]
(4− d) , (3.107a)

λ
ζ
i = i(d− 2) +

[
i+ 1 +

3(2i2 − 2i− 3)

N + 8

]
(4− d) +

3i

2(N + 8)
(4− d)2 . (3.107b)

By setting d = 4− ε we recognize that this prediction agrees with the usual first order of
the ε expansion. For instance, for N = 1 we get

λv =

(
−2 +

ε

3
, ε, 2 + 3ε, 4 +

19

3
ε, 6 + 11ε . . .

)
, (3.108a)

λζ =

(
2, 4 +

4

3
ε, 6 + 4ε, 8 + 8ε . . .

)
. (3.108b)

Notice that ε here should not be confused with the ε of Equation (3.102), the latter having
been removed by the limit ε → 0. Also, the one-loop predictions of (3.107) become exact
in the N →∞ limit.

Order ε2 corrections affect the estimate of ωi in (3.107b) but are missing in (3.107a).
This is related to the fact that the fixed point value of η = 0 is vanishing in this truncation,
such that the RG resummations triggered by the dependence of Rk on Zk are ineffective at
the fixed point. In fact, improvements on the estimate of λ’s can be obtained by allowing
for the feedback of other couplings in the pseudo-regulator. For instance, it is natural to
allow for the replacement of the mass parameter µ2 with the running λ2 through a tunable
parameter b 18, and write

Rk(z) = Z0Z
σε
k

[
µ2(1−α)

(
k2

µ2(2−b)λb2

)ε
zα+ε − z

]
. (3.109)

18We cannot replace every occurrence of µ2 with λ2, otherwise singularities of the form β2/ε would arise
in the beta functions. The insertion of λ2 in the pseudo-regulator must preserve the cancellation of such
poles.
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This would result in a different RG improvement of Equations (3.104), where each quantum
term is now multiplied by the factor (1− bβ2/(2λ2)− ση/2), which leads to the following
b-dependent quartic coupling evaluated at the fixed point and critical exponents

λ?4 =
(4π)d/2Γ

(
d
2

)
(4− d)

N + 8− b
2(N + 2)(4− d)

µ̃4−d , (3.110a)

λvi =− d+ i(d− 2) + i

[
1 +

6(i− 2)

N + 8

]
(4− d) + δi,4

b

2

(
N + 2

N + 8

)
(4− d)2 , (3.110b)

λ
ζ
i =i(d− 2) +

[
i+ 1 +

3(2i2 − 2i− 3)

N + 8

]
(4− d) +

3i

2(N + 8)
(4− d)2 . (3.110c)

Getting better estimates of the critical exponent η and the correlation-length exponent
ν does instead require a larger truncation, accounting for at least part of the two-loop
contributions, as discussed in Section 3.5. This kind of more elaborate analysis of the
Wilson-Fisher fixed point by means of the MS pseudo-regulator is left for future studies.

We reiterate that the flow equations (3.104)) have been obtained under the assumptions
that 2 < d < 4 and that d/2α is a positive integer. In even dimensions the equations
have additional terms. In fact, taking the d → 2 limit in (3.104) would miss relevant
contributions which are present in the flow equations studied in Section 3.4.1. The latter
can be reproduced by the α-generalized MS pseudo-regulator, by applying (3.103) directly
in d = 2 and taking the α → 1 limit. We conclude the presentation of such a pseudo-
regulator stressing the fact that ε is any real number in (0, 2), but in order to better
estimation of scaling exponents or other CFTs (for d < 3 or ε ∈ (1, 2)) we need to larger
truncations. The limitations are due to the fact that even dimension behaves differently
and the limit is not smooth in terms of the parameter α. Such a difference between even
and odd dimensions will be found also in Section 3.7.4 when we analyze another class of
vanishing regulators.

Finally, let us comment on the extension of the nonlinear sigma model of Section 3.4.2
to dimension d > 2. Instead of just using the ε-expansion, it is possible to use directly
the generalized MS pseudo-regulator (3.102). As a result, in d = 2 + ε we recover the
well-known non-trivial fixed point

g2
∗ =

2πε

N − 1
+

πσε2

(N − 1)2
+O

(
ε3
)
, (3.111a)

ν−1 = ε− σε2

2(N − 1)
+O

(
ε3
)
, (3.111b)

η =
ε

N − 1
+O

(
ε3
)
. (3.111c)

Here it is possible to adjust σ (σ = −2) to get the full two-loop result for ν, but not for
η. The latter correction would arise by considering a truncation where Zk depends also on
the momenta, as is discussed in Section 3.5.
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3.7 The Ising universality class with vanishing regulator

Returning to the beta functions (3.7), we note that if we set λ2 = 0, the beta functions
of the relevant couplings go to zero, those of the marginal couplings are independent of a
and those of the irrelevant couplings diverge in the limit of vanishing regulator. Given this
rather singular behavior, one may fear that all physical information gets lost in this limit.
Actually, this is not so, as we intend to show in d = 3, where the system is known to have
a non-trivial fixed point. As we anticipated in Section 3.2.3, taking the limit a→ 0 of the
flow is meaningless, however solving the flow and then taking the limit do not spoil the
fixed point information.

3.7.1 The WF fixed point: relevant couplings and vanishing regulator

In order to make our point it will be enough, as a first step, to consider a truncation
that contains only the relevant couplings. Since we are in d = 3 we truncate the series in
Equation (3.6) to n = 2. Defining the dimensionless variables

λ̃2n := k−d+n(d−2)λ2n , (3.112)

the beta functions are

β̃2 = −2λ̃2 −
aλ̃4

6π2
(
a+ λ̃2

)2 2F1

(
2,

3

2
,
5

2
;
a− 1

a+ λ̃2

)
, (3.113a)

β̃4 = −λ̃4 +
aλ̃2

4

π2
(
a+ λ̃2

)3 2F1

(
3,

3

2
,
5

2
;
a− 1

a+ λ̃2

)
. (3.113b)

Expanding the RHS at fisrt order in λ̃2 , the WF fixed point is now located at

λ̃?2 =

2a3

(
1−

arctan
(√

1−a√
a

)
√

(1−a)a

)

a2

(
2a− 1−

arctan
(√

1−a√
a

)
√

(1−a)a

)
+ 16(1− a) 2F1

(
3
2 , 3; 5

2 ; a−1
a

) , (3.114a)

λ̃?4 =
π2a2

2F1

(
3
2 , 3; 5

2 ; a−1
a

) . (3.114b)

If we expand the critical couplings around a = 0

λ̃?2 ∼a→0 −
2a

5
+ o

(
a3/2

)
, λ̃?4 ∼a→0

16π
√
a

3
+ o(a3/2) . (3.115)
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Thus the WF fixed point merges with the Gaussian fixed point. Note that since λ̃2 = m̃2

is linear in a for a→ 0 at the WF fixed point, the Q-functional (3.32) does not go to zero
and this entails that the quantum/statistical contribution to the critical exponents will be
non-trivial for a→ 0.

In fact, the position of the fixed point is not physically significant, as we already see in
different cases. If we consider the stability matrix at the non-trivial fixed point

M =

(
∂β̃i

∂λ̃j

)
?

=


−5

3

4a 2F1( 3
2
,3; 5

2
;a−1
a )

1−
tan−1

(√
1−a√
a

)
√

(1−a)a


π2a2

2a−
tan−1

(√
1−a√
a

)
√

(1−a)a
−1

+16(1−a) 2F1( 3
2
,3; 5

2
;a−1
a )

0 1

 (3.116)

we see that the component (1, 2) of M goes to zero for a → 0 and so the stability matrix
becomes diagonal. The eigenvalues of M , that is minus the critical exponents θi, are
actually independent of a, in particular ν = (θ1)−1 = 0.6. We see that even though the
WF fixed point collapses towards the Gaussian one, it keeps its distinct character in the
limit a → 0 and a different critical exponent ν. In fact, the numerical value is not very
bad, considering the drastic approximation.

3.7.2 The WF fixed point in the LPA with vanishing regulator

Let us now treat the potential as a whole [48]. At LPA we obtain the beta functional in
Equation (3.4). Using the regulator (3.2), setting d = 3 and rescaling (2.100) the beta
function of the dimensionless potential v becomes19

∂tv = −3v +
1

2
χ̃v(1) +

a

a+ v(2) 2F1

(
1,

3

2
,
5

2
;
a− 1

a+ v(2)

)
. (3.117)

We look for even scaling solutions shooting from the origin with initial condition v(2)(0)
and v(1)(0) = 0. There are only two values of v(2)(0) which can be identified as fixed-point
solutions: v(2)(0) = 0, that corresponds to the Gaussian fixed point, and some negative
value that corresponds to the WF fixed point. As in the preceding section, for decreasing
values of a, the WF fixed point moves towards the Gaussian one. We see that also in the
functional treatment, the WF fixed point collapses into the Gaussian one.

This is confirmed by shooting from infinity. The potential for the WF solution has the
following asymptotic behavior for large field20

v = Aχ̃6 + a

(
1

150Aχ̃4
− 2a+ 3

31500A2χ̃8
+

8a2 + 12a+ 15

8505000A3χ̃12
− a

67500A3χ̃14
+O

(
A−4χ̃−16

))
.

(3.118)

19Note that we have dropped the t subscript.
20This expression coincides with Equation (2.110) for a = 1.
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Figure 3.2: The dots represent the values of the critical exponent ν as a function of a. For
comparison we have drawn the values of ν for the sharp regulator and the constant (mass)
regulator, as well as the conformal-bootstrap value [124]. This figure extends Figure 12
in [77] to low values of a.

The free parameter A can be fixed as function of a by requiring Z2 symmetry for vanishing
field [79]. We find that in the limit a→ 0, A tends to A ≈ 0.0015. 21

The scaling exponents θi are obtained by linearizing the flow equation around the fixed
point and calculating the spectrum of eigenperturbations. The analysis has to be done
numerically. For the Gaussian fixed point the spectrum is independent of a. Figure 3.2
gives ν of the WF fixed point as a function of a for 10−5 < a < 105. As expected, the
best value is obtained for a ≈ 1, while in the limit of vanishing regulator ν appears to
approach ν = 1. Besides the correlation-length exponent ν = (θ1)−1, we also find positive
eigenvalues, as reported in Table 3.2.

For vanishing a all the scaling exponents are odd integers. This coincides with the
spectrum of the O(N) model in the limit of large N , which is known, and we have checked,
to be independent of a [122, 123].

3.7.3 Vanishing regulators and constant regulators

At this point it is relevant to recall that the critical exponent ν = 1 is known to result also
from the LPA equations for a constant regulator, often called a “Callan-Symanzik”, [77]

Rk = k2. (3.119)

21The asymptotic parameter is A = 0.001 for a = 1 and it increases monotonically for a→ 0.
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θ1 θ2 θ3 θ4 θ5

a = 1 1.539 −0.656 −3.180 −5.912 −8.796
a = 0 1 −1 −3 −5 −7

Table 3.2: The first few critical exponents at the Wilson-Fisher fixed, point computed in
the local potential approximation for the regulator (3.2). We report the most common
choice a = 1 and the limiting case of the vanishing regulator.

This observation points at a more general result which we detail in this section.
So far we have first solved the fixed point equations for generic a and then sent a→ 0.

On the other hand, we are now going to argue that when the vanishing-regulator limit
is taken on the LPA beta functions, i.e. before integrating the flow, it results, in general
non-even d, in the flow equations of the constant regulator.

The first way of reaching this conclusion is based on a redefinition of the RG scale k.
Suppose that in addition to the parameter a we also introduce a parameter b rescaling the
cutoff k

Rk(z) = a
(
bk2 − z

)
Θ
(
bk2 − z

)
. (3.120)

This rescaling can be motivated as follows. First of all, it should not change the scaling
solutions. Furthermore, we can define an “effective” cutoff scale keff as the momentum
scale where the cutoff term Rk becomes comparable to the kinetic term. If we decrease
a, the effective cutoff scale also decreases. It was suggested in [77] that the decrease of
a should be compensated by choosing b so that at some conventional scale z0 < k2, the
regulator is normalized: Rk(z0) = k2. This fixes b = 1

a + z0
k2 , leading to the regulator

Rk(z) =
(
k2 − a (z − z0)

)
Θ
(
k2 − a (z − z0)

)
. (3.121)

Now we see that in the limit a → 0, the regulator becomes a constant as in (3.119). The
latter leads to the dimensionless flow equation

∂tv = −dv +

(
d

2
− 1

)
χ̃v(1) +

π
(
1 + v(2)

) d
2
−1

(4π)d/2Γ
(
d
2

)
sin
(
dπ
2

) . (3.122)

In d = 3 and after the rescaling v → v/(4π) and χ̃→ χ̃/
√

4π this takes the simple form

∂tv = −3v +
1

2
χ̃v(1) −

√
1 + v(2) . (3.123)

This argument can actually be easily generalized to arbitrary shape functions R, as
defined in (3.1). We first include the parameter b in the regulator, to account for the
possibility to rescale k

Rk(z) = bk2aR(y/b). (3.124)
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Then we choose b = 1/a such that the regulator becomes

Rk(z) = k2R(ay). (3.125)

Then the a→ 0 limit of (3.124), results in the constant regulator22.

An alternative way of arguing that the a→ 0 limit reduces the LPA flow equation for
the regulator (3.2) to the constant regulator case (3.122) is by performing an a-dependent
rescaling. Namely, by redefining

χ̃ = a(d−2)/4χ̂ , (3.126a)

v(χ̃) = ad/2v̂(χ̂) + a
1

(d− 2)(4π)d/2Γ(1 + d/2)
, (3.126b)

in the flow equations for the regulator (3.2) and then taking the a → 0 limit at fixed χ̂
and v̂, we again find (3.122). For instance in d = 3 this rescaling entails that the prefactor
a in (3.117) goes away.

Both kind of arguments however are applicable only for non-exceptional d. In particular,
in some cases removing the momentum dependence of the regulator by sending a→ 0, as
in (3.121) and (3.125), is not possible, because the a→ 0 limit and the momentum integral
cannot be exchanged. This happens whenever the integral corresponding to the constant
regulator is divergent. In fact, the momentum integral leading to (3.122) is convergent
only for d < 2. 23

If in the scalar LPA we adopt the constant regulator in d ≥ 2, using analytic continu-
ation as a tool for the definition of the momentum integral, the result has a meromorphic
structure with poles for even values of d. On the other hand, if we try to directly take the
limit a→ 0 with the regulator (3.2), and expand the Q-functionals (3.32), with n = d/2, d
even and m̃ = 0, in a around a = 0, there appear terms with log a. As a consequence, we
expect that the vanishing-regulator limit of the LPA flow equation will enjoy special prop-
erties in even dimensions. As a matter of fact, if analytic continuation is not adopted in
the definition of the loop integrals, the arguments we just outlined point to the conclusion
that the vanishing-regulator limit does not need to reproduce the constant-regulator case
in the whole range d ≥ 4.

22By comparing this with the original regulator in (3.1) we see that we have effectively cast the regulator
as a function of k2

eff = ak2, rather then of k itself, and then considered keff as a independent.
23However the UV divergence in 2 ≤ d < 4 affects only the field-independent part of the effective

potential and in these cases it could be removed by implementing the standard subtraction. Notice that
this subtraction would introduce an IR divergence in d = 2. For some values of d the limit a → 0 cannot
be taken at the level of the integrands. In these cases we have first of all to compute the integrals, and this
requires to specify the shape function R. This is the main reason why we focus on the special regulator choice
of (3.2). More general results holding for arbitrary shape functions can be deduced once the field-theory
model, the number of Euclidean dimensions d and the truncation of the EAA is specified.
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3.7.4 Beta functions in two and four dimensions

As we argued at the end of the previous section, in the case of even dimensions the limit of
vanishing regulators has a more intricate structure. Therefore, in this section we analyze
these special cases in more detail.

We start with d = 2, where the flow equation of the LPA reads

∂tv = −2v +
a

4π(1− a)
log

(
1 + v(2)

a+ v(2)

)
. (3.127)

Defining

v(χ̃) = av̂(χ̃) (3.128)

and simplifying a factor a from the flow equation, in the a→ 0 limit we are left with

∂tv̂ = −2v̂ − 1

4π
log a− 1

4π
log
(

1 + v̂(2)
)
. (3.129)

The potential must be shifted by a factor that contains log a, i.e. v̂ → v̂ − 1
8π log a , in

order to eliminate this divergent term for the limit a→ 0 . We observe that the coefficient
of the log a term matches exactly the coefficient of the 1/ε pole of the expansion of (3.122)
for d = 2 + ε. 24 The finite logarithmic contribution coincides with the one in (3.122).
Therefore, up to a field-independent shift of the potential, in d = 2 the vanishing-regulator
limit agrees with the constant regulator.

We then turn to the LPA in d = 4. We first truncate the potential to a polynomial
expansion around vanishing fields as in (3.6). For continuity with the previous sections,
we also turn to the dimensionless couplings defined in (3.112). By considering the leading
contributions to the beta functions β̃2n for vanishing a, we construct an ansatz based on
the following scaling

λ̂2 = a−1λ̃2 , (3.130a)

λ̂4 = log(a)λ̃4 , (3.130b)

λ̂2n = an−2(log a)nλ̃2n, n > 2 . (3.130c)

Assuming the λ̂2n couplings can be kept fixed in the a→ 0 limit, results in the following

24This correspondence between log a singularities of the flow equations for the regulator (3.2) and 1/ε
poles of (3.122) holds also in higher even dimensions.
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set of beta functions

∂tλ̂2 = −2λ̂2 +
λ̂4

16π2

1 +
1 + log

(
1 + λ̂2

)
log a

 , (3.131a)

∂tλ̂4 =
1

log a

[
3

16π2

λ̂2
4

1 + λ̂2

+
1

16π2
λ̂6

]
, (3.131b)

∂tλ̂6 = 2λ̂6 −
15

16π2

λ̂3
4

(1 + λ̂2)2
+

1

16π2
λ̂8 +

λ̂8

16π2

1 + log
(

1 + λ̂2

)
log a

+
15

16π2

λ̂4λ̂6

(1 + λ̂2) log a
,

(3.131c)

and similar results for higher couplings. Notice that terms of order (log a)−1 could be
neglected as sub-leading in all beta functions apart for the second one, where such a term
is in fact the leading one.

In order to include the beta functions of all couplings in a functional treatment, we turn
to the task of including the definitions (3.130) in a rescaling of the effective potential. It
is impossible to achieve this goal by a two-parameters rescaling of the kind studied in the
previous sections. However, (3.130c) trivially lends itself to a functional rescaling. Hence,
we can treat the first two couplings on a special footing, and embed the remaining ones in
a functional which is related to higher derivatives of v(χ).

First, to simplify notations, it is convenient to define

ρ̃ = χ̃2/2 , u(ρ̃) = v(χ̃) . (3.132)

Next, we define

f(ρ̃) = u(1)(ρ̃)− λ̃2 −
λ̃4

3
ρ̃ . (3.133)

So by construction f(0) = f ′(0) = 0, while f (n)(0) ∝ λ2(n+1). The functional flow equation

for f can be obtained from the functional equation for u(1) by

∂tf(ρ̃) = ∂tu
(1)(ρ̃)− β̃2 −

β̃4

3
ρ̃ , (3.134)

and then replacing u(1) through the definition (3.133). The identities ∂tfk(0) = ∂tf
(1)
k (0) =

0 also follow from this definition. By the rescaling

f(ρ̃) =
a

log a
f̂(ρ̂) , ρ̃ = a log a ρ̂ , (3.135)

together with the previous definitions of λ̂2 and λ̂4, we recover the full tower of relations
(3.130). By inserting the previous definitions in the flow equation for u(1)(ρ) one can deduce
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the following functional flow equation

∂tf̂(ρ̂) = −2f̂(ρ̂) + 2ρ̂f̂ (1)(ρ̂) +
3

16π2
f̂ (1)(ρ̂) +

1

8π2
ρ̂f̂ (2)(ρ̂) +

5

16π2
ρ̂f̂ (2)(0)− 1

16π2

ρ̂λ̂2
4

1 + λ̂2

− 1

16π2
λ̂4 log

(
1 + λ̂2

)
+

1

16π2
λ̂4 log

(
1 + λ̂2 + λ̂4ρ̂

)
. (3.136)

This functional flow generates the leading terms in Equation (3.131c), and similar beta
functions for the higher-order couplings, upon truncating it to a polynomial ansatz regular
at the origin. However, we stress again that (3.136) does not include Equations (3.131a)
and (3.131b), which therefore have to be supplemented to exhaust the LPA flow equations.

These flow equations are different from those of a constant regulator. In fact, the
latter are formally UV divergent. More specifically, in β̃2n the contribution linear in λ̃2n+2

corresponds to a momentum integral with dimension 2 which is not regularized by the
constant regulator (3.119). Similar discrepancies arise in d = 6, 8, . . . . The flow equation
for the constant regulator in d = 4− ε reads

∂tv = − 4v + 2ρ̃ v(1) +

(
2ρ̃v(2) + v(1) + 1

) [
log
(
2ρ̃v(2) + v(1) + 1

)
− 1
]

16π2
(3.137)

+

(
2ρ̃v(2) + v(1) + 1

)
16π2

[
γ − log(4π)− 2

ε

]
.

The second line in this equation arises from the expansion of the sine in the denominator
of (3.122). It provides contributions to the λ̃2n+2 term inside β̃2n. Such terms would
be absent in the MS scheme. These 1/ε contributions which are divergent in d = 4 are
a typical product of the analytic continuation adopted in the definition of the integral.
Similar contributions which diverge in d = 4 are expected also if any other alternative
definition is chosen. For instance, if a sharp UV cutoff Λ is introduced, the second line of
(3.137) would be replaced by a different expression which is ill-defined in the Λ→∞ limit.

If we perform an ad hoc subtraction of the second line, the flow equation (3.137) leads
to the following beta functions

β̃2 = − 2λ̃2 +
λ̃4 log

(
λ̃2 + 1

)
16π2

, (3.138a)

β̃4 =
3λ̃2

4

16π2
(
λ̃2 + 1

) +
λ̃6 log

(
λ̃2 + 1

)
16π2

, (3.138b)

β̃6 = 2λ̃6 −
15λ̃3

4

16π2
(
λ̃2 + 1

)2 +
λ̃8 log

(
λ̃2 + 1

)
16π2

+
15λ̃6λ̃4

16π2
(
λ̃2 + 1

) . (3.138c)
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A comparison with (3.131) immediately reveals several differences. Apart for the scaling
(classical) terms, the first two quantum/statistical terms are equal, up to the fact that
the λ2 dependence of the λ2n+2 term has been washed away in (3.131) by the a → 0
limit, and up to the crucial log a dependence of (3.131b). However, all the additional
quantum/statistical terms in (3.138) are absent in (3.131).

The peculiar simplicity which the Equations (3.131) attain in the a→ 0 limit, together
with the 1/ log a dependence of (3.131b), raises the question as to whether these beta
functions retain enough physical information for being practically useful. As a first step
towards addressing this question, we limit ourselves to a simple observation. Namely, as
long as the subleading logarithmic a-dependence is retained in (3.131), the φ4-theory beta
function and other universal physics is still present. For instance, we can study the WF
fixed point in d = 4− ε. In order to employ (3.131) in this study, we need to prescribe that
the ε→ 0 limit be taken before the a→ 0 one. This means in practice that the vanishing-
regulator limit is taken on the d = 4 FRG equations. Had we sent a → 0 in d < 4, we
would have found different equations for λ̂2n and precisely the constant-regulator ones, as
already mentioned in Section 3.7.3.

Within the simplest truncation corresponding to retaining only λ̃2 and λ̃4, where we
add the classical scaling term −ελ4 to β̂4 to account for the shift of dimensionality, the
WF fixed point to first order in ε is located at

λ̂2 =
1

6
ε (1 + log a) , λ̂4 =

16

3
π2ε log a . (3.139)

These fixed-point couplings have to be interpreted as small, even if they seemingly blow
up for a → 0, because the limit ε → 0 has to be taken first. Notice that keeping the
sub-leading order-(log a)−1 contribution to β̂4 is essential for revealing the fixed point. By
computing the corresponding critical exponents, we find the universal one-loop result

θ1 = 2− ε

3
, θ2 = −ε . (3.140)

3.8 Background field issues

When one splits the field into a classical background and a quantum/statistical fluctuation

χ = χB + ϕ , (3.141)

the action, being a function of χ, is invariant under the shift symmetry

χB 7→ χB + ε , ϕ 7→ ϕ− ε . (3.142a)

This can be expressed by the identity

δS

δχB
− δS

δϕ
= 0 . (3.143)
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On the other hand, the regulator only depends on the background field and is therefore not
invariant under the shift symmetry. In particular in gauge theories, in order to preserve
background gauge invariance, the cutoff is usually written as a function of the background
covariant derivative: Rk(−D̄2). This effect can be mimicked in the scalar case by artificially
introducing a dependence of Rk on χB. For example, Morris and collaborators considered
regulators of the general form [79]

Rk(z) = (k2 − k2h(χ̃B)− z)Θ(k2 − k2h(χ̃B)− z) . (3.144)

The EAA then becomes a functional Γk[ϕ, χB], i.e. it has a separate dependence on these
two arguments. The breaking of the shift symmetry results in a modified Ward identity

δΓk
δχB

− δΓk
δϕ

=
1

2
Tr

[(
δ2Γk
δϕδϕ

+Rk
)−1

δRk
δχB

]
. (3.145)

It has been shown that such background dependence in the regulator can either destroy
physical fixed points or create artificial ones [79]. On the other hand, when the FRG
equation is solved together with the Ward identity (3.145), the correct physical picture can
be reconstructed. While this can be achieved in the scalar case [79], it is much harder in
the case of gauge theories, and in particular for gravity [125]. It is therefore desirable to
find other ways around this obstacle. The form of the equation (3.145) suggests that in
the limit of vanishing regulator the shift symmetry is restored. One would therefore expect
that in this limit the aforementioned pathologies should also disappear. In this section we
will see how this actually happens in the scalar theory.

We begin by briefly reviewing some results of [79]. We consider the same system as in
Section 3.7.2, in d = 3, but we use the regulator (3.144). In a single-field approximation
one identifies χB = ϕ. The corresponding flow equation for the potential reads

∂tv = −3v +
1

2
ϕ̃v(1) +

(1− h)3/2

1− h+ v(2)

(
1−h− 1

2
∂th+

1

4
ϕ̃h′
)

Θ(1− h) . (3.146)

Two special cases for h have been considered. The first case is h = αϕ̃2. In this case, for
α < 0 the Heaviside theta on the RHS of (3.146) is equal to one. Solving the fixed point
equation, one finds that the Gaussian fixed point becomes interacting and an increasing
number of fake fixed points appear, as α becomes more negative. For example, Table 3.3
presents the non-trivial fixed points and the associated relevant critical exponents for two
negative values of α. In both cases FP2 is the deformed Gaussian fixed point. For α > 0
because of the Heaviside theta function on the RHS of (3.146), v = Aϕ̃6 for ϕ̃ > 1/

√
α.

The Gaussian fixed point is always absent, and for α > 0.08 also the WF fixed point
disappears.

The second case is h = αv(2). The Gaussian 25 and the WF fixed points always exist,
but when α is increased, new fixed points appear near the Gaussian one 26 and move away

25Note that the Gaussian fixed point corresponds to the point (v(0), v(1)(0)) = (1/3, 0) .
26In particular for α ≥ 0.85 a first additional fixed point appears.
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FP θ1 θ2

1 1.17 -
2 2.11 0.82

α = −1/2

FP θ1 θ2 θ3 θ4

1 0.89 - - -
2 2.35 0.76 - -
3 2.02 1.43 0.60 -
4 2.10 1.69 1.08 0.39

α = −2

Table 3.3: The non-trivial fixed-point solutions of (3.146) with h = αϕ̃2, and the corre-
sponding relevant critical exponents, for α = −1/2 (left panel) and α = −2 (right panel).
The entries which are left blank correspond to irrelevant deformations. FP1 is the Wilson-
Fisher fixed point, while FP2 is a ”deformed Gaussian” fixed point as it possesses two
relevant directions.

from it as α becomes bigger: for example, for α = 1 there is a spurious fixed point and for
α = 2 there are three of them.

As we said in Section 2.9, we encounter a case where the choice of the regulator can
destroy physical information and/or generate unphysical features.

In [79] the authors solve the anomalous Ward identity for shift symmetry and show
how to recover the physical results. Instead, we shall discuss here the effect of taking the
limit of vanishing regulator. To this end, we first introduce the parameter a in (3.144)

Rk(z) = a(k2 − k2h(χ̃B)− z)Θ(k2 − k2h(χ̃B)− z) . (3.147)

Within a single-field LPA truncation this leads to the flow equation

∂tv = −3v +
1

2
ϕ̃v(1)+Θ(1− h)

a (1− h)
3/2

a(1− h) + v(2)

(
1−h− 1

2
∂th+

1

4
ϕ̃h′
)

2F1

(
1,

3

2
,

5

2
;

(a− 1)(1− h)

a(1− h) + v(2)

)
.

(3.148)

Again, we discuss separately the two choices for the function h.

First case: h = αϕ̃2. Following [79] we start with a quadratically-field-dependent
regulator. However we slightly depart from that reference in that we find it more convenient
to portrait the landscape of fixed points by a different numerical method, a shooting
from the origin. This way, we have verified that decreasing a the spurious fixed points
disappear and the physical fixed points converge to the origin. This convergence is the
same phenomenon that we observed in Sections 3.7.1 and 3.7.2.

At these fixed points, we compute the spectrum of critical exponents with the same
method used in [79], namely by shooting from infinity, as we did in Section 3.7.2. This
means that we first construct an asymptotic expansion of the fixed-point potential as well as
of the eigenfunction of the linearized flow around the fixed point. For α < 0 the Heaviside
theta on the RHS of equation (3.148) is equal to one, and the potential has the following
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behavior at infinity

v = Aϕ̃6 +
a|α|5/2

150A
|ϕ̃|+ a|α|3/2(525A− (3 + 2a)α2)

31500A2|ϕ̃|
(3.149)

+
a
√
−α

(
212625A2 − α2(3780aA + 5670A) +

(
16a2 + 24a+ 30

)
α4
)

17010000A3|ϕ̃|3
+O

(
|ϕ̃|−5

)
.

Shooting on A and on a corresponding asymptotic parameter for the perturbation, and by
demanding Z2 parity at the origin, we determine the location of the fixed point as well
as the quantized values of the critical exponents. In the a → 0 limit the latter become
independent of α and agree with the spectrum discussed in Section 3.7.2.

For α > 0, because of the Heaviside theta one the RHS of (3.148) v = Aϕ̃6 for ϕ̃ >

1/
√
α. Therefore for ϕ̃ < 1/

√
α the potential as a function of δ =

(
1√
α
− ϕ̃

)1/2
has the

following asymptotic behavior

v =
A

α3
− 6A

α5/2
δ2 +

15A

α2
δ4 +

2
√

2 aα13/4

75A
δ5 − 135000A4 + a2α10

6750α3/2A3
δ6 + o

(
δ7
)
. (3.150)

Shooting from infinity and decreasing a we recover the Gaussian and the WF fixed points.
In particular, for α = 1/25 the Gaussian fixed point reappears for a . 10−2, while for
α = 1/9 the WF fixed point reappears for a . 0.35 and the Gaussian one for a . 4 · 10−3.
Also in this case the critical exponents of the Gaussian and WF fixed points approach the
values found for vanishing a in Section 3.7.2.

Second case: h = αv(2). We then move on to consider a regulator which depends on
the second derivative of the effective potential, through a constant α > 0. In this particular
case shooting from the origin is not convenient for technical reasons, therefore we shoot
from large field values.

This time v = Aϕ̃6 for ϕ̃ > ϕ̃c ≡ (30Aα)−1/4 provided v(2) > 1/
√
α . Below ϕ̃c the

potential can be expanded in δ = ϕ̃c − ϕ̃ as follows

v =
A

(30Aα)
3/2
− 6A

(30Aα)
5/4

δ +
1

2α2
δ2 + F (δ) , (3.151)

F = δ16/5

(
−25
√

5A1/10α−17/10

88
√

2 33/10a2/5
+

125 53/4A−1/20α−53/20

5984 4
√

2 317/20a4/5
δ1/5− 71875A−1/5α−18/5

246445056 32/5a6/5
δ2/5+o(δ3/5)

)
.

(3.152)

Shooting on A and searching for values which correspond to a vanishing v(1)(0) one can
reveal several spurious fixed points at non-vanishing α and a. More and more of them
are generated from the Gaussian fixed point for bigger and bigger values of α. We find
that decreasing a at fixed α > 0 reduces the number of spurious fixed points, and in the
a → 0 limit all of them disappear while the Gaussian and the WF fixed points merge. In
particular, we verify that also in this case the critical exponents tend to the values obtained
in Section 3.7.2 for a→ 0.
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3.8.1 Ward Identity for the shift symmetry

Going beyond a single-field approximation, i.e. keeping both ϕ and χB as distinct, the LPA
truncation becomes 27

Γk[ϕ, χB] =

∫
x

(
1

2
(∂µϕ)2 +

1

2
(∂µχB)2 + Vk(ϕ, χB)

)
. (3.153)

Using the regulator (3.147) the modified Ward identity (3.145) and the flow equation
become

∂ϕ̃v − ∂χ̃Bv = cd
h′

2

a(1− h)d/2

a(1− h) + ∂2
ϕ̃v

2F1

(
1,
d

2
,
d

2
+ 1;−(1− a)(1− h))

a(1− h) + ∂2
ϕ̃v

)
, (3.154)

∂tv + d v − (d− 2)

2
(ϕ̃∂ϕ̃v + χ̃B∂χ̃Bv) = (3.155)

cd
a(1− h)d/2

a(1− h) + ∂2
ϕ̃v

(
1− h− 1

2
∂th+

1

4
(d− 2) ϕ̃h′

)
2F1

(
1,
d

2
,
d

2
+ 1;−(1− a)(1− h))

a(1− h) + ∂2
ϕ̃v

)
,

where cd =
(
(4π)d/2Γ

(
d
2 + 1

))−1
. We rescale all the quantities in the following way

ϕ̃ = a(d−2)/4 ϕ̂ , χ̃B = a(d−2)/4 χ̂B , (3.156)

v(ϕ̃) = ad/2 v̂(ϕ̂) + a
1

(4π)d/2(d− 2) Γ
(
d
2 + 1

) , h = aγ ĥ . (3.157)

This set of definitions agrees with the one in (3.126). Here γ depends on the choice of h:
for example γ = 1 for both h = αχ̃2

B and h = αv(2). For the sake of generality we shall
keep γ free for the time being. Expanding for small a and assuming 2 < d < 4, the Ward
identity and the flow equation become

∂ϕ̂v̂ − ∂χ̂B v̂ =
aγ+1−d/2

d(4π)d/2Γ
(
d
2

) ĥ′ + · · · , (3.158)

∂tv̂ + d v̂ − (d− 2)

2
(ϕ̂∂ϕ̂v̂ + χ̂B∂χ̂B v̂) = (3.159)

− aγ+1−d/2

d(4π)d/2Γ
(
d
2

) (∂tĥ+ d ĥ− (d− 2)

2
χ̂B ĥ

′
)

+
Γ
(
d
2 − 1

)
(4π)d/2

(1 + ∂2
ϕ̂v̂)d/2−1 + · · · ,

where the dots denote quantities that go to zero for a→ 0 .
From the modified Ward identity we see that to have a well defined vanishing-regulator
limit we must demand γ ≥ d

2 − 1. If γ > d
2 − 1 , ∂ϕ̂v̂ = ∂χ̂B v̂ : this implies that

27The mixing term ∂µχB∂
µϕ is ruled out by the Z2 × Z2 symmetry on the arguments of the EAA.
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v̂(ϕ̂, χ̂B) = v̂(ϕ̂+ χ̂B) and so we recover the shift symmetry and the flow equation without
background. If γ = d

2 − 1, the modified Ward identity gives

v̂(ϕ̂, χ̂B) = v̂s(ϕ̂+ χ̂B)− 1

d(4π)d/2Γ
(
d
2

) ĥ(χ̂B) . (3.160)

Inserting this result into the flow equation, we recover again the equation without back-
ground.

3.9 Discussion

Mass-dependent Wilsonian RG schemes, such as for instance momentum subtraction with
a sharp UV cutoff, simultaneously achieve the two goals of regularizing a field theory and
of defining the heavy modes to be integrated out while constructing an effective description
of the system. In these schemes, information about mass thresholds is essential and built
in the effective theory at all scales. Mass-independent schemes instead, e.g. dimreg/MS ,
remove the latter piece of information by taking the limit of infinite separation between
the physical scales of applicability of the effective field theory and the heavy masses of
the underlying microscopic description. It is therefore natural that, in the construction of
a mass-independent scheme out of a Wilsonian one, the infinite-separation-of-scales limit
also becomes a regularization-removal process.

This is precisely what has been observed in this chapter. More specifically, we have
focused on the functional renormalization group equations, a prototypical Wilsonian repre-
sentation of field theory based on shell-by-shell integration of modes according to a coarse-
graining-defining function Rk(q2), which acts as a smooth infrared cutoff on modes with
momentum q2 � k2. As a matter of fact, we have found that it is possible to achieve a
continuous transition from this exact mass-dependent scheme to functional RG equations
within MS , at the price of taking a parametric limit ε → 0 that in even dimensions also
results in the removal of the cutoff: Rk → 0 28.

The dependence of Rk on continuous parameters, such as our ε, is allowed and welcome
in the FRG setup. In fact, it is often used in FRG applications as a diagnostic tool
(weak dependence on such parameters is taken as a sign of a good truncation) or even
as a selection criterion for the “best” regulator (e.g. through the principle of minimum
sensitivity [85, 86]). However we find that, while taking the ε→ 0 limit, the regulator Rk
at some point must leave the domain of acceptable IR Wilsonian cutoffs and violate some
of the conditions that define physical coarse grainings. This is quite to be expected, as
dimreg is by no means a physical IR cutoff. As such, also the pseudo-cutoff form which
should be attained by Rk for asymptotically small ε, our (3.19), defies every interpretation

28The generalization to continuous dimensions discussed in Section 3.6 is an exception, as in this case
the deformation of the dispersion relation operated by the pseudo-regulator survives the ε→ 0 limit.
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as a conventional regulator, and is well suited for its goal only when augmented by analytic
continuation of the momentum integrals in ε.

After the construction of an FRG pseudo-regulator which successfully reproduces the
one-loop MS beta functions for vanishing ε, see Section 3.2, we have addressed the question
as to whether this pseudo-regulator choice and the ε → 0 limit spoil the nonperturbative
nature of the exact FRG equation. We have provided reasons to argue for a negative
answer. In Sections 3.3 and 3.4 we have first illustrated the physical content of the RG
resummations contained in the RG improvement of one-loop beta functions, showing that
they account for higher-order perturbative contributions and can even fairly describe some
nonperturbative critical phenomena in two dimensions, see for instance Table 3.1.

Moreover, one of the most promising aspects of this research direction, is the possibility
to look at the MS limit of FRG equations as a novel way to approach the challenging
problem of gauge and nonlinear symmetries. We have limited ourselves to explore these
aspects in Section 3.4.2, where we have observed that the ε→ 0 limit of the RG equations
of a linear O(N) model have the pleasant property of preserving also a nonlinearly realized
O(N + 1) symmetry. Further systematic studies of this problem are in order, to assess
whether taking the MS limit might ease the task of fulfilling Ward-Takahashi identities
and master equations (actually Rk-deformed versions of the latter).

Then, inspired by the properties of the pseudo-regulator, we have discussed the effect
of an overall suppression of the regulator with a constant factor a, and in particular the
limit a→ 0, that we called the limit of vanishing regulator.

In the case of the Wilson-Fisher fixed point, we have first studied the first form of
the vanishing-regulator limit, by analyzing the a dependence of the fixed-point solution.
Decreasing a has the effect of shifting the fixed points towards the Gaussian one, but the
scaling exponents remain distinct even in the limit a → 0. Here we have limited our
analysis to the leading order of the derivative expansion.

In a polynomial approximation of the potential, the values of the scaling exponents
become progressively worse as one increases the order of the polynomial. This is in agree-
ment with the statement in [77] that the radius of convergence of the Taylor expansion of
V is proportional to a. We have avoided this problem by also considering the functional
treatment (LPA), but in this case one gets the exponent ν = 1, which is worse than for
any polynomial and coincides with the upper boundary conjectured in [77].

We have then analyzed the second form of the vanishing-regulator limit, taking it on the
LPA beta functional of scalar field theory, finding agreement with the first kind of limit
as far as the critical exponents are concerned, although the locations of the fixed point
differ. Even though some naive arguments suggest that the limit of vanishing regulator
might generally reproduce the results of a constant (momentum independent) mass-like
regulator, we have observed that in the LPA this is the case only when the constant-
regulator momentum integrals are convergent. As we adopted analytic continuation in the
definition of the integrals, this excludes even integer values of d ≥ 4 (the d = 2 case can be
reduced to the constant-regulator case by a field-independent shift in the potential). As
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a consequence, the vanishing-regulator limit remains different from the constant regulator
in d = 4. We expect this conclusion to hold also in higher even dimensions, if analytic
continuation is used, or in the whole range d ≥ 4 without analytic continuation. It remains
to be seen whether these conclusions are robust against enlargements of the truncation.
For instance, at the second order of the derivative expansion, there might be a non-trivial
interplay between the momentum-derivatives of the regulator and the a→ 0 limit, resulting
in further differences between the constant and the vanishing regulators.

For all these reasons, it will be quite interesting to systematically study the next order of
the derivative expansion, including a field-dependent wave function renormalization zk(χ).
In Section 3.4.2, this level of approximation has been analyzed only for the two-dimensional
nonlinear sigma model, as in this case it is the first non-trivial order of the derivative
expansion. It is also known that in the case of quantum critical points the convergence
of this expansion requires an increasingly accurate tuning of a. For the three-dimensional
Wilson-Fisher fixed point, this tuning process is expected to converge to optimal values
within the range 0.5 < a < 1 [85]. Hence, it appears very unlikely that at the special point
a→ 0 the derivative expansion might be convergent.

However, we should mention that the amplitude a is only one of an infinite series of free
parameters within the regulator Rk. In this work we have not allowed for such a residual
freedom, having fixed the regulator to a piece-wise linear form. This choice has been justi-
fied as follows. In some circumstances, depending on the theory (or approximation) under
study, as well as on the number of Euclidean dimensions d, the argument of the momentum
integral might be non-integrable in the a → 0 limit. Nonetheless the integral might allow
for a finite a → 0 limit, i.e. the limit and the integral cannot be exchanged. Whenever
this happens, one must first clearly define the momentum integrals by choosing a specific
shape function and when applicable a unique analytic continuation, and then investigate
the possible behavior of these integrals in the parametric a → 0 limit. In all other cases,
namely when the a→ 0 limit can be brought inside the momentum integrals, one can easily
generalize the discussion to arbitrary shape functions R, as done in Section 3.7.3. Still,
optimization criteria over the remaining parameters might be essential to obtain accurate
results in the vanishing-regulator limit. It might also be possible to take advantage of these
additional parameters, with their associated free limiting behavior, to construct alternative
flow equations resulting from the vanishing-regulator limit. For instance, in the so-called
LPA′ truncation, this kind of additional freedom allowed to construct a one-parameter
family of MS -like schemes within the FRG [1].

In fact, the limit of vanishing regulator shares several features with the more specific
case of the MS -like pseudo-regulators. In particular in Section 3.5, we observed that the
best way of capturing the effect of quantum/statistical fluctuations beyond one loop is not
adopting the derivative expansion, but rather accounting for the momentum dependence
of vertices as in a vertex expansion. Because of their similarities, it is reasonable to expect
that this behavior of MS -like pseudo-regulators against the choice of truncation scheme
might be shared by the larger class of vanishing regulators.
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In spite of the poor results of the a→ 0 limit of the LPA for the benchmark case of the
Wilson-Fisher fixed point, we think that this limit may be useful in simple approximations,
in problems where a symmetry is broken by the regulator. As a first example we have
discussed the O(N+1)-nonlinear sigma model, in a formulation where the regulator breaks
the global symmetry to O(N). In this case we have shown that in the limit of vanishing
regulator the beta functions converge to those of the O(N + 1)-symmetric theory. We have
then considered the shift symmetry arising in the background field treatment of a scalar
theory. When this symmetry is broken by the regulator, this can either generate unphysical
fixed points or, what is worse, destroy a physical fixed point. We have verified that the
Ward identities of the shift symmetry are restored in the limit of vanishing regulator, and
that all the unphysical features of the flow disappear when a becomes sufficiently small.

It is important to stress the difference between this logic and the following one that
is sometimes found in the FRG literature: the RG flow equations are solved first (and
independently of the Ward identities) for a parametric family of regulators; then the latter
parameters are tuned such that the violation of some finite-dimensional subset of the Ward
identities is minimized. This procedure, which is crucially tied to the approximation scheme
adopted for solving the RG equations, when applied to the parameter a of (3.1), typically
results in some non-vanishing value which is close to the value maximizing the rate of
convergence of the chosen truncation scheme (a ∼ 1). This approach has been studied for
instance in the case of conformal symmetry [126]. In this reference the Ward identities for
special conformal transformation, either in their quantum or classical form (i.e. regulator
dependent or independent respectively), are not solved as functional constraints 29.

By contrast, in the studies we presented in Sections 3.4.2 and 3.8, the ansatz for the
EAA included exact solutions of the classical Ward identities for O(N + 1) and shift sym-
metry respectively, which are easy to solve independently from the RG equations. It is
thus not surprising that the symmetry breaking induced by the RG flow is minimized for
a→ 0. In fact, one might expect that the quantum Ward identities reduce to their classical
counterparts when a → 0. Thus, because of the different strategy followed in the choice
of the initial ansatz for the EAA, while the authors of [126] could only minimize the un-
avoidable symmetry breaking, in this work we could tune it to zero by taking the limit of
vanishing regulators.

It is interesting that a study similar to the one of [126] was performed in [127], where
the symmetry expected to emerge at the RG fixed point is supersymmetry rather than
conformal symmetry. In this latter work the ansatz for the EAA does include an exact
solution of the classical supersymmetric Ward identity. The minimization of the breaking
of supersymmetry at the fixed point by means of the optimization of the regulator was also
studied, but unfortunately the limit of vanishing regulator was not within the parametric
space considered in this reference. In fact, we expect the application of the vanishing-

29The truncated modified Ward identity is cast in the form f(χ̃) = 0, for a certain function f . This
equation is not fulfilled, for by any value of a. However it is possible to tune a such that the function f is
minimized in an almost χ̃-independent sense.
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regulator limit to supersymmetric models to be interesting and useful.
The main motivation of this work was the hope that vanishing regulators, or perhaps

just “sufficiently small regulators”, may be useful also in the application of the FRG to
gauge theories and gravity, where the background field method is almost always adopted.
Our results suggest that this may be possible, but that the usefulness of this idea may be
restricted to the simplest truncations.
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Chapter 4

Essential Renormalization Group

’Entia non sunt multiplicanda praeter necessitatem.’
William of Ockham

Our mathematical descriptions of natural phenomena contain redundant, superfluous
information which is not present in Nature. This follows since, for any given problem, we
always have the basic liberty to re-express the set of dynamical variables in terms of a
new, perhaps simpler, set. In this respect, our mathematical models fall into equivalence
classes, where two models are considered to be physically equivalent if they are related by
a change of variables. Natural phenomena are therefore described by an equivalence class
of effective theories rather than a specific model. However, in practice, in order to test our
models against experiment, we would like to find those models that reduce the time and
effort needed to compute a given physical observable.

The RG provides a framework to iteratively perform a change of variables with the
purpose of describing physics at different length scales. This, in practice, translates into
a flow in a space spanned by the couplings which parameterize all possible interactions
between the physical degrees of freedom. However, due to the aforementioned redundan-
cies, this theory space is divided into equivalence classes. As a consequence, we do not
have to compute the flow of all coupling constants, but instead, we only need to compute
the flow of the essential couplings, which are those eventually appearing in expressions for
physical observables. The other coupling constants, known as the inessential couplings, can
take quite arbitrary values since changing them amounts to moving within an equivalence
class. It follows, therefore, that an inessential coupling is any coupling for which a change
in its value can be reabsorbed by a change of variables. The prototypical example of an
inessential coupling is the one related to a simple linear rescaling or renormalization of the
dynamical variables, namely, in a field-theoretic language, the wave function renormaliza-
tion. Actually, it is this transformation that gives the RG its name. However, there is an
infinite number of other inessential couplings related to more general, nonlinear changes
of variables. As we will show explicitly, one is free to specify the values of all inessential
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couplings instead of computing their flow. This freedom can then be exploited to simplify
or otherwise optimize the calculation of physical quantities of interest. In addition, this
has the advantage that we automatically disentangle the physical information from the
unphysical redundant content encoded in the inessential couplings. Such a possibility has
been advocated independently by G. Jona-Lasinio [42] and by S. Weinberg [39]. Although a
perturbative approach has been put forward in [128], so far, no concrete non-perturbative
implementation based on general nonlinear changes of variables has been realized.

The purpose of this chapter is to arrive at a concrete scheme of this type, with the ex-
plicit aim of reducing the complexity of computations within the framework of K. Wilson’s
exact RG [27, 28, 29]. We shall refer to this concrete scheme as the minimal essential
scheme. Essential schemes can be defined more generally as those for which we only com-
pute the running of the essential couplings, having specified renormalization conditions
that determine the values of the inessential couplings as functions of the former.

To achieve our aim, in Section 4.1 we first develop the concept of field reparameter-
izations in quantum field theory (QFT). These changes of variables can be understood
geometrically as local frame transformations on configuration space. After introducing the
notation of a frame transformation for a classical field theory, we present a frame covariant
formulation of QFT, where no particular frame is preferred a priori. This way, it be-
comes manifest that observables are invariant under frame transformations. This leads to
a precise definition of an inessential coupling and its conjugate redundant operator, whose
identification is crucial to the concrete implementation of essential schemes. In the rest
of the thesis, we combine this frame covariant formalism with a generalized version of the
exact RG.

In Section 4.2 we are led to consider the generalized form of the flow of the EAA
which incorporates frame transformations along the RG flow [61]. It is this equation that
allows us to implement essential schemes. Moreover, we derive the dimensionless form of
the generalized flow equation, where it becomes clear that the cutoff scale k is itself an
inessential coupling. We notice that the RG equations we use can be seen as the counterpart
of the generalized flow equations for the Wilsonian Effective Action first written down by
F. Wegner [35].

In order to make contact with the previous versions of the exact RG, in Section 4.3
we reduce our general equations to the standard scheme where only a single inessential
coupling, namely the wave function renormalization, is specified.

Having presented the frame covariant formulation of the exact RG, in Section 4.4 we
introduce the minimal essential scheme. In this scheme, all the inessential couplings are
set to zero at every scale along the RG flow. Several comments are in order. Having a
scheme of this type at hand provides practical advantages as well as a clearer physical
picture of renormalization. On the practical side, a major improvement of the minimal
essential scheme as compared to the standard one is the fact that the form of the propagator
maintains a simple form along the RG flow. This ensures that the propagating degrees of
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freedom are just those of the corresponding free theory. Conceptually, our scheme may also
lead to a better understanding of the equivalence of quantum field theories [129, 130, 131]
and the universality of statistical physics models at criticality, building on the insights of
previous works [35, 39, 42, 120, 132, 133, 134, 135]. Moreover, we further develop and take
advantage of the analogy between frame transformations and gauge transformations [133].
Although, for the sake of simplicity, we will treat a single scalar field φ, the generalization
to theories with other field content is obvious. As such, the scheme which we develop can
be exploited in a wide range of areas of theoretical physics where the exact RG is a useful
calculation tool.

As we have seen in Section 2.5, F. Wegner proved [35] that, at a fixed point of the
RG, critical exponents associated with redundant operators are entirely scheme-dependent.
Section 4.5 is then devoted to the discussion of the fixed-point equations and how the cor-
responding critical exponents can be obtained, contrasting the differences between the
standard and (minimal) essential schemes. In particular, we pay attention to the iden-
tification of the anomalous dimension, whose computation presents the most substantial
differences with respect to the standard case. One of the most prominent results in this
section regards the fact that at a fixed point, redundant perturbations are automatically
discarded. This makes essential schemes a preferred tool to access only the necessary,
essential physical content.

Moving towards actual implementations of essential schemes, it is important to realize
that, a priori, the EAA may contain all possible terms compatible with the symmetries
of the model under consideration. However, any concrete application of the exact RG
relies on approximation schemes that reduce the EAA to a manageable subset of all terms.
The celebrated derivative expansion [48, 80] consists of approximating Γk[φ] by its Taylor
expansion in gradients of φ. In this manner, in order to obtain approximate beta functions
with a finite amount of effort, one typically has to truncate the derivative expansion to a
given finite order ∂s. At each order s = 0, 2, 4, . . . one is able to compute physical quantities,
providing estimates which show convergence as s is increased. To date, this program has
been carried out in the standard scheme up to order s = 6 for the 3D Ising model [85],
where furthermore it has been argued that the derivative expansion can have a finite radius
of convergence. While at order s = 0 the EAA is projected onto the space of effective
potentials Vk(φ) [136, 137], at higher orders, one obtains coupled flow equations for an
increasing number of independent functions of the field [80, 84, 85, 138, 139]. Consequently,
as the order increases, this program rapidly grows in complexity. The minimal essential
scheme reduces this complexity order by order in the derivative expansion. In addition,
while there can be spurious effects due to approximations, those arising from inessential
couplings will not be present.

To demonstrate the scheme’s utility, in Section 4.6 we derive the explicit form of the
flow equation at order s = 2 of the derivative expansion and in Section 4.7 we apply it to
the study of the critical point of the 3D Ising model. In particular, we shall identify the
Wilson-Fisher fixed point as a globally-defined scaling solution to the exact RG equations
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and calculate the values of the universal critical exponents ν, ω and η. These results are
obtained by solving the flow equations both functionally and with a polynomial truncation.
The numerical estimates we obtained for the critical exponents are found to be in good
agreement with respect to the computations performed at order ∂2 in the standard scheme
[139, 140, 141, 142]. The simplifications exemplified by this application of the minimal
essential scheme at order s = 2 of the derivative expansion are expected at all higher
orders. This is demonstrated in Section 4.8 by providing a recipe on how to implement the
minimal essential scheme order by order.

We devote Sections 4.9 to a general discussion: here we advocate the possibility of
employing non-minimal essential schemes in optimization problems by applying extended
principle of minimal sensitivity (PMS) studies [143]. After taking the opportunity to
make general considerations about redundant operators and the generalizability of essential
schemes, we then discuss the implications entailed for the vertex expansion, defined in
Equation (2.94). Appendix E contains a detailed derivation of the frame covariant exact
renormalization group equation for the EAA. In the end of Appendix A we show some
identities related to the generator of dilatations, which are important to express the exact
renormalization flow equations in dimensionless variables. In Appendix F we comment
on the connection between the renormalization conditions and inessential couplings for
free theories including the high temperature fixed point and higher-derivative theories.
Finally, in Appendix G we explicitly calculate the general flow equation at second order
in derivative expansion in two different ways, i.e. in momentum space and in position
space. Regarding the notation, x and p will be understood to be dimensionfull ad their
corresponding dimensionless quantities are y and q respectively.

4.1 Frame transformations in quantum field theory

In this section, we will change the notation for S, W and Γ in order to stress the field
dependence of these quantities: in particular since the notion of frame is central, subscripts
will be put on these quantities.

4.1.1 Classical frame transformations

The classical dynamics of a field theory is encoded in an action Sχ[χ]. This can be con-
sidered as a scalar function on the configuration spaceM viewed as a manifold, where the
points are field configurations χ : Rd → R. In this respect, the values of the dynamical
field variable χ(x) can be considered as a preferred coordinate system for which the action
takes a particular form. What distinguishes the variable χ as “the field” is that, typically,
it assumes a straightforward physical significance being an easily accessible observable ex-
perimentally. From a geometrical point of view, this is equivalent to defining a particular
local set of frames onM. The classical dynamics is then defined by the principle that the
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action is stationary, namely
δSχ
δχ(x)

= 0 . (4.1)

This provides the equations of motion for the field variable χ. However, it could be the
case that the equations of motion are relatively difficult to solve when written in terms of
χ and can be simplified by re-expressing the action in terms of different variables φ = φ[χ].
Provided the map φ[χ] is invertible, such that the inverse map χ = χ[φ] exists, this amounts
to choosing a different frame. If this is the case, we can solve the equations of motion for
a new action Sφ[φ], which is related to the action in the original frame by

Sχ[χ] = Sφ[φ[χ]] . (4.2)

The solutions to the two equations of motion are then in a one-to-one correspondence since
invertibility ensures that the Jacobian between the two frames is non-singular. To see this
correspondence, we observe that (4.1) can be written as∫

x1

δφ(x1)

δχ(x)

δSφ[φ]

δφ(x1)
= 0 , (4.3)

and, as such, the non-singular nature of the Jacobian implies that

δSφ[φ]

δφ(x)
= 0 . (4.4)

To calculate observables, we should evaluate them on the dynamical shell consisting of
points on M where (4.1) is satisfied. However, one should bear in mind that observables
transform as scalars on M, and therefore, they must transform accordingly.

In general the map φ[χ] can be nonlinear in the field χ. The imposition that φ[χ]
is invertible in the vicinity of a constant field configuration also restricts the map to be
quasi-local. Specifically, quasi-local means that if we expand φ[χ] in derivatives of the field,
the expansion is analytic and thus we can write

φ(x) ∼
∞∑
s=0

Ls(χ(x), ∂µχ(x), . . . ) , (4.5)

where Ls = O(∂s) are local functions of the field and its derivatives at x, involving s
derivatives. If the series terminates at a finite order then we have strict locality.

As an example of a frame transformation, let us consider a generic action involving up
to two derivatives of the field

Sχ[χ] =

∫
x

[
zχ(χ)

2
(∂µχ)(∂µχ) + Vχ(χ)

]
, (4.6)
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this can be re-expressed in the canonical frame where it depends only on a potential
Vφ(φ) = Vχ(χ(φ)), assuming therefore the simpler form

Sφ[φ] =

∫
x

[
1

2
(∂µφ)(∂µφ) + Vφ(φ)

]
. (4.7)

This is achieved by the following transformation

χ→ χ(φ) ,
∂χ(φ)

∂φ
=

1√
zχ(χ(φ))

, (4.8)

which is the inverse of the transformation

φ→ φ(χ) ,
∂φ(χ)

∂χ
=
√
zχ(χ) . (4.9)

Thus, provided zχ(χ) is non-singular, we can transform to the canonical frame where
solutions to the equations of motion will be in a one-to-one correspondence. Note that
the requirement on zχ to be not singular rules out some submanifold of the theory space.
Therefore, going to the canonical frame selects a particular region in theory space.1

More generally, actions in two different frames will transform as scalars onM, where a
change of frame is understood as a diffeomorphism fromM to itself. Under an infinitesimal
frame transformation φ→ φ+ ξ[φ], the action transforms as

S[φ]→ S[φ] + ξ[φ] · δ
δφ
S[φ] . (4.10)

This result coincides with Equation 2.20, where we consider the classical or tree level
contribution of the Wilsonian Effective Action.

The transformation (4.10) is an infinitesimal classical frame transformation. It is clear
that, with a bit of work, classical field theory can be formulated in a covariant language
allowing one the freedom to easily pick different frames to calculate observables. This free-
dom is analogous to the freedom to pick a particular gauge condition in general relativity,
which amounts to picking a set of local frames on spacetime. In the rest of this section,
we lift the discussion on frame transformations in order to develop a frame covariant for-
mulation of quantum field theory.

4.1.2 The principle of frame invariance in QFT

In this section, using the concept of frames we will generalized the standard notions given
in Section 2.1 to state the principle of frame invariance in QFT.

1This aspect is analogous to the parameterization procedure that we discuss in Section 2.9.
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Pointing out the frame like the classical case, we rewrite Equation (2.1), i.e. expectation
values of observables Ô, as

〈Ô〉 := N
∫

(dχ̂) Ôχ̂[χ̂] e−Sχ̂[χ̂] , (4.11)

where N−1 =
∫

(dχ̂) e−Sχ̂[χ̂] and Ôχ̂[χ̂] = Ô is an observable expressed as functional of the
fields χ̂. In the same way, the generating functional Wχ̂[j1] of the connected correlation
functions for the field χ̂ is given by

eWχ̂[j1] := 〈ej1·χ̂〉 = N
∫

(dχ̂) ej1·χ̂e−Sχ̂[χ̂] , (4.12)

where j1 · χ̂ is a source term for the field χ̂. Note that we consider the current j1 as
a mathematical tool to calculate correlation functions, and therefore, there is also the
possibility to couple it to different powers of the field χ̂. The generating functional of
connected correlation functions for all the powers of χ̂ up to degree n is

eWχ̂[j1,j2,...jn] := 〈ej1·χ̂+j2·χ̂·χ̂+...+jn·χ̂ · . . . · χ̂︸ ︷︷ ︸
n times

〉 , (4.13)

where ji is a function of i position arguments. Taking the functional derivative respect
to ji and putting all the currents to zero gives the i-point function. This very simple
observation tells us that the standard use of j1 is a particular choice and we can generalize
such a treatment.

Here we are interested in the further generalization of (4.12) where the source J couples
instead to a composite operator φ̂ = φ̂[χ̂], such that we generate the correlation functions
of φ̂ rather than those of χ̂. To ensure that these correlation functions contain the same
physical information, we take φ̂ = φ̂[χ̂] to define a diffeomorphism from M to itself, or
phrased differently, a frame transformation from the original χ̂-frame to a new φ̂-frame.
Therefore, we are led to consider a family of generating functionals

eWφ̂[J ] := 〈eJ ·φ̂〉 = N
∫

(dχ̂) eJ ·φ̂[χ̂]e−Sχ̂[χ̂] , (4.14)

for the composite operator φ̂[χ̂], which from now on we call the parameterized field. In
geometrical terms, (4.14) makes sense if we understand φ̂(x) as a set of scalars on M
labelled by the points in real space x. If we were to introduce purely abstract coordinates
on M, then the gradient of φ̂(x) is a coframe field while the inverse the coframe field is a
frame field.

In presence of the source, expectation values are given by

〈Ô〉J = e−Wφ̂[J ]〈eJ ·φ̂Ô〉 , (4.15)
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and they reduce to (4.11) by taking J = 0. In practice, given (4.14), source-dependent
expectation values can be computed as

〈Ô〉J = e−Wφ̂[J ]Ô
[
χ̂

[
δ

δJ

]]
eWφ̂[J ] , (4.16)

where χ̂[φ̂] is the inverse diffeomorphism of φ̂. Since the observables Ô are scalars on M,
such that

Ô = Ôχ̂[χ̂] = Ôφ̂[φ̂] , (4.17)

we can thus equivalently write (4.16) as

〈Ô〉J = e−Wφ̂[J ]Ôφ̂

[
δ

δJ

]
eWφ̂[J ] . (4.18)

The source J could be viewed as a physical external field that couples linearly to φ̂. In
this interpretation, however, we would be considering a model where Sχ̂[χ̂] is replaced by

Sχ̂[χ̂] − J · φ̂[χ̂], resulting in a physical dependence on the choice of frame. For the rest
of the thesis, instead, we will adopt the principle of frame invariance, meaning that we
will work within a frame covariant (or other words reparameterization, or field-redefinition
covariant) formalism where physical quantities are independent of the choice of frame.
Consequently, in this formalism all physical couplings, possibly including a coupling h · χ̂
to an external field h, should be part of the action Sχ̂, and the source J shall be viewed
merely as a device to compute correlation functions such that, after differentiating Wφ̂[J ],
we are ultimately interested in taking J = 0. Physical quantities are therefore obtained by
the frame covariant expression2

〈Ô〉 = e−W[J ]Ô
[
δ

δJ

]
eW[J ]

∣∣∣∣
J=0

, (4.19)

with the final result being a frame invariant quantity. For example the n-point functions
is obtained by

〈
n∏
i=1

χ̂(xi)〉 = e−W[J ]
n∏
i=1

χ̂

[
δ

δJ(xi)

]
eW[J ]

∣∣∣∣∣
J=0

. (4.20)

The advantage of working with a frame covariant setup is that the complexity of com-
puting certain physical quantities may be reduced by the choice of a specific frame. For
many quantities such as the correlation functions of the physical field χ̂ e.g. (4.20), the spe-
cific choice of the frame may simply be φ̂ = χ̂. However, for universal quantities computed
in the vicinity of a continuous phase transition in statistical physics, or quantities which
are computed at vanishing external field, such as S-matrix elements in particle physics, it

2From now on we can suppress the φ̂ subscripts from W[J ] ≡ Wφ̂[J ], Ô[φ̂] ≡ Ôφ̂[φ̂] etc. whenever we
are discussing a generic frame and no confusion can arise.
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may be that the specific choice of φ̂ is non-trivial. What is important is that in principle
we can compute any observable in any frame. Then in practice we can exploit the frame
where computations become most manageable.

4.1.3 Change of integration variables

In addition to the freedom of fixing a frame by choosing a particular φ̂[χ̂] which couples
to the source, we are also at liberty to make a change of integration variables in the
corresponding functional integral (4.14), as we already discuss in Section 2.1. Under this
change of variables, φ̂[χ̂] transforms as a set of scalars onM and Wφ̂[J ] is hence invariant.

Of course, we are at liberty to make φ̂ the integration variable and therefore we can
equivalently write

eWφ̂[J ] = N
∫

(dφ̂) e−Sφ̂[φ̂] eJ ·φ̂ , (4.21)

where

e−Sφ̂[φ̂] = e−Sχ̂[χ̂[φ̂]] det
δχ̂[φ̂]

δφ̂
(4.22)

has transformed as a density. However, since these transformations leave W[J ] invariant,
it is entirely immaterial whether we perform this transformation (or any other change of
integration variables) or not. Furthermore, the expectation value of an observable (i.e.
what we mean by 〈 . . . 〉) can also be defined in a covariant way as

〈Ô〉 := N
∫

(dφ̂) Ôφ̂[φ̂] e−Sφ̂[φ̂] , (4.23)

which is equivalent to the previous definition (4.11). However, from now on by a frame
transformation, we always refer to a change in the field which couples to the source, rather
than a change of integration variables.

4.1.4 Effective Actions

As we discuss in Section 2.1, given W[J ], other generating functionals, related to W[J ] by
transformations and/or the addition of further sources, can be considered. For example, the
one-particle irreducible (1PI) Effective Action Γ[φ] is obtained by the Legendre transform

Γφ̂[φ] = −Wφ̂[J ] + φ · J , (4.24)

where φ = 〈φ̂[χ̂]〉J is the mean parameterized field. Equivalently, Γ[φ] can be defined by
the solution to the integro-differential equation

e−Γφ̂[φ] = 〈e(φ̂−φ)· δ
δφ

Γφ̂[φ]〉 , (4.25)
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with φ-dependent expectation values given by

〈Ô[χ̂]〉φ = eΓφ̂[φ]〈e(φ̂−φ)· δ
δφ

Γφ̂[φ]Ô[χ̂]〉 . (4.26)

As we have seen in Section 2.8, we will be interested in a particular class of generating
functionals that generalize the 1PI Effective Action in the presence of an additional source
K(x1, x2) for two-point functions. In the next section we will identify K(x1, x2) with a
cutoff function, but for now, we view it simply as an additional source independent of φ.
Its inclusion leads to a modified Effective Action

e−Γ[φ,K] = 〈e(φ̂−φ)· δ
δφ

Γ[φ,K]− 1
2

(φ̂−φ)·K·(φ̂−φ)〉 , (4.27)

so that K- and φ-dependent expectation values can be defined by

〈Ô〉φ,K = eΓ[φ,K]〈e(φ̂−φ)· δ
δφ

Γ[φ,K]− 1
2

(φ̂−φ)·K·(φ̂−φ)Ô〉 . (4.28)

We will also denote the expectation value of an operator Ô by dropping the hat, such that

O[φ,K] ≡ 〈Ô〉φ,K . (4.29)

Note that Equation (4.27) coincides with Equation (2.89) using φ̂ = χ̂ and identifying the
source K with the regulator Rk, which is needed to implement the coarse graining.

4.1.5 Functional identities

An infinite set of identities can be derived systematically by taking successive derivatives
of (4.27) and (4.28) with respect to φ and K and using the identities obtained from lower
derivatives. Here we will obtain those identities which we will make explicit use of in the
rest of this chapter. First, taking one derivative of (4.27) with respect to φ one finds that

(K + Γ(2)[φ,K]) · (φ− 〈φ̂〉φ,K) = 0 , (4.30)

where Γ(2)[φ,K] denotes the second functional derivative of Γ[φ,K] with respect to φ. Thus,
assuming the invertibility of K+Γ(2)[φ,K], one has that φ is again the mean parameterized
field

φ = 〈φ̂〉φ,K . (4.31)

Taking a further derivative of (4.31) with respect to φ one finds that the two-point function
is given by

G[φ,K](x1, x2) := 〈(φ̂(x1)− φ(x1))(φ̂(x2)− φ(x2))〉φ,K =
1

Γ(2)[φ,K] +K
(x1, x2) . (4.32)

Then, varying (4.27) with respect to K at fixed φ we obtain the functional identity [54, 55]

δΓ[φ,K]
∣∣
φ

=
1

2
TrG[φ,K] · δK . (4.33)
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Sending again φ̂ → χ̂ and K → Rk, the equation above is just another way of writing
Equation (2.91). Taking a functional derivative of (4.28) with respect to φ and using the
previously derived identities we obtain

〈(φ̂− φ) Ô〉φ,K = G[φ,K] · δ
δφ
O[φ,K] . (4.34)

There are two special configurations of the source K(x1, x2). First, if we take K = 0
then Γ[φ, 0] = Γ[φ] is the 1PI Effective Action. If additionally Γ[φ] is evaluated at its
stationary point φmin the expectation values (4.28) reduce to the frame invariants (4.11).
Secondly, if we take K(x1, x2) = MΛ(x1, x2), where MΛ is the metric that defines the
measure (2.3), then the two-point source term produces a delta function in the path integral
as the continuum limit (2.4) is taken, and we have

lim
Λ→∞

Γ[φ,MΛ] = S[φ] , (4.35)

where S[φ] = Sφ̂[φ] is given by (4.22). Furthermore, the expectation values are given by
the mean-field expression

lim
Λ→∞

〈Ô〉φ,MΛ
= Ô[φ] . (4.36)

This two limits coincides with the two limits in Equation 2.83, that make Γ[φ,K] a use-
ful generating functional for the exact RG since one can realize Wilson’s concept of an
incomplete integration by allowing K to interpolate between the two limits.

Therefore, as we suggest in Section 2.8, the addition of K, or Rk, is similar to the
addition of the source for the field. In both case, we have a mathematical tool needed to
extract the physical information.

4.1.6 Inessential couplings and active frame transformations

Although in a particular frame the microscopic action may assume a relatively simple form,
e.g. Sχ̂[χ̂] =

∫
x

[
1
2(∂µχ̂)(∂µχ̂) + 1

2m
2χ̂2 + 1

4!λχ̂
4
]
, the generating functionals will typically

be very complicated. As a consequence of this, expanding the generating functionals in a
typical operator basis, we will find an infinite set of non-vanishing coupling constants gi.
Different choices of the operator basis in terms of which we expand the generating func-
tionals, therefore, correspond to different coordinate systems on theory space. In a frame
covariant formalism, we are free to make frame transformations without affecting physical
observables even though the form of the generating functionals will change. Consequently,
any change in the coupling constants3 gi → gi + δgi which is equivalent to a frame trans-
formation gives a theory that is physically equivalent to the original theory. As we said
in Section 2.2, there are directions in theory space along which all physical quantities re-
main unchanged. Therefore, we arrived to the same point, but with a different prospective.

3Here we are using δ to denote a variation with respect to the couplings keeping field variables fixed.
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Again, locally in theory space, we can work in a coordinate system {gi} = {λa, ζα} adapted
to these sub-manifolds where λa are the essential couplings which will appear in expres-
sions for the physical observables (4.11) and ζα are the inessential couplings. It follows
that changing the values of the inessential couplings ζ → ζ+δζ is equivalent to the change
induced by a local frame transformation

φ̂[χ̂]→ φ̂[χ̂]− ξ̂[χ̂] +O(ξ̂2) , (4.37)

where ξ̂[χ̂] = Φ̂[χ̂] ζδζ. For the generating functionals W[J ], Γ[φ] and Γ[φ,K] one finds
that they transform respectively as

W[J ]→ W[J ]− J · ξ[J ] +O(ξ2) , (4.38)

Γ[φ]→ Γ[φ] + ξ[φ] · δ
δφ

Γ[φ] +O(ξ2) , (4.39)

Γ[φ,K]→ Γ[φ,K] + ξ[φ,K] · δ
δφ

Γ[φ,K] − TrG[φ,K] · δ
δφ
ξ[φ,K] ·K +O(ξ2) , (4.40)

where ξ[J ], ξ[φ] and ξ[φ,K] are expectation values

ξ[J ] = 〈ξ̂[χ̂]〉J , (4.41)

ξ[φ] = 〈ξ̂[χ̂]〉φ , (4.42)

ξ[φ,K] = 〈ξ̂[χ̂]〉φ,K . (4.43)

In Equation (4.40) the form of the term involving the trace comes from using the iden-
tity (4.34) putting Ô = ξ̂.

In the case of the 1PI Effective Action Γ[φ] we note that (4.39) has the same form as
the classical frame transformation (4.10). This means that a derivative of Γ[φ] with respect
to an inessential coupling gives

ζ
∂

∂ζ
Γ[φ] = Φ[φ] · δ

δφ
Γ[φ] , (4.44)

for some functional Φ[φ]. We see explicitly that the frame transformation is proportional
to the equation of motion as in the classical case. This is the origin of the statement that
one can use the equations of motion to calculate the running of essential couplings [39].
However, in what follows we will work with the EAA, which has the form of Γ[φ,K] where
K is chosen to be a cutoff function. In this case, therefore, we have that

ζ
∂

∂ζ
Γ[φ,K] = Φ[φ,K] · δ

δφ
Γ[φ,K] − TrG[φ,K] · δ

δφ
Φ[φ,K] ·K . (4.45)

As we anticipated with the tree level version in Equation (2.98), this transformation in-
cludes a loop term in addition to the tree-level term which vanishes on the equation of
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motion. The operator on the RHS of (4.45) is the redundant operator conjugate to the
inessential coupling ζ. Every inessential coupling is therefore conjugate to a redundant
operator which is in turn determined by some (quasi-)local field Φ(x) which characterizes
the frame transformation. From a geometrical point of view, a derivative with respect to
an inessential coupling can be understood as an “averaged” Lie derivative. While Γ[φ] is in
this sense a scalar, the averaged Lie derivative of Γ[φ,K] is nonlinear due to the presence
of K. From this point of view, (4.45) can be understood as an active frame transformation
(or active reparameterization), where the functional form of Γ[φ,K] is modified leaving φ
and K fixed. An active frame transformation is therefore equivalent to a change in the val-
ues of the inessential couplings keeping the essential couplings fixed. Different frames are
therefore fully characterized by specifying values of the inessential couplings. The analogy
with gauge fixing in general relativity is then clear: the frame transformations are analo-
gous to gauge transformations while conditions that specify the inessential couplings are
analogous to gauge fixing conditions.

4.1.7 Passive frame transformations

Instead of active frame transformations, we can consider passive frame transformations,
namely those which are characterized by simply expressing Γ[φ,K] in terms of different
variables. These will not be simply related to active frame transformations since, for a
nonlinear function Φ[φ] 6= 〈Φ[φ̂]〉. However, if we consider a linear frame transformation of
the form

φ̂′′ = c · φ̂′ , (4.46)

where c is a field independent two-point function, one has that φ′′ = c · φ′. From this
property, we have the simple identity

Γφ̂′ [φ
′, cT ·K · c] = Γφ̂′′ [c · φ

′,K] , (4.47)

where cT is the transpose of c. These linear passive frame transformations will help us
to make contact with more standard derivations of the exact RG equation and clarify the
transition from dimensionless to dimensionful variables. More generally, they expose the
fact that a linear transformation of K and φ which keeps φ ·K · φ invariant is equivalent
to a frame transformation.

4.2 Frame covariant flow equation

We will now write down the RG flow equations for a frame covariant EAA, which will be
the generalization of Equation (2.91). These will take a generalized form which will allow
us to make arbitrary frame transformations along an RG trajectory. The equations can
be written both in dimensionful variables, where the cutoff scale k is made explicit or in
dimensionless variables, where we work in units of k and hence all the quantities including
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the coordinates y := kx are dimensionless. The dimensionful version (4.54), along with
more general flow equations which incorporate field redefinitions along the flow, has been
derived previously in [61].

4.2.1 Dimensionful covariant flow

In dimensionful variables, the frame covariant effective average action is obtained by intro-
ducing a cutoff scale k in two independent manners. Firstly, we identify K = Rk with an
additive IR cut off Rk which suppresses fluctuations below momentum scales p2 ' k2 and
vanishes in the ultraviolet (UV) for momenta p2 � k2. In position space the regulator is
a function of the Bochner-Laplacian ∆ = −∂µ∂µ such that we have

Rk(x1, x2) = k2R(∆/k2)δ(x1, x2) = k2

∫
p
R(p2/k2) eipµ(xµ1−x

µ
2 ) , (4.48)

where R(p2/k2) is the dimensionless cutoff function which vanishes in the limit p2/k2 →∞,
while for p2/k2 → 0 it has a non-zero limit R(0) > 0, ensuring the suppression of IR modes.
Secondly, one allows the parameterized field φ̂ itself to depend on k. This leads to the
following frame covariant effective average action

e−Γk[φ] := 〈e(φ̂k−φ)· δ
δφ

Γk[φ]− 1
2

(φ̂k−φ)·Rk·(φ̂k−φ)〉 , (4.49)

which is the Effective Action (4.27), where the source for the two-point functions K is now
specified to be given by the cutoff function Rk and where φ̂ = φ̂k[χ̂] is the k-dependent
parameterized field. Therefore an equivalent definition is

Γk[φ] = Γφ̂k [φ,Rk] , (4.50)

where the k dependence of Γk[φ] comes from both the k dependence of the regulator Rk
and the parameterized field φ̂k. We can then define k- and φ-dependent expectation in the
usual manner, namely

〈Ô〉φ,k = eΓk[φ]〈e(φ̂k−φ)· δ
δφ

Γk[φ]− 1
2

(φ̂k−φ)·Rk·(φ̂k−φ)Ô〉 , (4.51)

such that in this case the general identity (4.31) implies

φ = 〈φ̂k〉φ,k . (4.52)

Here we anticipate that letting the parameterized field φ̂k to be itself k-dependent, allows
for the possibility of eliminating all the inessential coupling constants from the set of
independent running couplings. This, in a nutshell, will be what we define later as an
essential scheme. In this respect, we recognize that the redundant operators assume the
following form

ζ
∂

∂ζ
Γk[φ] = Φk[φ] · δ

δφ
Γk[φ]− TrGk[φ] · δ

δφ
Φk[φ] · Rk , (4.53)
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where Gk[φ] = (Γ
(2)
k [φ] + Rk)−1 is the IR regularized propagator. The exact RG flow

equation obeyed by the frame covariant EAA (4.49) is then given by(
∂t+Ψk[φ] · δ

δφ

)
Γk[φ] =

1

2
TrGk[φ]

(
∂t + 2 · δ

δφ
Ψk[φ]

)
· Rk , (4.54)

where t := log(k/k0), with k0 some physical reference scale, and

Ψk[φ] := 〈∂tφ̂k[χ̂]〉φ,k (4.55)

is the RG kernel which can be a general quasi-local functional of the field φ. The flow
equation (4.54) follows directly from using (4.33), which accounts for the k dependence of
Rk, while the remaining terms arise due to the k-dependence of φ̂k, which therefore assume
the form of an infinitesimal frame transformation.
Note that Equation (4.55) implements the idea of [42] discussed in Equation (2.120). In
Appendix E we give a more detailed derivation of (4.54) which generalizes the derivation
of the flow for the EAA presented in [54].

Now the question arises as to how Ψk[φ] should be determined. Evidently, we can
arrive at a closed flow equation for Γk[φ] by specifying Ψk[φ] to be determined by Γk[φ] in
some explicit manner. This is the approach pursued in other works [144, 145] in order to
describe bound states through flowing bosonization and exploited in [146, 147, 148, 149]
to describe hadronization in QCD. The alternative, which we shall pursue, is instead to
specify renormalization conditions that constrain the form of Γk[φ] by fixing the values of
the inessential couplings and solve the flow equation for the essential couplings and for
parameters appearing in Ψk[φ] to determine the form of the frame transformation.

Let us note that, if we wish to impose a symmetry on Γ[φ] under some transformation
of φ such as φ → −φ, then one should impose that Ψk[φ] transforms in the same way as
φ. This requirement grants that the RG flow preserves the symmetry of the theory. Thus,
if we want that Γk[−φ] = Γk[φ], we should then impose that Ψk[−φ] = −Ψk[φ].

As a final comment, let us now consider the limits k → 0 and k = Λ → ∞. In
the limit k → 0 the regulator Rk(x1, x2) vanishes and thus we recover the 1PI Effective
Action Γ0[φ] = Γ[φ] where φ̂[χ̂] = φ̂0[χ̂]. In the opposite limit instead, making reference to
Equation (2.3), we can identify MΛ(x1, x2) by

RΛ(x1, x2) ∼MΛ(x1, x2) . (4.56)

Thus, Γk=Λ[φ] ∼ Sφ̂∞ [φ] where Sφ̂∞ is given by Equation (4.22). After giving an initial
condition for the flow at k = Λ, the flow equation will then evolve towards the 1PI Effective
Action while transforming the frame from φ̂Λ to φ̂0.

4.2.2 Dimensionless covariant flow

In order to uncover RG fixed points, we need to work in units of the cutoff scale k such
that the RG flow, expressed in terms of dimensionless couplings g̃i, obey an autonomous
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set of equations, as Equation (2.18). The passage to dimensionless variables can be done
either by a passive frame transformation or by an active one. The active way, however,
is more elegant and makes it also evident that the scale k itself is simply an inessential
coupling. To this end we define

e−Γt[ϕ] = 〈e(ϕ̂t−ϕ)· δ
δϕ

Γt[ϕ]− 1
2

(ϕ̂t−ϕ)·R·(ϕ̂t−ϕ)〉 , (4.57)

where we use ϕ to denote the dimensionless fields and the subscript t instead of k to
emphasize that there is no explicit dependence on k. In (4.57) the dimensionless regulator
R = R(∆) is understood as a function of the dimensionless Laplacian viewed as a two point
function ∆(y1, y2) := −∂2

y1
δ(y1 − y2) where y1 and y2 are dimensionless coordinates.

The expectation values of observables are given by

〈Ô〉ϕ,t = eΓt[ϕ]〈e(ϕ̂t−ϕ)· δ
δϕ

Γt[ϕ]− 1
2

(ϕ̂t−ϕ)·R·(ϕ̂t−ϕ)Ô〉 . (4.58)

From Equation (2.28), we recall that the generator of dilatations ψdil is defined as

ψdil(y) := −yµ∂µϕ(y)− d− 2

2
ϕ(y) , (4.59)

in which the first term accounts for the rescaling of the coordinates and the second accounts
for the rescaling of the field. Then, we define the dimensionless RG kernel ψt as

ψtot
t [ϕ] := ψt[ϕ] + ψdil[ϕ] := 〈∂tϕ̂t[χ̂]〉ϕ,t , (4.60)

where ψtot
t denotes the total dimensionless RG kernel incorporating the dilatation step of

the RG transformation, given by ψdil, and the reparameterization along the RG flow, given
by ψt. The dimensionless flow equation is given by(

∂t + ψtot
t [ϕ] · δ

δϕ

)
Γt[ϕ] = Tr

1

Γ
(2)
t [ϕ] +R

· δ
δϕ
ψtot
t [ϕ] ·R . (4.61)

The form of (4.61) makes it clear that an RG transformation is nothing but an active frame
transformation which includes a dilatation step where the conjugate inessential coupling
is k itself. This is inline with the observations made in [150] that show a direct relation
between the flow of EAA and the anomaly due to the breaking of scale invariance.

To arrive at a more familiar form of the trace, we notice that the following identity
holds

Tr
1

Γ
(2)
t [ϕ] +R

· δ
δϕ
ψdil[ϕ] ·R =

1

2
Tr

1

Γ
(2)
t [ϕ] +R

· Ṙ , (4.62)

where

Ṙ(∆) := 2(R(∆)−∆R′(∆)) = ∂tRk|k=1 , (4.63)
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which we prove in Appendix A. Using (4.62), it is then straightforward to show that (4.61)
is (4.54) recast in dimensionless variables. In particular, the passive transformation (4.46)
is given by

ϕ̂(y) = k−(d−2)/2φ̂(k−1y) =: (cdil · φ̂)(y) , (4.64)

and thus cdil(y, x1) = k−(d−2)/2δ(k−1y−x1). The form of Equation (4.59) then results from
differentiating (4.64).

Finally, let us then denote a dimensionless redundant operator by

ζ
∂

∂ζ
Γt = T (Γt)Φ[ϕ] := Φ[ϕ] · δ

δϕ
Γt[ϕ]− Tr

1

Γ
(2)
t [ϕ] +R

δ

δϕ
Φ[ϕ] ·R , (4.65)

where T (Γt) is understood as a Γt-dependent linear operator which acts on Φ[ϕ]. Then
the flow equation can be concisely written as

−∂tΓt[ϕ] = T (Γt)(ψt[ϕ] + ψdil[ϕ]) . (4.66)

Note two important points

� we recover the same structure of Equation (2.37);

� the form of the previous equation makes it explicit that the RG flow is simply a frame
transformation.

4.2.3 Relation to Wilsonian flows

Let us end this section by making contact with generalized flow equations for the Wilsonian
Effective Action. If we relax the constraints on Rk such that we no longer view it as a
regulator, one can obtain the flow equations for the Wilsonian Effective Action Sk by
taking the limit Rk → ∞. In particular, replacing the Rk → αRk and taking α → ∞
while denoting Γk[φ]→ Sk[φ], the generalized flow equation (4.54) reduces to(

∂t+Ψk[φ] · δ
δφ

)
Sk[φ] = Tr

δ

δφ
Ψk[φ] , (4.67)

apart from a vacuum term which we neglect, while a redundant operator is given by

ζ
∂

∂ζ
Sk[φ] = Φ · δ

δφ
Sk[φ]− Tr

δ

δφ
Φ[φ] , (4.68)

which coincides with Equation (2.36). These are the expressions for the generalized flow
equation and redundant operators first written down in [35] and analyzed in Sections 2.3
and 2.4. The reason we obtain the flow for the Wilsonian Effective Action in the limit
Rk →∞ is simple: this is due to the fact that the regulator term induces a delta function
in the functional integral such that Γφ̂k [φ,K]→ Sφ̂k [φ].
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The flow equation (4.67) has been used to demonstrate scheme independence to different
degrees [120, 133, 134, 135]. However, in the flow equation (4.67), one has to introduce a
UV-cuff into Ψk[φ] in order to regularize the trace. One advantage of the flow equations
(4.54) is that the regulator Rk is disentangled from the RG kernel Ψk[φ], meaning that
the trace will be regularized for any Ψk[φ] provided Rk decreases fast enough in the large
momentum limit. Therefore, in the EAA formulation we have two independent RG scheme
ingredients to tune in order to analyze the a particular physical system.

4.3 The standard scheme

4.3.1 Wetterich-Morris flow

As an example, in this section, we focus on the simple case where one eliminates only a
single inessential coupling, namely the wave function renormalization Zk which is conjugate
to the redundant operator T (Γk)ϕ. The removal of Zk then introduces the anomalous
dimension of the field,

ηk = −∂t log(Zk) , (4.69)

and it is a necessary step to uncover fixed points with a non-zero anomalous dimension.
As with the transition to dimensionless variables, Zk can be eliminated by an active
frame transformation or by a passive transformation. By either method, we arrive at
the Wetterich-Morris equation in the presence of a non-zero anomalous dimension [54, 55].
By the active method, this is achieved by simply setting

Ψk[φ] = −1

2
ηkφ , (4.70)

from which we can infer that
φ̂k = Z

1/2
k φ̂0 , (4.71)

where we choose to impose Z0 = 1 as the boundary condition. Following the passive route
instead, we begin with the EAA Γφ̂0,k

[φ0] = Γ[φ0, ZkRk] which is given explicitly by

e
−Γφ̂0,k

[φ0]
= 〈e(φ̂0−χ0)· δ

δφ0
Γφ̂0,k

[φ0]+
Zk
2

(φ̂0−χ0)·Rk·(φ̂0−χ0)〉 . (4.72)

The flow equation is now given by

∂tΓφ̂0,k
[φ0] =

1

2
Tr

1

Γ
(2)

φ̂0,k
[φ0] + ZkRk

· ∂t(ZkRk) , (4.73)

which is the standard form of the Wetterich-Morris equation, apart from making the de-
pendence on the wave function renormalization explicit. Then we make the passive change

of frames (4.46) to eliminate Zk from the flow equation by setting φ0 = Z
−1/2
k φ, where
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(4.47) implies that Γk[φ] = Γφ̂0,k
[Z
−1/2
k φ]. The flow equation (4.73) can then be recast in

the form (
∂t −

1

2
ηkφ ·

δ

δφ

)
Γk[φ] =

1

2
TrGk[φ] · (∂tRk − ηkRk) , (4.74)

which is now manifestly independent of Zk and is equal to (4.54) with Ψk given by (4.70).
The fact that the terms proportional to ηk in (4.74) have the form of a redundant coupling
then simply reflects the fact that Zk was inessential. In dimensionless variables the flow
equation (4.74) is given by (4.61) where ψt = −1

2ηkϕ.

4.3.2 Renormalization conditions

We have arrived at the flow equation (4.74) without having specified the inessential coupling
Zk. This means that we have the freedom to impose a renormalization condition that
constrains the form of Γk[φ] by fixing the value of one coupling to some fixed value. Solving
the flow equation (4.74) under the chosen renormalization then determines ηk as a function
of the remaining couplings. In terms of Γφ̂0,k

[φ0], this is equivalent to identifying Zk with

one coupling. A typical choice is to expand the Γφ̂0,k
[φ0] in fields and in derivatives and then

identify Zk with the coefficient of the term 1
2

∫
x(∂µφ0)(∂µφ0). In terms of Γk[φ] this fixes

the coefficient of
∫
x(∂µφ)(∂µφ) to be 1/2. However, this choice is not unique. Analogously

to Equation (2.96), one can instead expand Γk[φ] only in derivatives such that

Γk[φ] =

∫
x

[
Vk(φ) +

1

2
zk(φ)(∂µφ)(∂µφ)

]
+O(∂4) , (4.75)

where Vk(φ) and zk(φ) are functions of the field and then choose the renormalization
condition

zk(φ̄) = 1 , (4.76)

for a single constant value of the field φ(x) = φ̄. The essential scheme which we present in
the next sections is based on renormalization conditions that generalize (4.76).

Before arriving at this generalization, let us first scrutinize the choice (4.76) for the
renormalization condition to trace the reasoning behind it. To this end we note that zk(φ̄)
is the inessential coupling conjugate to the redundant operator (4.65) in the case where
Φ = 1

2ϕ, as it is clear from (4.74), namely

1

2
T (Γt)ϕ =

1

2
ϕ · δ

δϕ
Γt[ϕ]− 1

2
TrGt[ϕ] ·R . (4.77)

In general, the redundant operator is a complicated functional of ϕ since it depends on the
form of Γt[ϕ]. However, at the Gaussian fixed point ΓGFP ≡ K with

K[ϕ] :=
1

2

∫
y
(∂µϕ)(∂µϕ) , (4.78)
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one has that (4.77) reduces to the free action itself

1

2
T (K)ϕ =

1

2

∫
y
(∂µϕ)(∂µϕ) + constant , (4.79)

apart from a vacuum term. The fact that K is invariant under shifts ϕ(y) → ϕ̄ + ϕ(y)
then reveals why we were free to choose the renormalization point ϕ̄. Thus any of the
renormalization conditions (4.76) will fix the same inessential coupling at the Gaussian
fixed point. As we elaborate on in Sections 2.8 and 2.9 and Appendix F, one can also fix
inessential couplings at an alternative free fixed point by imposing an alternative renormal-
ization condition to eliminate Zk. This makes it clear that the renormalization condition
(4.76) is intimately related to the kinematics of the Gaussian fixed point (4.78). Here we
are discussing only a single inessential coupling. However, as we have anticipated in Sec-
tion 2.2, in general there is an infinite number of inessential couplings and we would like
to impose renormalization conditions to eliminate all of them. We may then ask whether
there is a practical way to do so. In the next section, we will present the minimal essential
scheme which achieves this aim.

4.4 Minimal essential scheme

Our aim in this section is to find a scheme that imposes a renormalization condition for
each inessential coupling ζα by fixing them to some prescribed values. In order to solve the
flow equations when applying multiple renormalization conditions, we allow ψt to depend
on a set of gamma functions {γα}, where we must include one gamma function for each
renormalization condition. The gamma functions, along with the beta functions for the
remaining running couplings, are then found to be functions of the remaining couplings. For
example, instead of fixing ψt = −1

2ηkϕ, as in the standard scheme where we apply a single
renormalization condition, we can instead choose ψt = γ1(t)ϕ + γ2(t)ϕ3 and then impose
two renormalization conditions which fixes the values of two inessential couplings. Solving
the flow equation under these conditions, the gamma functions will then be determined as
functions of the remaining running couplings. In general, we can write

ψt[ϕ] =
∑
α

γα(t)Φα[ϕ] , (4.80)

where the {Φα[ϕ]} are a set of linearly independent local operators, one for each renor-
malization condition which we impose. In essential schemes we include all possible local
operators in the set {Φα[ϕ]}. Applying a renormalization condition for each Φα would then
fix the value of all inessential couplings. For this purpose, we wish to find a practical set
of renormalization conditions that generalize the one applied in the standard scheme. Fol-
lowing the logic of the last section, we therefore choose the renormalization conditions such
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that we fix the values of the inessential couplings at the Gaussian fixed point. Inserting
ΓGFP = K into (4.65), the redundant operators at the Gaussian fixed point are given by

T (K)Φα = Φα ·∆ϕ − Tr
R

∆ +R
· δ
δϕ

Φα[ϕ] . (4.81)

Then, in the minimal essential scheme we write the EAA such that it depends only on the
essential couplings λ by specifying the ansatz4

Γt[ϕ] = K +
∑
a

λa(t)ea[ϕ] , (4.82)

where {ea[ϕ]} are a set of operators which are linearly independent of the redundant
operators (4.81) and together with the latter form a complete basis. Without loss of
generality we can assume that the couplings behave as λa(t) = e−θGtλa(0) + . . . in the
vicinity of the Gaussian fixed point, in which case ea[ϕ] are the scaling operators at the
Gaussian fixed point, θG the corresponding Gaussian critical exponents and the essential
couplings λa(t) are the scaling fields [35].

The task of distinguishing the scaling operators from redundant operators at the Gaus-
sian fixed point is made simpler by the following observation: if Φα is a homogeneous
function of the field of degree n, then the first term in (4.81) is a homogeneous function of
degree n+ 1, while the second term is a homogeneous function of degree n− 1. It follows
from this structure that if {ea[ϕ]} are a set of operators which are linearly independent of
Φα ·∆ϕ, they will also be linearly independent of T (K)Φα. In other words, when identifying
the scaling operators at the Gaussian fixed point, we can neglect the second term in (4.81)
which is understood as a loop correction. To see this clearly, let us first assume that the
scaling operators ea[ϕ] are linearly independent of Φα ·∆ϕ such that∑

α

cαΦα ·∆ϕ+
∑
a

caea[ϕ] = 0 , (4.83)

if and only if cα = 0 and ca = 0. Then we can expand the redundant operator as

T (K)Φα =
∑
β

Υ̃αβΦβ[ϕ] ·∆ϕ+
∑
a

υ̃αaea[ϕ] , (4.84)

where Υ̃αβ and υ̃αa are numerical coefficients. Then one can show that the eigenvalues
of the matrix with components Υ̃αβ will all be equal to one and thus Υ̃ is an invertible
matrix. To see that the eigenvalues of Υ̃ are all equal to one, let’s first consider the simple
example where {Φα} = {Φ1,Φ2} = {ϕ,ϕ3} for which Υ has the form

Υ =

(
1 0

Υ̃21 1

)
, (4.85)

4Here we neglect the vacuum energy term since it is independent of ϕ.

133



CHAPTER 4. ESSENTIAL RENORMALIZATION GROUP

where Υ21 is in general non-zero. The zero component follows from the fact that T (K)ϕ is
linear in the field and therefore involves no term of the form ϕ3 ·∆ϕ. The form of the matrix
Υ̃ is preserved in the general case by working in the basis where {Φα} = {Φα0 ,Φα1 , . . . },
with αn labelling each linearly independent local operator with n powers of the field. For
n = 1 we have Φα1 = {ϕ,∆ϕ, . . . }, while for n = 2 we have Φα2 = {ϕ2, ϕ∆ϕ, (∂µϕ)2, . . . },
with the ellipses denoting terms involving four or more derivatives. Then the matrix Υ has
the form

Υ̃ =


1 0 0 · · ·

Υ̃21 1 0 · · ·
Υ̃31 Υ̃32 1 · · ·

...
...

...
. . .

 , (4.86)

which has all eigenvalues equal to one.
Having set the renormalization conditions at the Gaussian fixed point, we know that

the couplings λa will be the essential couplings in the vicinity of the Gaussian fixed point.
However, away from the Gaussian fixed point, the form of the redundant operators will
change5. Expanding the redundant operators for a general action of the form (4.82) we
will obtain

T (Γt)Φα[ϕ] =
∑
β

Υαβ(λ)Φβ[ϕ] ·∆ϕ+
∑
b

υαb(λ)eb[ϕ] , (4.87)

where Υαβ(λ) and υαb(λ) are functions of the essential couplings and reduce to Υαβ(0) =
Υ̃αβ and υαb(0) = υ̃αb at the Gaussian fixed point. At any point where Υαβ(λ) is invertible,
the operators T (Γt)Φα[ϕ] and eb[ϕ] will be linearly independent. The points for which Υ
is not invertible form a disconnected hyper-surface consisting of all points in the essential
theory space (i.e. the space spanned by the essential couplings λa), where

det Υ(λ) = 0 . (4.88)

On the hyper-surface (4.88), the flow will typically be singular. Therefore, adopting the
minimal essential scheme puts a restriction on which physical theories we can have access
to. However, it is intuitively clear that this restriction has a physical meaning since the
theories in question are those that share the kinematics of the Gaussian fixed point. In fact,
a remarkable consequence of the minimal essential scheme is that the propagator evaluated
at any constant value of the parameterized field ϕ(x) = ϕ̄ will be given by

Gt[ϕ̄] =
1

q2 + v
(2)
t (ϕ̄) +R(q2)

, (4.89)

where v
(2)
t (ϕ̄) is the second derivative of a dimensionless potential. This simple form follows

since by integration by parts
∫
x(ϕ − ϕ̄)∆s/2(ϕ − ϕ̄) =

∫
x ϕ∆s/2ϕ for even integers s ≥ 2.

5As we already said, the RG scheme can exclude regions of the theory space.
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Let us hasten to point out that this does not imply that the propagator for the physical
field χ̂ is of this form, but only that the propagator can be brought into this form by a
frame transformation. In particular, the form (4.89) does not exclude the possibility that
χ̂ develops an anomalous dimension η, namely that the connected two-point function of χ̂
scales as ∼ p−2+η.

4.5 Fixed points

As we have seen in Section 2.5, in the vicinity of fixed points one can obtain universal
scaling exponents which are independent of the renormalization conditions which define
different schemes. However, there are also critical exponents associated with redundant
operators which are entirely scheme dependent. In this section we will show the contrast
features of essential schemes with those of the standard scheme in these respects.

4.5.1 Fixed points and scaling exponents

Fixed points of the exact RG are uncovered by looking at t-independent solutions of (4.61)
such that the fixed point action Γ? obeys(

ψtot
? [ϕ] · δ

δϕ

)
Γ?[ϕ] = Tr

1

Γ
(2)
? [ϕ] +R

· δ
δϕ
ψtot
? [ϕ] ·R , (4.90)

which in general defines a relationship between ψ? and Γ?.
The critical exponents associated with the fixed point are then found by perturbing

the fixed point solution Γ? by adding a small perturbation δΓt = Γt − Γ? and similarly
perturbing ψ? by

δψt =
δψt
δΓt

∣∣∣∣
Γt=Γ∗

δΓt , (4.91)

and studying the linearized flow equation for δΓt which is given by

− ∂tδΓt =

(
δT (Γ?)

δΓt
ψtot
?

)
δΓt + T (Γ?)δψt . (4.92)

The critical exponents θ are then defined by looking for eigenperturbations which are of
the form

δΓt = ε e−tθO[ϕ] , δψt = ε e−tθΩ[ϕ] , (4.93)

where O[ϕ] and Ω[ϕ] are t-independent. Depending on the sign of θ, one refers to the
operator O[ϕ] as relevant (θ > 0), irrelevant (θ < 0) or marginal (θ = 0). We note that the
functional form of O[ϕ] will depend on the frame and hence on the scheme. Physically, we
know however that they must be the expectation value of the same observable Ô. Wegner
[35] has shown that eigenperturbations fall into two classes: redundant eigenperturbations
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where O[ϕ] is a redundant operator, and therefore multiplied by an inessential coupling,
and scaling operators which are linearly independent of the former (i.e. the analogue of
ea[ϕ]). It is possible to perform the analogous demonstration of Wegner about redundant
and scaling operators [151] , discussed in Section 2.5, applied to Equation (4.90). At the
Gaussian fixed point, the redundant operators are some linear combination of the redundant
operators (4.81). More generally, the redundant operators at any fixed point, which have
the form 6

OΦ[ϕ] = T (Γ?)Φ[ϕ] , (4.94)

have critical exponents θ which are entirely scheme dependent.
Redundant eigenperturbations carry no physics and should be disregarded. Conversely, the
scaling operators have scheme independent universal scaling exponents and are physical
perturbations of the fixed point.

In the standard scheme, one removes only a single inessential coupling and thus one will
have an infinite number of redundant eigenperturbations which must be disregarded. In
essential schemes instead, all inessential couplings are removed and thus we automatically
disregard all redundant eigenperturbations.

4.5.2 The redundant perturbation due to shifts

Actually, there remains one redundant operator which is not automatically disregarded in
the minimal essential scheme, namely the one for which Φ[ϕ] = 1. The reason for this is
that the Gaussian action is invariant under constant shifts of the field ϕ → ϕ + constant.
Happily, this redundant operator can be treated exactly and hence it is nonetheless simple
to disregard it. In fact, it is straightforward to show that Oshift[ϕ] := OΦ=1[ϕ] is always an
eigenperturbation independently of the scheme, where

Oshift[ϕ] = 1 · δ
δϕ

Γ?[ϕ] , (4.95a)

Ωshift[ϕ] = 1 · δ
δϕ
ψ?[ϕ] + θ− d− 2

2
. (4.95b)

To see that this will always be an eigenoperator, we can replace the field in the fixed
point equation by ϕ→ ϕ+ ε and expand to first order in ε. This gives an identity obeyed
by the fixed point action from which the solution (4.95) to the linearized flow follows
immediately. In the standard scheme where ψt[ϕ] = −ηk 1

2ϕ it follows directly from (4.95b)

that θ = d−2+η?
2 . In the minimal essential scheme, in order to fully determine ψt[ϕ], we

can impose that

ψ
(1)
t [0] = 0 , (4.96)

6Analogously to Equations (2.55) and (2.60).
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and then determine θ by setting ϕ = 0 in (4.95b). In general, one then obtains

θ = −1 · δ
δϕ
ψ?[ϕ] +

d− 2

2

∣∣∣∣
ϕ=0

. (4.97)

However (4.96) is only one choice and it is clear that by imposing a different condition, θ
can take any value.

4.5.3 The anomalous dimension

Let us now discuss a scaling operator associated with the anomalous dimension. In the
standard scheme, one introduces the parameter ηk via the choice of the RG kernel. At
a fixed point ηk = η? = η is the anomalous dimension where we use η to represent the
universal critical exponent rather than η? which is a parameter introduced in the RG kernel
only in the standard scheme. The fact that η = η? is the value of the universal exponent
comes about because in the standard scheme there is a scaling relation between η? and
the scaling exponent for the operator O =

∫
x ϕ. To see this, we note that given a solution

Γk[φ] to the flow equation (4.74), the EAA defined as Γk[φ] +Z
−1/2
k

∫
x hφ is still a solution

to (4.74), provided h is independent of k and φ. It is then evident that h is nothing but a
physical external field that couples to χ̂ in the microscopic action. At a fixed point, this
means that there is always an eigenperturbation of this form. In dimensionless variables,
the eigenperturbation is given by

δΓt = ε e−t
d+2−η?

2

∫
y
ϕ , (4.98)

and thus we see there is a scaling exponent given by θ = d+2−η?
2 . Thus, along with the

other scaling exponents, θ = d+2−η?
2 will be a universal quantity. However, the simple

form O[ϕ] =
∫
x ϕ originates from the simple linear relation between φ̂ and χ̂ typical of

the standard scheme and from the fact that in any frame a physical source must couple
to one and the same field χ̂[φ̂]. In a general scheme, the relation between φ̂ and χ̂ will be
nonlinear and hence to compute η we must instead look for an eigenperturbation of the
form

δΓt = ε

∫
y
〈cdil · χ̂〉ϕ,t ≡ ε e−t

d+2−η
2

∫
y
χ[ϕ] , (4.99)

where χ[ϕ] = ϕ only in the frame associated with the standard scheme. If we impose a
symmetry on the fixed point action under ϕ→ −ϕ then we will have that χ[−ϕ] = −χ[ϕ].
Apart from this characteristic, there is nothing that distinguishes d+2−η

2 from any other
scaling exponent. Thus to compute η we must look at odd eigenperturbations of an even
fixed point action. A related point, that has been recognized in [152], is that while ηk
approaches the particular value η at a fixed point, independently of the renormalization
condition, this is not true of the gamma functions appearing in ψt whenever ψt is nonlinear.
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4.6 The minimal essential scheme at order ∂2

We will now derive the flow equation in the minimal essential scheme at order ∂2 in the
derivative expansion. This is achieved by expanding the action as in (4.75) and neglecting
the higher derivative terms. However, in the minimal essential scheme the renormalization
condition (4.76) is generalized such that

zk(φ) = 1 , (4.100)

for all values of the field and all scales k. Thus, we go from fixing a single coupling in the
standard scheme to fixing a whole function of the field in the essential one. To close the
flow equations under this renormalization condition, we set the RG kernel to

Ψk[φ] = Fk(φ(x)) , (4.101)

where Fk(φ(x)) is a function of the fields (without derivatives) constrained such that we can
solve the flow equation under the renormalization condition (4.100). Therefore, working
at order ∂2 the ansatz for the EAA is simply given by

Γk[φ] =

∫
x

[
Vk(φ) +

1

2
(∂µφ)(∂µφ)

]
. (4.102)

Inserting (4.102) and (4.101) into (4.54) the LHS is given by

∂tΓk[φ] +

∫
x

δΓk[ϕ]

δφ(x)
Fk(φ(x)) =

∫
x

[
∂tVk(φ) + Fk(φ)V

(1)
k (φ) + F

(1)
k (φ) (∂µφ) (∂µφ)

]
,

(4.103)
where the super-script (n) on functions of the field denotes their n-th derivative. These
terms depend on Fk(φ) and thus, instead of solving for ∂tVk(φ) and ∂tzk(φ), we will instead
solve for ∂tVk(φ) and Fk(φ). To find the equations for ∂tVk and Fk, in Appendix G we
expand the trace on the RHS of the flow equation (4.54) with the action given by (4.102)
and field renormalization (4.101) up to order ∂2. The result is given by

∂tVk = −Fk V
(1)
k +

1

2(4π)d/2
Qd/2

[
Gk

(
∂tRk + 2F

(1)
k Rk

)]
, (4.104a)

F
(1)
k =

(
V

(3)
k

)2

2(4π)d/2

(
Qd/2

[
G2
kG
′
k

(
∂tRk + 2F

(1)
k Rk

)]
+Qd/2+1

[
G2
kG
′′
k

(
∂tRk + 2F

(1)
k Rk

)])
−
V

(3)
k F

(2)
k

(4π)d/2
(
Qd/2

[
GkG

′
kRk

]
+Qd/2+1

[
GkG

′′
kRk

])
, (4.104b)
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where we introduced the following quantities

Pk(z) = z +Rk(z) , (4.105)

Gk =
(
Pk + V

(2)
k

)−1
, (4.106)

Qn [W ] =
1

Γ(n)

∫ ∞
0

dz zn−1W (z) , (4.107)

and the primes on Gk indicate derivatives with respect to the momentum squared z.

4.7 Wilson-Fisher Fixed point

Let us now exemplify the minimal essential scheme at order ∂2 by studying the 3D Ising
model in the vicinity of the Wilson-Fisher fixed point.

4.7.1 Flow equations in d = 3

To this end, we specialize the study of Equations (4.104) to the case d = 3. In the following,
we make use of the cutoff function [76]

Rk(z) = (k2 − z)Θ(k2 − z) , (4.108)

where Θ(k2− z) is the Heaviside theta function. This choice of the cutoff function leads to
a particularly simple closed form of Equations (4.104). Being interested in critical scaling
solutions of the RG flow, we make the transition to dimensionless variables such that the
dimensionless field is given by ϕ = k−

1
2φ and the dimensionless functions are defined by

v = k−3V and f = k−
1
2F . The equations (4.104) then read

∂tvt(ϕ) + 3vt(ϕ)− 1

2
[ϕ− 2ft(ϕ)]v

(1)
t (ϕ) = b

1 + 2
5f

(1)
t (ϕ)

1 + v
(2)
t (ϕ)

, (4.109a)

− f (1)
t (ϕ) =

b

2

[
v

(3)
t (ϕ)

]2

[
1 + v

(2)
t (ϕ)

]4 . (4.109b)

The constant b takes the value b = 1/(6π2), but we note that b can also be set to
any positive real value b → κ2b since this is equivalent to performing the redefinitions
vt(ϕ)→ vt(κϕ)/κ2, ft(ϕ)→ ft(κϕ)/κ and then rescaling the field by ϕ→ ϕ/κ. Choosing b
to take other values can be useful for numerical purposes, while all our results are presented
for b = 1/(6π2). Let us stress at this point that equations (4.109) have a simpler form
as compared to the analogous equations [75] in the standard scheme using (4.108). In
particular, in the minimal essential scheme, the Q-functionals (4.107) are simple rational
functions of v(2) and v(3), whereas in the standard scheme they involve transcendental
functions.
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4.7.2 Scaling solutions

In the minimal essential scheme, scaling solutions are given by k-independent solutions
v(ϕ) and f(ϕ) to Equations (4.109), which therefore solve the following system of ordinary
differential equations

3v(ϕ)− 1

2
ϕv(1)(ϕ) + f(ϕ)v(1)(ϕ) = b

1 + 2
5f

(1)(ϕ)

1 + v(2)(ϕ)
, (4.110a)

− f (1)(ϕ) =
b

2

[
v(3)(ϕ)

]2[
1 + v(2)(ϕ)

]4 . (4.110b)

We notice that differentiating the first equation with respect to ϕ, yields an equation for
v(3) which is expressed in terms of lower derivatives of v and f . Once this expression for v(3)

is substituted into the second equation, the system reduces to a second-order differential
one. The so-obtained equation for f turns out to be quadratic in f (2). Solving algebraically
for f (2) we therefore have two roots. We thus conclude that any solution of (4.110) can be
characterized by a set of four initial conditions along with the choice of one of the roots.

We are interested in globally-defined solutions v(ϕ) = v?(ϕ) and f(ϕ) = f?(ϕ) to
(4.110) which are well-defined for all values of ϕ ∈ R. These solutions correspond to fixed
points of the RG. Furthermore the Z2 symmetry of the Ising model demands that v?(ϕ)
and f?(ϕ) should be even and odd functions respectively. Looking at the behaviour of any
putative fixed-point solution in the large-field limit one realizes that if a globally-defined
solution exists, then for ϕ→ ±∞ it must behave as

v(ϕ) = AV ϕ
6 +O(ϕ5) , (4.111)

f(ϕ) = ±AF +O(ϕ−9) , (4.112)

with all the higher-order terms being determined as functions of AV and AF. The previous
equations represents the next order respect to the LPA expansion of the potential in Equa-
tion (2.110). On the other hand, to ensure the correct parity of the corresponding scaling
solution, one finds that, by studying the equations (4.110), it is necessary and sufficient to
impose the conditions7

{v(1)(0) = 0, f (1)(0) = 0} , (4.113)

which are obtained by expanding (4.110) around ϕ = 0. In particular, we notice that
(4.113) and (4.110) imply that f(0) = 0. Thus, the expansion at infinity gives us two
free parameters which must be chosen such that at ϕ = 0 the conditions (4.113) are met.
We expect at most a countable number of acceptable fixed point solutions to Equations
(4.110). As expected we have found only two, namely the Gaussian and the Wilson-Fisher
fixed points.

7Equivalently, the conditions {f(0) = 0, f (1)(0) = 0} imply that v(1)(0) = 0.
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Figure 4.1: In the top-left panel, we show the singular values ϕs(σ) as a function of σ. The
spike located at σ? = −0.13967 represents the Wilson-Fisher universality class. The value

of σ? = v
(2)
? (0) obtained from the expansion around ρ = 0 (red) and the expansion around

the minimum ρ̄? (blue) as a function of the truncation order N is showed in the top-right
panel where the dashed line represents the corresponding functional value obtained from
the spike-plot. The globally-defined fixed-point effective potential v?(ϕ) and RG kernel
f?(ϕ) corresponding to the Wilson-Fisher fixed point solution are given in the bottom
panels respectively.

In order to show this result, we can numerically solve the equations (4.110) for different
initial conditions at ϕ = 0. This is convenient since, by imposing (4.113), we are left
with only one boundary condition which we can take to be the dimensionless mass squared
σ := v(2)(0). In addition to σ we also have to choose the root for f (2). The two roots can
be distinguished by noticing that in the limit σ → 0, one root displays the Gaussian fixed
point while the other does not. By setting the initial conditions at ϕ = 0 we are therefore
left with two one-parameter families of solutions.

As the above reasoning dictates, one immediately realizes that only a countable number
of solutions exist globally for all values of ϕ ∈ R. Generic solutions which start at ϕ = 0
end at a singularity located at a finite value of the field ϕ = ϕs(σ), as we discussed in
Section 2.8.1. We can therefore plot the function ϕs(σ) to find those values σ? for which
ϕs(σ) diverges: these are the values for which the corresponding solution of Equations
(4.110) are globally defined. In Figure 4.1 (first panel) we show the result of this search for
well-defined scaling solutions selecting the root which possesses the Gaussian fixed point
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and scanning σ in the range −1 < σ < 0.
The Wilson-Fisher fixed point solution is found at

σ? = −0.13967 . (4.114)

In passing, we observe that the family of solutions which include the Gaussian fixed point
also displays Wilson-Fisher fixed point, while we have detected no spike in the other family.

In order to corroborate the spike-plot analysis, we search for scaling solutions by ex-
panding v?(ϕ) and f?(ϕ) in powers of the fields up to a finite order N . For this purpose
it is convenient to re-express v? and f? in terms of the manifest Z2 invariant ρ(ϕ) ≡ 1

2ϕ
2.

Expanding around ρ = 0 to order N we can write v and f as

v?(ϕ) =

N∑
n=0

λ?2nρ
n , (4.115a)

f?(ϕ) = ϕ
N−1∑
n=1

γ?2n+1ρ
n , (4.115b)

(such that v?(ϕ) is even and f?(ϕ) is odd), while expanding around the minimum ρ̄? =
1
2ϕ

2
min? of the fixed-point potential, our truncations are given by

v?(ϕ) = λ̄?0 +
N∑
n=2

λ̄?2n (ρ− ρ̄?)n , (4.116a)

f?(ϕ) = ϕ
N−1∑
n=0

γ̄?2n+1 (ρ− ρ̄?)n . (4.116b)

The Equations (4.110), expanded in ρ around ρ = 0 (ρ = ρ̄?) reduce to algebraic
equations for the couplings λ2n? (λ̄2n? and ρ̄?) and the fixed point values γ2n? (γ̄). Solving
these algebraic solutions we find approximate scaling solutions at each order N which
converge, as N is increased, to the corresponding scaling solution we obtained numerically

from the spike-plot. In particular, the values of σ? = v
(2)
? (0) found at each order N in

the two expansions is plotted in Figure 4.1 (second panel) and are seen to converge to
the functional value (4.114). We thus conclude that the approximate solutions at order N
converge to the globally-defined numerical solutions as N →∞.

We close this section by a remark: in the spike-plot approach, the task of integrating
the scaling equations to find a globally defined solution involves fine tuning σ. In practice,
to obtain the global functions v?(ϕ) and f?(ϕ), we have taken advantage of the asymptotic
solutions (4.111) and (4.112) and of the expansion around the minimum (4.116). Specif-

ically, in order to determine values for AF and AV we can match the v(ϕ) and ∂v(ϕ)
∂ρ for
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values of the field where the expansion around the minimum and the large field one overlap.
This determines

AV ≈ 1.35 , (4.117)

AF ≈ −0.018 . (4.118)

Although the expansions of f(ϕ) do not perfectly overlap, a suitable Padé approximant
to the large field expansion eventually matches the expansion around the minimum. In
the future we plan to perform the functional treatment using the shooting from infinity
method discussed in Section 2.8.1. The corresponding globally-defined functions v?(ϕ) and
f?(ϕ) at the Wilson-Fisher fixed point are plotted in the third and fourth panels of Figure
4.1. An in-depth analysis of global fixed points and their relation to local expansions has
been given in [153, 154].

4.7.3 Eigenperturbations

To obtain the critical exponents for the Wilson-Fisher fixed point we solve the flow equa-
tions (4.109) in the vicinity of the scaling solution. Functionally, perturbations of the
scaling solution

δvt(ϕ) = vt(ϕ)− v?(ϕ) , δft(ϕ) = ft(ϕ)− f?(ϕ) (4.119)

obey the linearized flow equation

∂tδvt(ϕ) =
1

2
[ϕ− 2f?(ϕ)] δv

(1)
t (ϕ)− 3δvt(ϕ)

− v(1)
? (ϕ)δft(ϕ) +

2b δf
(1)
t (ϕ)

5
[
1 + v

(2)
? (ϕ)

] − b
[
5 + 2f

(1)
? (ϕ)

]
δv

(2)
t (ϕ)

5
[
1 + v

(2)
? (ϕ)

]2 , (4.120a)

−δf (1)
t (ϕ) =

b v
(3)
? (ϕ) δv

(3)
t (ϕ)[

1 + v
(2)
? (ϕ)

]4 −
2b
[
v

(3)
? (ϕ)

]2
δv

(2)
t (ϕ)[

1 + v
(2)
? (ϕ)

]5 . (4.120b)

Similarly to the fixed point equations (4.110), these can be converted into second order
differential equations. We note that, since v?(ϕ) is an even function, and f?(ϕ) is an odd
function, one can consider even and odd perturbations δvt(ϕ) separately. In order to find
the spectrum of scaling exponents θn we can express a general perturbation as a sum of
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its eigenperturbations8

δvt(ϕ) =
∑
n

Cne−θntOn(ϕ) , (4.121a)

δft(ϕ) =
∑
n

Cne−θntΩn(ϕ) , (4.121b)

where Cn are undetermined constants that parameterize the perturbations of the fixed
point and n runs over the spectrum of eigenperturbations. For each n the functions Ψn

and Ωn obey a pair of coupled second order differential equations which depend on θn.
The sum is justified by the fact that the spectrum θn is quantized. To show this, first we
consider the large field limit ϕ→∞ where we determine that

On = Anϕ
6−2θn + 6

(
θn −

1

2

)−1

AVBnϕ
5 . . . , (4.122)

Ωn = Bn + . . . (4.123)

up to subleading terms. This introduces two parameters An and Bn for each eigenpertur-
bation. Considering the behaviour around ϕ = 0, for even and odd perturbations we have

that O(1)
n (0) = 0 and On(0) = 0 respectively. Furthermore the linearity of the equations

allows us to normalize even and odd perturbations by On(0) = 1 and O(1)
n (0) = 1. Im-

posing that the RG kernel vanishes at vanishing field (4.96) then enforces that Ωn(0) = 0

for either parity. On the other hand Ω
(1)
n (0) = 0 follows automatically from (4.120b) since

v?(ϕ) is even (and hence v
(3)
? (0) = 0). Therefore we need to satisfy three independent

boundary conditions at ϕ = 0 to ensure the correct parity, while we only have two free
parameters An and Bn. As a result, the allowed values of θn must be quantized to satisfy
all three boundary conditions.

4.7.4 Scaling exponents

In order to compute the scaling exponents ν and ω we look at even eigenperturbations.
Here we shall use t-dependent generalizations of the expansions (4.115) and (4.116) to
compute the exponents at order N in both expansions. The couplings λ2n, λ̄2n and ρ̄ are
now k-dependent with beta functions

∂tλ2n = β2n(λ) , (4.124a)

∂tλ̄2n = β̄2n(λ̄, ρ̄) , (4.124b)

∂tρ̄ = βρ̄(λ̄, ρ̄) , (4.124c)

8This is a slight abuse of notation since earlier we denoted eigenperturbations of the fixed point action
as O while On are perturbations of the fixed point potential.
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and similarly γ2n = γ2n(λ) and γ̄2n = γ̄2n(λ̄, ρ̄) are also determined as functions of the
couplings. The critical exponents obtained from the expansion around ϕ = 0 are obtained
from eigenvalues of the stability matrix

M even
nm =

∂β2n

∂λ2m

∣∣∣∣
λ=λ?

, (4.125)

where λ? denotes the values of the couplings at the Wilson-Fisher fixed point. Similarly, by
defining λ̄2 := ρ̄ and β̄2 := βρ̄, the stability matrix for the expansion around the minimum
is defined by

M̄ even
nm =

∂β̄2n

∂λ̄2m

∣∣∣∣
λ̄=λ̄?

. (4.126)

The critical exponents are equal to minus the eigenvalues of the stability matrix. In partic-
ular, the critical exponent −1/ν is identified with the sole relevant eigenvalue (ignoring the
vacuum energy), which has a negative real part, while the correction-to-scaling exponent ω
is identified with the irrelevant eigenvalue with the smallest positive real part. The values
of these exponents at different orders N up to N = 11 are shown in Figure 4.2 (second and
third panels). We observe that the critical exponents converge towards as the order N is
increased and in general the expansion around the minimum converges faster with respect
to the one around zero. At order N = 11 in the expansion around the minimum we find
that

ν = 0.6271 , (4.127)

ω = 0.8350 . (4.128)

In order to compute the scaling exponent η we look at odd perturbations δvt(ϕ) and
even perturbations δft(ϕ). This introduces a set of beta functions for couplings that
multiply odd functions of the field and which, though vanishing at the Wilson-Fisher fixed
point, exhibit non-zero scaling exponents. These exponents have been computed in using
the exact RG in [155].

These odd perturbations also include the redundant perturbation due to shifts (4.95).
Imposing (4.96), which implies Ωshift(0) = 0, we then have that the critical exponent

(4.97) is given by θshift = 1/2 since 1 · δ
δϕψ?[0] = f

(1)
? (0) = 0. Thus (4.95) reduces to

Oshift =
∫
x v

(1)
? (ϕ) and Ωshift = f

(1)
? (ϕ). Of course there is nothing physical about the value

1/2 since we can obtain any value for the scaling exponent θshift by instead considering the

perturbation of f? where Ωshift = f
(1)
∗ (ϕ)+c for any value of c which leads to θshift = 1/2+c.

This is equivalent to choosing a condition other than ft(0) = 0. In any case, this redundant
perturbation is easily identified and discarded. To calculate the anomalous dimension η,
we again use expansions around vanishing field and around the minimum of the potential
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Figure 4.2: Critical exponents η (top-left panel), ν (top-right panel), ω (bottom-left panel),
ωodd (bottom-right panel), as a function of the truncation order N for the expansions
around ρ = 0 (red) and the expansion around the minimum of the potential ρ̄ (blue).
Dashed lines represent the numerical values given in the main text.

v?(ϕ). At order N in the expansion around ϕ = 0, we expand δvt(ϕ) and δft(ϕ) as

δvt(ϕ) = ϕ
N−1∑
n=0

λ2n+1ρ
n , (4.129a)

δft(ϕ) = ϕ2
N−1∑
n=0

γ2n+2ρ
n , (4.129b)

while the expansion around the minimum is written as

δvt(ϕ) = ϕ

N−1∑
n=0

λ̄2n+1

(
1

2
ϕ2 − ρ̄?

)n
, (4.130a)

δft(ϕ) = ϕ2
N−1∑
n=0

γ̄2n+2

(
1

2
ϕ2 − ρ̄?

)n
, (4.130b)

and we notice that these expansions ensure that the boundary condition (4.96) is satisfied.
With these forms of the perturbations, the linearized equations (4.120) are odd. One can
then factor out a power of ϕ to obtain even equations which can be expanded in the Z2

invariant ρ around ρ = 0 and ρ̄?. The linearized equations expanded around ρ = 0 (ρ = ρ̄?)
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can then be solved for β2n+1 and γ2n+2 which are both linear in λ2n+1. We then obtain
the critical exponents from the stability matrices

Modd
nm =

∂β2n+1

∂λ2m+1

∣∣∣∣
λ=λ?

, (4.131a)

M̄odd
nm =

∂β̄2n+1

∂λ̄2m+1

∣∣∣∣
λ=λ?

, (4.131b)

at each order N in the two expansions. In the spectrum of odd eigenperturbations we
find a single relevant positive critical exponents (disregarding θshift) which we identify as
(5− η)/2 in accordance with (4.99). As with ν and ω we find that the numerical value of
η converges N → ∞. The values of η at orders N = 2 to N = 11 are plotted in the first
panel of Figure 4.2. At order N = 11 we find

η = 0.0470 . (4.132)

We have also confirmed that this value η is independent of the boundary condition (4.96).
From the eigenperturbation associated to the scaling exponent (5− η)/2, which is identi-
fied with the eigenperturbation (4.99), we can reconstruct the microscopic field χ from the
composite operator φ.
The convergence of the least irrelevant eigenvalue ωodd = −θ associated to an odd pertur-
bation shows a slower convergence than η. At order N = 11 in the expansion around the
minimum the first three digits have converged to

ωodd = 2.22 . (4.133)

One can also consider solving the linearized equations for perturbations with both even and
odd parts obtaining a stability matrix from which ν, ω, η and ωodd can all be obtained
with the same values obtained from treating the perturbations separately.

4.8 Higher orders of derivative expansion

Having demonstrated the minimal essential scheme at order ∂2, let us now discuss how
it can be generalized to higher orders in the derivative expansion. Within the standard
scheme, the EAA Γk at order ∂4 in the derivative expansion can be expressed as [84, 139,
140]

Γk =

∫
x

{
Vk(ρ) +

1

2
zk(ρ) (∂µφ∂µφ)

+W a
k (ρ) (∆φ)2 +W b

k(ρ)φ∆φ (∂µφ∂µφ) +W c
k(ρ) (∂µφ∂µφ)2

}
, (4.134)

where the three functions W i
k(ρ), with i = a, b, c are linearly independent with respect to

integration by parts.
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We notice that both W a
k (ρ) and W b

k(ρ) are in the form of Φ · ∆φ, and hence in the
minimal essential scheme the EAA reduces to

Γk =

∫
x

{
Vk(ρ) +

1

2
(∂µφ∂µφ) +Wk(ρ) (∂µφ∂µφ)2

}
, (4.135)

which involves only two functions, namely the effective potential Vk(ρ) and Wk(ρ) ≡W c
k(ρ).

In order to cope with the essential program, we generalize the RG kernel (4.101) to allow
for terms involving up to two derivatives, namely

Ψk(x) = F0(φ) + F2,a(φ)∆φ+ φF2,b(φ) (∂µφ∂µφ) . (4.136)

Inserting the ansatz (4.135) into the LHS of the flow equation (4.54), we note that this
produces all of the terms at fourth order in the derivative expansion, namely

∂tΓk +

∫
x

δΓk
δφ

Ψk =

∫
x

{
∂tVk + F0V

(1)
k +

[
F

(1)
0 + V

(1)
k φF2,b +

(
V

(1)
k F2,a

)(1)
]

(∂µφ∂µφ)

+F2,a (∆φ)2 + φF2,b∆φ (∂µφ∂µφ)

+
[
∂tWk + F0W

(1)
k + 4WkF

(1)
0

]
(∂µφ∂µφ)2

}
+O(∂6) . (4.137)

It is easy to generalize this procedure to higher orders in derivative expansion. For
example, at order ∂6 we have to include all possible terms up to four derivatives in the RG
kernel

Ψk(x) = F0 + F2,a∆φ+ φF2,b (∂µφ∂µφ) + F4,a∆
2φ

+ F4,b (∆φ)2 + F4,c∆φ (∂µφ∂µφ) + F4,d (∂µφ∂µφ)2 + F4,e (∂µ∆φ) (∂µφ) . (4.138)

This way, we reduce the number of operators in the ansatz for the EAA from 13 to 5. In
the following table we show the comparison between the number of operators for Γk in the
standard and essential schemes.

standard essential

LPA 1 1
∂2 2 1
∂4 5 2
∂6 13 5
...

...
...

While at order s = 0 (i.e. in the LPA) the minimal essential scheme coincides with
the standard scheme, the essential one can be carried out at any order in the derivative
expansion, reducing its complexity order by order. At a given order ∂s, the procedure of
minimal essential scheme can be summarized as follows
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� Apart from the canonical kinetic term with coefficient 1/2, eliminate all operators of
the form Φ ·∆φ from the ansatz of Γk;

� insert all the possible terms up to order ∂(s−2) into the RG kernel Ψk(x);

� use equation (4.54) to find a set of beta functions for the essential operators which
remain in the EAA, plus a set of equations which determine the functions appearing
in the RG kernel Ψk.

Note that the final number of equations which one must solve at each order of the derivative
expansion is the same as in the standard scheme. However, in the minimal essential scheme
we obtain beta functions only for the essential couplings. Moreover, since the ansatz for
EAA becomes simpler in the minimal essential scheme, the complexity in the calculation
is reduced. In particular, the simple form of the propagator (4.89) evaluated at a constant
field configuration is guaranteed.

4.9 Discussion

As we have both elucidated and demonstrated, the fact that the values of the inessential
couplings are arbitrary can be used to one’s advantage in practical QFT computations. This
is made possible within the exact RG by the exact flow equation (4.54), derived by allowing
the field variables φ̂k to themselves depend on the renormalization scale k. This then allows
us to solve the flow equation in a scheme where we provide a renormalization condition for
every inessential coupling. In these essential schemes, one only has to compute the flow of
essential couplings. This has the advantage that the flow of inessential couplings, which
cannot carry any physical information and therefore can only distract us from the physics,
is automatically disregarded. The focus of this chapter has been on the minimal essential
scheme applied to a single scalar field and we have explicitly worked out the details for
the derivative expansion. It is clear that these advantages are not restricted to this narrow
scope. As such, here we take the opportunity to adopt a broader view of essential schemes
and discuss their possible applications.

4.9.1 Non-minimal essential schemes and extended PMS studies

In the minimal essential scheme which we have presented, one sets all inessential couplings
to zero apart from the coefficient of the kinetic term, which is fixed to be equal to one
half. The motivation of this particular essential scheme is to minimize the complexity
of calculations. It is in this sense that the minimal essential scheme is minimal, with the
most striking simplification being the minimal form of the propagator (4.89). However, this
choice of scheme is just one possibility and it can be that there are other useful schemes
where the inessential couplings take non-trivial values. One possibility is instead to look for
optimized schemes by applying the principle of minimal sensitivity to a given observable
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computed in a given approximation. In general terms, the PMS states that optimized
schemes are those for which the inessential couplings take the values ζ = ζPMS for which

∂

∂ζ
(observable)

∣∣∣∣
ζ=ζPMS

= 0 . (4.139)

This being the case for all values of ζ only if the observable is computed without making an
approximation. In practice, there will be a discrete set of values of ζPMS for which (4.139)
is satisfied.

It is natural to look for optimized schemes by considering non-minimal variants of
the minimal essential scheme, where we continue to specify the values of all inessential
couplings but relax the requirement that they take trivial values. In particular, we are free
to write the general ansatz

Γt[ϕ] =
∑
a

λa(t)ea[ϕ] + Φt[ϕ] ·∆ϕ , (4.140)

where

Φt[ϕ] =
∑
α

ζαΦα[ϕ] =
1

2
zt(ϕ) +O(∂2) . (4.141)

We thus reintroduce the inessential couplings ζα which parameterize Φt[ϕ].9 To close the
flow equation without introducing independent beta functions for the inessential couplings
one can set

ζα = ζα(λ) , (4.142)

where the functions ζα(λ) are prescribed functions of the essential couplings. With the
restriction that Φt[ϕ] = K when λ = 0, such that we still have the Gaussian fixed point in
the canonical form10, we are otherwise largely free to pick the functions ζα(λ). Different
prescriptions which specify every inessential coupling are non-minimal essential schemes.
At order ∂2 in the derivative expansion non-minimal essential schemes correspond to solv-
ing two flow equations which depend on three functions vt(ϕ), zt(ϕ), and ft(ϕ) by choosing
zt(ϕ) to be completely determined by the potential vt(ϕ). In particular, the flow equa-

9Here we are making a slight abuse of notation since we have not properly identified λa and ζα as essential
and inessential couplings respectively. We ignore these subtleties for the purpose of this discussion.

10One can, of course, choose a non-canonical form of the Gaussian fixed point but there would seem no
particular practical advantage in doing so.
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tions (4.104) generalizes to the following system of equations

∂tVk + Fk V
(1)
k =

1

2(4π)d/2
Qd/2

[
Gk

(
∂tRk + 2F

(1)
k Rk

)]
, (4.143)

∂tzk + z
(1)
k Fk + 2zk F

(1)
k = −

z
(2)
k
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. (4.144)

Although the complexity of calculations is increased with respect to the minimal essen-
tial scheme one can look for optimized schemes by applying the PMS. For example, one
can study the dependence of the universal scaling exponents at a non-trivial fixed point to
determine values ζα(λ?) = ζPMS

α which satisfy the PMS criteria

∂

∂ζα(λ?)
θ(ζPMS) = 0 . (4.145)

Since there is an infinite number of inessential couplings, we can in principle attempt to
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locate an extremum (4.145) in an infinite-dimensional space. In practice we can vary a finite
number of the inessential couplings for example by letting zt(ϕ) = z?(ϕ)+O((λ−λ?)2) and
choosing z?(ϕ) to be a finite order polynomial. It is therefore possible to make extended
field-dependent PMS studies which are not possible in the standard scheme. This may
lead to a better determination of physical quantities at a fixed order in the derivative
expansion than those obtained in the standard scheme [139]. Thus a natural next step
in the application of essential schemes is to perform an extended PMS study of the Ising
critical exponents at order ∂2.

4.9.2 Redundancies and symmetries

As well as arriving at a practical scheme for the exact RG our work also clarifies some im-
portant conceptual points. In particular, regarding the existence of redundant operators,
it is abundantly clear that there is one redundant operator for each inessential coupling.
F. Wegner has proved by linearizing the flow equations around a given fixed point, the
inessential couplings do not appear in the linearized beta functions of the essential cou-
plings [35]. Physically, we know it must be true since it is this property that ensures that
universal scaling exponents are independent of the unphysical inessential couplings. The
underlying mathematical reason is that there is a symmetry associated with each inessen-
tial coupling which together form a group (the group of frame transformations) that has
closed Lie algebra. However, when making approximations, this property may be lost if the
symmetries are broken and therefore a spurious dependence on the inessential couplings
may arise. In particular, if this property does not hold, the criteria that an operator be
an eigenperturbation and a redundant operator will seemingly overconstrain the eigenvalue
problem [125]. To see this clearly, imagine we have one essential coupling λ and one inessen-
tial coupling ζ obeying the following system of linearized beta functions ∂tλ = Mλλλ+Mλζζ
and ∂tζ = Mζλλ+Mζζζ. Then if Mλζ = 0, it is clear that the redundant operator conjugate
to ζ is an eigenperturbation since letting ζ be non-zero does not cause λ to run. On the
other hand, if in an approximation Mλζ 6= 0, then the redundant operator will not be an
eigenperturbation. This can then lead one to conclude that redundant eigenperturbations
are rare since there must be a symmetry in order to satisfy both criteria. However, this
apparent rareness is an artefact of making approximations, since it is the closed nature of
the Lie algebra associated with frame invariance that provides the required infinite number
of symmetries independently of the scheme. In an essential scheme, this problem is avoided
by fiat since the redundant perturbations are disregarded. It may be fruitful nonetheless to
find approximation schemes that preserve frame covariance, such that physical quantities
are scheme independent at each order of the approximation scheme. Some progress in this
direction has been made at second order of the derivative expansion for a variant of the
Wilsonian Effective Action [103, 156].
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4.9.3 Generalizability

The minimal essential scheme and the non-minimal variants can be straightforwardly gen-
eralized to theories with different field content, symmetries and the inclusion of fermionic
fields. Given the many applications of the exact RG to a wide array of physical systems, we
can expect that essential schemes can be useful both in reducing complexity and in order to
find optimized schemes to compute observables. In particular, the application of essential
schemes to gauge theories could reduce spurious dependence on gauge fixing parameters
and background fields, since these are both examples of inessential couplings. Moreover, we
mention here that essential schemes can possibly shed light on the issue of generalizing the
exact RG to problems involving boundaries. In particular, removing inessential coupling
from the boundary action may help to preserve general boundary conditions along the RG
flow.

4.9.4 Vertex expansion

Our focus in this chapter has been on the simplifications that arise at each order in the
derivative expansion, however, essential schemes can also be applied in other systematic
approximation schemes. One such a scheme is the vertex expansion where the EAA is

expanded in terms of the n-point functions Γ
(n)
k [0] to some finite order, discussed in Sec-

tion 2.8. If we approximate Γk as depending on up to N powers of the field then we
should include up to N − 1 powers of the field in Ψk in order to solve the flow equation
in an essential scheme. This can allow us to account for the full momentum dependence
while keeping N finite. For example, to ensure that the two-point function takes the sim-
ple form −∂2 + m2 we should include a term −1

2ηk(∆)φ in Ψk which accounts for the
general linear field reparameterization. In fact, a scheme that removes all redundant op-
erators from the two-point function in this manner has been put forward in [157]. The
minimal essential scheme, applied consistently to a vertex expansion, would generalize this
scheme by removing all redundant operators from the higher n-point functions include in
the approximation.
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Chapter 5

Essential Quantum Einstein
Gravity

’Truth is ever to be found in simplicity,
and not in the multiplicity and confusion of things.’

Isaac Newton
’Everything should be made as simple

as possible, but no simpler.’
Albert Einstein

Wilson’s exact Renormalization Group (RG) [29] provides a framework to construct a
consistent quantum field theory (QFT) that describes gravity. This possibility, known as
asymptotic safety, relies on the gravitational couplings exhibiting an ultraviolet (UV) fixed
point that allows the UV cut-off to be removed while keeping physical quantities finite [158].
The theory can then be defined as a perturbation of the fixed point along a renormalizable
trajectory that leaves the UV fixed point and evolves towards the infrared (IR), where
it is identified with the renormalized theory. In this framework [40, 159], the number of
free dimensionless parameters is one fewer than the number of relevant couplings at the
fixed point, which parameterize the UV critical surface formed from all renormalizable
trajectories.

So far, the evidence suggests that there is such a fixed point, known as the Reuter
fixed point [160, 161, 162, 163, 164], and that it possesses three relevant couplings in pure
gravity [165, 166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176]. However, not all couplings
need to reach a fixed point for the theory to be asymptotically safe, since one has the
freedom to perform field reparameterizations which can be used to eliminate the so-called
inessential couplings from the RG equations [158]. The inessential couplings do not appear
in expressions for observables, such as cross sections and reaction rates, and, therefore, can
take different values without affecting the physics. As we already said, couplings fall into
two classes: the essential couplings λa which enter into expressions for observables and
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the inessential couplings ζα which are scheme dependent and unphysical. Consequently,
the scaling behaviour of inessential couplings is entirely scheme dependent and they must
not be included in the set of relevant couplings [35]. It follows that a coupling that may
appear relevant could turn out to be inessential and, therefore, does not contribute to the
counting of free parameters. Although the potential existence of inessential couplings has
been pointed out [40, 125, 159, 177, 178], they have been almost universally ignored in
investigations of asymptotic safety. In particular, attempts to find a suitable fixed point
have required fixed points for all gravitational couplings, included in a given approximation,
instead of incorporating field reparameterizations into the RG equations and checking which
of the couplings are inessential. Here we shall remedy this oversight by incorporating field
reparameterizations in the gravitational RG equations which allow us to eliminate the
inessential couplings from the flow equations. To do so we will utilize the essential RG
approach, which has been put forward in Chapter 4 and in [3], where we only compute the
flow of the essential couplings.

Our strategy will be to adapt the minimal essential scheme devised in [3], in the context
of scalar field theories, to remove all inessential couplings in pure gravity. This can be
carried out order by order in the derivative expansion, where only terms with up to s-
derivatives of the fields are included in the Effective Action. At each order s the minimal
essential scheme is implemented by identifying the inessential couplings at a Gaussian fixed
point of the theory and fixing their values, such that one obtains beta functions for the
essential couplings only. An important point is that this scheme involves a specification of
the kinematical degrees of freedom, since it assumes that the degrees of freedom are those
of the Gaussian fixed point. This implies that the minimal essential scheme can break
down a finite distance from the Gaussian fixed point and, thus, cannot describe all possible
non-perturbative behaviour. However, one can then instead identify inessential couplings
at other points in theory space, which, while technically more involved, would allow the
essential RG to describe all regions of theory space.

For a scalar field there are Gaussian fixed points associated to kinetic operators (−∂2)s/2

for every even integer s, which involve different degrees of freedom. As such, there is a
minimal essential scheme associated to each Gaussian fixed point, that is physically distinct
since they are associated with different degrees of freedom. Within a given minimal essential
scheme, the RG flow is then constrained to the physical theory space associated to those
degrees of freedom. In other words, the minimal essential scheme restricts the RG flow
to a universality class that contains the corresponding Gaussian fixed point. Although,
typically, RG studies are concerned with the universality class involving the Gaussian fixed
point for which s = 2, one can also study universality classes associated to higher derivative
theories [99, 100]. When one utilizes the minimal essential scheme for s = 2, the Gaussian
fixed points for higher derivative theories are excluded. Therefore, this choice is not without
physical consequences since by adopting a minimal essential scheme we focus our attention
on possible fixed points in a specific universality class rather than attempting to find all
possible fixed points.
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For quantum gravity, we will consider the universality class of quantum Einstein gravity
(QEG) meaning that it is associated to the quantization of the physical degrees of freedom
associated to Einstein’s theory of gravity. As such, in this chapter by the Gaussian fixed
point (GFP) in the context of gravity we refer to the one associated to the linearized
Einstein-Hilbert action unless otherwise stated. Here we should point out that we mean
something more specific (but perhaps more deserving of the name) by QEG than the more
broad definition given, e.g., in [179]. In particular, we do not only specify the fields and
symmetries, in terms of which we parameterize the theory, but also the physical degrees
of freedom. For example, a quantization of higher derivative gravity [180] can be carried
out by quantizing the metric assuming diffeomorphism invariance, but it is a quantization
of more degrees of freedom than Einstein’s theory. This shift of emphasis to the physical
degrees of freedom and the physical essential couplings will bring our investigation of
asymptotic safety closer to the original formulation [158] by S. Weinberg: a move which
has been strongly encouraged recently [181].

To set the stage, in Section 5.1 we give a short review of the essential RG technique,
which generalizes the usual approach to the exact (aka the non-perturbative functional)
RG for the effective average action (EAA) by allowing for field to be reparameterized along
the RG flow. In Section 5.2 we revisit S. Weinberg’s formulation of asymptotic safety which
emphasizes the manner in which essential couplings enter expressions for observables. In
Section 5.3 we derive the generalized flow equation for quantum gravity that takes into
account the freedom to reparameterize the quantum metric along the RG flow. In fact,
the flow equation will contain a new ingredient: the RG kernel. This quantity encodes the
description about how the fields are reparameterized along the flow. Then, we write down
a systematic derivative expansion of the diffeomorphism invariant part of the EAA and the
covariant RG kernel. In particular, we expand the EAA to fourth order in derivatives and
the RG kernel to second order. In Section 5.4, we analyze the GFP properties: in particular,
from this analysis we determine that the vacuum energy is inessential. The advantage of
studying the GFP consists of the fact that it is a free fixed point and the results can be
obtained without relying on approximations. After having found the inessential couplings
at the GFP, in Section 5.5 we discuss the properties of the universality class that contains
the GFP and all the trajectories that have the same essential couplings. In such a subspace
of the theory space, the propagator evaluated on conformally flat spacetime possesses the
same form as the one at the GFP. Up to order four in the derivative expansion (apart from
the topological Gauss–Bonnet term) only Newton’s constant is essential in this universality
class. In particular, any fixed point on these trajectories has the degrees of freedom of the
GFP. In Section 5.6, we study the RG flow of QEG in the minimal essential scheme at
orders two and four of the derivative expansion. Our investigation confirms the existence of
the Reuter fixed point: this implies that higher derivative terms coming from the operators√

det g R2 and
√

det g RµνR
µν are inessential in the universality class of the GFP. Moreover,

this means that, contrary to the expectations based on perturbative renormalizability, the
existence of the Reuter fixed point in the minimal essential scheme suggests that a possible
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UV-completion of the gravitational theory does not require additional degrees of freedom.
In Section 5.7 we draw our conclusions and discuss the outlook for future investigations of
quantum gravity using the essential RG. The derivation of RG equations in the minimal
essential scheme for QEG at fourth order in the derivative expansion for a generic dimension
and a generic regulator cutoff are presented in Appendix H.1.

5.1 Essentials of the Essential Renormalization Group

In this section we review the essential RG approach [3] seen in Chapter 4 in order to move
to the gravity case.

The essential RG is a method to eventually compute (2.1) that makes use of the gener-
alized exact RG equation for the EAA, which depends on the RG scale k. The EAA obtains
a dependence on the RG scale k from two sources. First, the EAA depends on k due to
the presence of a momentum-dependent IR cut-off (4.48), which implements the coarse-
graining procedure, cutting off low momentum modes in the functional integral (4.49) that
defines the EAA. The second source of k-dependence comes from the liberty to perform
field reparameterizations along the flow parameterized by a k-dependent diffeomorphism
φ̂k[χ̂] of configuration space which we integrate over in (2.1). This is achieved by consider-
ing a generating functional for correlation functions of the k-dependent fields φ̂k[χ̂] rather
than the k-independent fields χ̂. Explicitly this functional is the generalized EAA action
Γk[φ] defined by the functional integro-differential equation (4.49). In the limit k → 0 the
cut-off vanishes and EAA reduces to the one-part irreducible Effective Action Γ[φ] = Γ0[φ]
for the field φ̂0. In the opposing limit k →∞ the EAA reduces to the bare action written
in terms of the fields φ̂∞. Let us note that we could additionally make a change of inte-
gration variables in the RHS of (4.49) which keeps Γk[φ] invariant provided we make this
change everywhere including in the measure. Here we are keeping the integration variables
χ̂ and the bare action S[χ̂] k-independent, such that the k-dependence comes only from the
regulator and the composite fields φ̂k[χ̂]. Since we are ultimately interested in computing
observables (4.51) at vanishing regulator and on the equations of motion for Γ0[φ] we will
recover (2.1) independently of the regulator and the parameterization φ̂k[χ̂].

In general, Γk[φ] will depend on all couplings compatible with the symmetries of the
theory. As we have seen in Chapter 4, in the essential RG, the utility of φ̂k[χ̂] is that
we may choose to reparameterize the field to fix the values of inessential couplings which,
by definition, are simply those couplings that depend on the form of φ̂k[χ̂]. Since observ-
ables (2.1) are invariant under a change in φ̂k[χ̂], they do not depend on the inessential
couplings. Any scheme which fixes or otherwise specifies the flow of inessential couplings is
an essential scheme. Thus, in an essential scheme we can compute only the flow of essential
couplings λa(k), i.e. those which ultimately enter into observables (2.1).

The generalized flow equation satisfied by Γk[φ] is given by Equation (4.54), where the
RG kernel Ψk takes into account the k-dependent field reparameterizations.
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By choosing Ψk[φ] we can specify the flow of inessential couplings ζ, which are defined
in Equation (4.53). Within perturbation theory, in the vicinity of a Gaussian fixed point
the second term in the RHS of Equation (4.53) will be sub-leading, since it is loop cor-
rection being proportional to Planck’s constant ~. In general, there will be an inessential
coupling associated to every linearly independent quasi-local field Φk[φ] which generates
an independent field reparameterization. Although the possible field reparameterizations
Φk[φ] are themselves independent of the position in theory space, it is important to stress
again that the redundant operator depends on the EAA Γk[φ] and, thus, the identification
of inessential couplings will depend on the form of the EAA. Thus, couplings which may
be inessential at one fixed point can be essential at others. As an example at the GFP

ΓGFP[φ] =
ζ

2

∫
x
φ(−∂2)φ , (5.1)

the coefficient of ζ of the kinetic term is inessential. This can be understood since on the
equations of motion ∂2φ = 0 the kinetic term vanishes. Changing the value of ζ corresponds
to moving along a line of equivalent fixed points. However, if we consider the fourth order
GFP

ΓGFP4[φ] =
ζ

2

∫
x
φ(−∂2)2φ , (5.2)

the operator 1
2

∫
x φ(−∂2)φ is not redundant since it does not vanish on the equations of

motion (∂2)2φ = 0 for (5.2). Here we also see the connection between inessential couplings
and the number of degrees of freedom. For the fourth order theory we have two propagating
degrees of freedom which are massless at the fixed point (5.2). By adding the term with
two derivatives, the action becomes

Γk[φ] =
ζ

2

∫
x
φ(−∂2)(−∂2 +m2)φ , (5.3)

where m2 is an essential coupling being identified as a mass for one of the degrees of
freedom. Let us also note that at the GFP (5.1) the higher order term

∫
x φ(−∂2)2φ is

redundant since it vanishes on the equations of motion ∂2φ = 0. This reflects the fact that
by starting with only one propagating degree of freedom we cannot gain more degrees of
freedom along the RG flow. We will observe that this example shares some similarities
with Einstein theory of pure gravity vs High derivative pure gravity.

Since the terms involving Ψk[φ] in (4.54) have the form of a redundant operator, the
liberty to choose Ψk[φ] is precisely the liberty to specify the flow of all inessential couplings.
Thus, for each inessential coupling we specify an RG condition, understood as a constraint
on the form of Γk[φ] along the RG flow, then we solve the flow equation under this condition
for the beta functions of the essential couplings and gamma functions which parameterize
Ψk[φ]. Different essential schemes correspond to different sets of RG conditions for the
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inessential couplings. From a geometric point of view, we can think of reparameterizations
as local frame transformations on configuration space that are analogous to gauge transfor-
mations [3, 133]. RG conditions are, therefore, analogous to gauge fixing conditions which
fix a particular frame, as with gauge conditions we typically want to find RG conditions
that minimize the complexity of a given observable.

Since the form of the redundant operators (4.53) depend on Γk[φ] in practice the sim-
plest scheme to implement is the minimal essential scheme which sets all inessential cou-
plings at the GFP (5.1) to zero (apart from the coefficient of the kinetic term which is
canonically normalized). One can show that this is achieved by setting all terms in the
Γk[φ], which can be brought into the form

∫
x Φ ∂2φ by an integration by parts, to zero. In

other words, in the minimal essential scheme we put to zero any term in Γk[φ] that vanishes
when we apply the equations of motion at the GFP apart from the canonically normalized
kinetic term (5.1) itself. Thus, by adopting the minimal essential scheme we trade a non-
linear dependence on zk(φ) in the flow equation for a linear dependence of Fk(φ). More
generally, in the minimal essential scheme the Gk[φ] evaluated at any constant value of the
field φ(x) = φ̄ has the form

Gk[φ̄] =
1

−∂2 +Rk + V
(2)
k (φ̄)

, (5.4)

where V
(2)
k (φ̄) is the second derivative of the potential.

The simplified form of the dimensionful propagator (5.4) or equivalently the dimension-
less one (4.89), which continues to hold at any order of the derivative expansion, produces
simplifications in practical calculations, and maintains a form that manifestly contains only
physical degrees of freedom which are present at the GFP (5.1). This implies, for example,
the absence of ghosts and tachyons, and it constraints our theory to stay in the subspace
of the theory space where the degrees of freedom are the same of the GFP. As we will
see, these features can also be guaranteed for the graviton propagator. What cannot be
guaranteed is that there also exists other fixed points apart from the GFP in this subspace.
Thus, by adopting the minimal essential scheme, we limit our search for additional fixed
points by constraining the propagating degrees of freedom.

5.2 Weinberg’s Formulation of Asymptotic Safety

Having reviewed the essential RG, let us now discuss the criteria of asymptotic safety as
formulated by Weinberg [158] and how it is realized by solving the flow equation for the
EAA within an essential scheme. The criteria necessitate that we have a UV-complete
QFT where there is no UV cut-off, which is achieved if the theory lies on an RG trajectory
that originates from a UV fixed point. However, as has been emphasized recently [181],
Weinberg’s formulation is more precise since it is concentrated on the absence of unphysical
UV divergences in physical quantities, such as reaction rates, rather than on the behaviour
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of correlation functions of fields φ̂. This is important since correlation functions depend
on inessential couplings ζα. In a scheme where we do not specify the values of inessential
couplings but compute their flow, we are at the very least making our life harder unnec-
essarily. In the worst-case, an inessential coupling may not reach a fixed point and thus
in such a scheme asymptotic safety could be obscured. In an essential scheme, we only
compute the flow of the essential couplings and, thus, avoid these matters.

The divergences, which are absent in asymptotic safety, are those we expect to appear if
we only have an effective theory that involves an artificial UV cut-off ΛUV, characterizing
our ignorance of physics on small distances ` < 1/ΛUV. An effective theory will break
down as energies approach the cut-off scale and we will, therefore, encounter unphysical
divergences. In an asymptotically safe theory, such divergences should be absent since we
have sent ΛUV →∞. In fact, the form of the flow Equation (4.54) assumes that the limit
ΛUV → ∞ has been taken and would take a modified form if an independent UV cut-off
were introduced [55, 88]. Asymptotic safety requires that as we take some characteristic
energy scale E →∞ observables (such as reaction rates) scale as

O ∼ ED , (5.5)

where D is the dimension of O. This means in particular that dimensionless quantities
will not diverge even when we take E →∞ and, thus, at high energies the theory is scale
invariant. Note that asymptotic safety is a rather generic requirement that we impose to be
“reasonably sure” that there are no divergences in physical quantities related to the theory
breaking down at a finite energy scale. On the one hand, asymptotic safety does not rule
out all divergent behaviour, since unobservable correlation functions can diverge at finite
energies even if the theory is well defined at all energies. On the other hand, asymptotic
safety does not guarantee that a theory is physically acceptable since, for example, there
can be asymptotically safe theories that are not unitary [182], the simple example being a
free theory with four derivatives.

If we were handed the full quantum Effective Action Γ and computed observables from
it directly, the coupling constants entering the expression for an observable would be the
essential couplings λphys.

a ≡ λa(0) evaluated at k = 0. One may then wonder what the link
is to a fixed point of the exact RG obtained in the opposing limit k → ∞. In particular
one may worry that observables can depend on additional energy scales En in addition to
the scale E which we take to infinity. To understand the connection, note that if we supply
an initial condition for the flow at a scale k = µ, the flow equation supplies a function

λphys.
a = λphys.

a (λb(µ), µ) , (5.6)

since by integrating the flow for a given initial condition we will obtain λa when we arrive
to k = 0. Therefore, we can write any observable which depends on energy scales E and
{En} and the physical couplings λphys.

a as a function

O = O(E, λa(µ), µ, En) , (5.7)
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where O(E, λa(µ), µ, En) is independent of µ by construction meaning. On the other hand,
dimensional analysis means that we can also write

O = µDÕ(E/µ, λ̃a(µ), En/µ) , (5.8)

where λ̃a(µ) = µ−daλa(µ) are the dimensionless couplings and da is the mass dimension of
the coupling λa. Generically, the functions for the dimensionless observables Õ will be finite
for finite values of its arguments, while if one argument were to diverge then generically we
expect Õ to become singular. Now, since O is independent of µ, we can set µ = E, such
that

O = EDÕ(1, λ̃a(E), En/E) . (5.9)

Then, it is clear that the limit E → ∞ only exists if the limit limµ→∞ λ̃a(µ) exists. If
a subset of the dimensionless essential couplings λ̃a(E) diverges at some finite E = ΛUV,
then we expect the observable to be singular at this point. However, if all the couplings
λ̃a(µ) remain finite for µ→∞, such that they reach a UV fixed point limµ→∞ λ̃a(µ) = λ?a,
then

lim
E→∞

O = EDÕ(1, λ̃?a, 0) , (5.10)

which is exactly the requirement of asymptotic safety. An important point is that, since
the RHS of (5.8) is independent of µ, if we would send En to infinity instead of E we could
then identify µ = En and reach the conclusion that O ∼ EDn as En →∞.

Crucially, it is only the essential couplings that need to attain a UV fixed point. In fact,
inessential couplings ζα are simply not present in physical observables (5.7) and, therefore,
their behaviour is not restricted a priori. All of these remarks apply to asymptotically
safe theories in general, in the remainder of this chapter we will develop the formalism to
investigate asymptotic safety in quantum gravity within an essential scheme.

5.3 Generalized Flow Equation and Essential Schemes for
Quantum Gravity

In this section, we will derive the generalized flow equation for quantum gravity from
which we use to apply the essential RG method in order to investigate asymptotic safety.
This construction generalizes the formalism introduced in [160] by allowing for the field
redefinitions at the heart of the essential RG. For quantum gravity the EAA is denoted
Γk[f ; ḡ], where f = {gµν , cµ, c̄µ} denotes the set of mean fields, gµν is the (mean) metric, and
cµ and c̄µ are the (mean) anti-commuting ghost and anti-ghost. In addition to the mean
fields, Γk[f ; ḡ] also depends on an auxiliary background metric ḡµν in order to conserve
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background covariance. The EAA for gravity is defined analogously to the case of the
scalar field (4.49) through the functional integral

e−Γk[f,ḡ] =

∫
(dχ̂) e−S[χ̂;ḡ]e

(f̂k[χ̂]−f)· δ
δf

Γk[f ;ḡ]
e−

1
2

(f̂k[χ̂]−f)·Rk[ḡ]·(f̂k[χ̂]−f) , (5.11)

where χ̂ are a set of fields which parameterize the fields f̂k[χ̂] = {ĝµν k[χ̂], ĉµk[χ̂], ˆ̄cµk[χ̂]},
such that the latter defines a k-dependent diffeomorphism of the configuration space to it-
self. Formally, since the configuration space involves the ghost fields, it is a super-manifold.
The background field dependence enters in two places. First, the action S[χ̂; ḡ] includes
gauge fixing and ghost terms and secondly the cut-off Rk[ḡ] depends on covariant deriva-
tives and a tensor structure which are built from the background metric. Similarly to the
case of the scalar field, it follows from (5.11) that

f = 〈f̂k〉f,k , (5.12)

where the expectation value of any functional of the fields Ô[χ̂] is defined by

〈Ô〉f,k := eΓk[f,ḡ]

∫
(dχ̂) e−S[χ̂;ḡ]e

(f̂k[χ̂]−f)· δ
δf

Γk[f ;ḡ]
e−

1
2

(f̂k[χ̂]−f)·Rk[ḡ]·(f̂k[χ̂]−f)Ô[χ̂] . (5.13)

The generalized flow equation for Γk[f ; ḡ] is given by(
∂t + Ψk[f ; ḡ] · δ

δf

)
Γk[f ; ḡ] =

1

2
STrGk[f ; ḡ]

(
∂t + 2 · δ

δf
Ψk[f ; ḡ]

)
· Rk[ḡ] , (5.14)

where f = 〈f̂〉 are the mean fields and Gk[f, ḡ] denotes the propagator

Gk[f ; ḡ] :=

(
δ

δf
Γk[f ; ḡ]

←−
δ

δf
+Rk[ḡ]

)−1

, (5.15)

with
←−
δ signifying that the derivative acts to the left. The · implies a continuous matrix

multiplication including sum over all field components and integration over spacetime. The
STr denotes a supertrace in the same sense with a minus sign inserted for anti-commuting
fields. For gravity the RG kernel now has component for each field Ψk = {Ψg

µν ,Ψcµ,Ψc̄
µ},

such that Ψk = 〈∂tf̂k〉f,k . By setting Ψk = 0 we obtain the flow equation for gravity derived
in [160], however in this case we would have to also compute the flow of inessential couplings.
Using the background field method [183], one is ultimately interested in identifying ḡµν =
gµν and setting cµ = 0 = c̄ν . It is, therefore, convenient to write the action as

Γk[g, c, c̄; ḡ] = Γ̄k[g] + Γ̂k[g, c, c̄; ḡ] , (5.16)
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where

Γ̄k[g] ≡ Γk[g, 0, 0; g] =⇒ Γ̂k[g, 0, 0; g] = 0 (5.17)

is a diffeomorphism invariant action and Γ̂k[g, c, c̄; ḡ] contains terms which depend on the
ghosts and the two metrics separately, including the ghost and gauge fixing terms. The
diffeomorphism invariant action has the derivative expansion

Γ̄k[g] =

∫
x

√
det g

{
ρk
8π
− 1

16πGk
R+ akR

2 + bkRµνR
µν + ckE +O(∂6)

}
. (5.18)

Here Gk and ρk are the running Newton’s constant and vacuum energy, respectively, and
ak, bk and ck multiply the O(∂4) terms with E = RµναβR

µναβ − 4RµνR
µν + R2. It will

also be useful to define the cosmological constant as

Λk := ρkGk , (5.19)

since it is this combination that appears in the canonically normalized propagator. In four
dimensions the integral

∫
d4x
√

det gE is a topological invariant, so ck will not enter into
any derivative of Γ̄k[g] and, as such, ck does not appear in any beta function [176, 184].

At a non-trivial fixed point required by asymptotic safety, the RG flow of dimensionless
couplings in units of k will become independent of k. As such, it is convenient to define
the dimensionless couplings

G̃(t) := kd−2Gk , ρ̃(t) := k−dρk , Λ̃(t) := G̃(t)ρ̃(t) , (5.20)

where we will omit to make the t-dependence of the dimensionless couplings explicit in the
following.

Here we shall use the commonly used background field approximation where
Γ̂k[g, c, c̄; ḡ] is approximated by a BRST invariant action consisting of the background
covariant gauge fixing and ghost terms. In particular, we shall take

Γ̂k[g, c, c̄; ḡ] =
1

2

∫
x

√
det ḡ (F ν ḡµνF

µ + c̄µQµ νcν) , (5.21)

where, to simplify calculations, we adopt background covariant harmonic gauge

Fµ =

√
2

κk

(
ḡµλḡνρ − 1

2
ḡνµḡρλ

)
∇̄νgλρ , (5.22)

and κk denotes the dimensionful coupling

κk ≡
√

32πGk . (5.23)
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The ghosts operator is then given by

Qµ νcν ≡ LcFµ =

√
2

κk

(
ḡµλḡνρ − 1

2
ḡνµḡρλ

)
∇̄ν(gρσ∇λcσ + gλσ∇ρcσ) . (5.24)

In the background field approximation, we will choose Ψcµ = 0 = Ψc̄
µ, while we choose the

RG kernel for the metric to be given by

Ψg
µν [g] = γggµν + γRRgµν + γRicciRµν +O(∂4) , (5.25)

where γi with i = {g,R,Ricci} are the ‘gamma functions’ which, along with the beta
functions, will be determined as functions of the couplings that appear in Γ̄k[g]. Each
gamma function allows us to impose a renormalization condition which fixes the flow of
an inessential coupling. Thus, retaining three gamma functions allows us to impose three
renormalization conditions which are constraints on the form of Γ̄k[g] that we impose along
the RG flow. We note that γg is dimensionless while γR and γRicci have mass dimension
−2, thus we define dimensionless gamma functions γ̃R := k2γR and γ̃Ricci := k2γRicci. As
with the derivative expansion for a scalar field, if we work at order ∂s in the derivative
expansion, we include all terms of order ∂s−2 in the RG kernel (5.25).

In our approximation the flow for the diffeomorphism invariant action Γ̄k[g] is given by(
∂t + Ψg

k ·
δ

δg

)
Γ̄k =

1

2
TrGggk

(
∂t + 2 · δ

δg
Ψg
k

)
· Rggk − TrG c̄ck · ∂tRc̄ck , (5.26)

where

G c̄ck :=
1

Kc̄c ·∆gh +Rc̄ck
, (5.27)

Gggk :=
1

δ2Γ̄k
δgδg +Kgg ·∆gf +Rggk

, (5.28)

∆gh and ∆gf denote the differential operators

∆gh
µ
ν = −δµν∇2 −Rµ ν , (∆gf)µν

ρλ = ∇µ∇νgρλ − 2δ
(ρ
(ν∇µ)∇λ) , (5.29)

and

Kµν,αβ
gg :=

1

2κ2
k

√
det g

(
gµαgνβ + gµβgνα − gµνgαβ

)
, Kµν

c̄c :=

√
2

κk

√
det g gµν . (5.30)

We then choose the regulators to be of the form

Rggk [g] = KggRk(∆) , Rc̄ck [g] = Kcc̄Rk(∆) , (5.31)
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where ∆ = −gµν∇µ∇ν is the Laplacian.
The redundant operators for Γ̄k[g] are given by

T [Φg] := Φg · δ
δg

Γ̄k − TrGggk ·
δ

δg
Φg · Rggk , (5.32)

where Φg are symmetric covariant tensors composed of the metric, curvature tensors and
their covariant derivatives, e.g., Φg

µν = gµν , Rgµν , Rµν .
The minimal essential scheme for quantum gravity, which we will further elaborate on

in Sections 5.4 and 5.5, closely follows the perturbative scheme put forward in [185, 186].
The scheme puts to zero any term that vanishes when the vacuum Einstein equations

Rµν = 0 (5.33)

apply apart from the Einstein–Hilbert term itself. The reasoning is that the fixed point
where G̃ = 0 and Λ̃ = 0 is the analog of the GFP for a scalar field theory. This means
that can we set to zero both ak = 0 and bk = 0, while leaving ck non-zero since this term
is topological in d = 4. As with the GFP (5.1) in the scalar field theory the fact that
any operator that vanishes on the equations of motion (5.33) can be removed by a field
redefinition is a property of the fixed point where G̃ = 0 and Λ̃ = 0. A higher derivative
Gaussian fixed point, more analogous to the fourth order fixed point (5.2), is achieved by
instead writing

ak = −1 + ω

3λ
, bk =

1

λ
, ck =

1− 2θ

2λ
, (5.34)

and sending λ→ 0. At this fixed point the degrees of freedom are those of Stelle’s higher
derivative gravity rather than Einstein gravity. Furthermore, since the equations of motion
for higher derivative gravity do not imply (5.33) the couplings ak and bk (or equivalently
λ and ω) are essential at the higher derivative Gaussian fixed point.

Here we concentrate on Einstein gravity where ak and bk are inessential in the vicinity
of the GFP where G̃ = 0 and Λ̃ = 0. Thus, after setting ak = 0 and bk = 0 and neglecting
all terms with more than four derivatives in Γ̄k, while retaining γg, γR, and γRicci we expand
the Equation (5.14) to order ∂4 to obtain five flow equations from the independent tensor
structures present in (5.18) using off-diagonal heat kernel techniques [187]. The evaluation
of the traces and the resulting flow equations are presented in Appendix H.1 . The
equations are presented for arbitrary cut-off function Rk(∆) and in arbitrary dimension d
neglecting terms proportional ck in the traces: this is justified in d = 4 since in this case
the corresponding invariant is topological. From now on, we will take d = 4. For explicit
calculations, we will use the Litim cut-off function

Rk(∆) = (k2 −∆)Θ(k2 −∆) , (5.35)

where Θ(x) is the Heaviside theta function.
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5.4 The Vacuum Energy Is Inessential

Having set ak and bk to zero, we can solve the equations for γR and γRicci, given in (H.23)
and (H.24). What is less clear is which renormalization condition we should apply to
freeze the inessential coupling associated to γg, that must be some combination of Gk and
ρk. As has been pointed out in [177], to find a non-trivial fixed point in gravity must
actually require G̃ to have a fixed point. In fact, by rescaling the metric, or, in other
words, choosing a system of units, one cannot set Gk = 1 and k = 1 simultaneously. This
is still the case even with γg present since one does not find a non-trivial fixed point for Λ̃
if we try to fix the condition that Gk = G0. The reason is that the beta function for Λ̃ still
depends on k2G0 which diverges as k → ∞. However, one still has the freedom to apply
one RG condition afforded by the presence of γg. What is evident is that the dimensionless
inessential coupling will still need a fixed point value. Thus, we should instead fix a
dimensionless coupling to one value along the RG flow. However, one finds that doing so
can prevent the GFP from being present itself. For example if we set G̃ = 1 or Λ̃ = 1, the
GFP, which in dimensionless variables is at G̃ = 0 and Λ̃ = 0, cannot be attained. This is
a consequence of the fact that with a specific renormalization condition we cannot explore
all universality classes contained in the theory space. In particular, since we will consider
trajectories inside the subspace of theory space which contains the GFP, we will take into
account the values of G̃ and Λ̃ at the GFP. Therefore, to determine which dimensionless
coupling we should fix, we analyze the GFP to understand which particular combination
G̃ and Λ̃ is inessential. However, we should understand this limit as the approach to a free
theory on flat spacetime where Γ̄k[g] reduces to the linearized Einstein-Hilbert action. To
see this limit properly we have to decompose the metric as1

ĝµν = gµν + κkφ̂µν , (5.36)

where gµν is a flat metric. We call φ̂µν the graviton field since it is a fluctuation around
a flat metric gµν , allowing one to define asymptotic states as free gravitons. In the pa-
rameterization (5.36), it becomes clear that κk is the coupling constant that measures the
strength of self interactions of the graviton. The GFP corresponds to the theory where
κk = 0. As we shall show later γR and γRicci are both proportional to κ2

k. Taking a
derivative of (5.36) with respect to t, we obtain

∂tĝµν =
1

2
ηNκkφ̂µν + κk∂tφ̂µν +O(κ2

k) , (5.37)

where ηN := ∂t logGk. The factor of κk ensures that the field φ̂µν is canonically normalized.

The expectation value of ∂tφ̂µν is, therefore, given by

Ψφ
µν ≡ 〈∂tφ̂µν(k)〉 =

1

κk
Ψg
µν −

1

2
ηNφµν +O(κk) , (5.38)

1We stress that this decomposition is independent of the split gµν = ḡµν +hµν , which is purely technical.
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where φµν = 〈φ̂µν〉, and inserting the expression for Ψg we obtain

Ψφ
µν = γshiftgµν −

1

2
ηφφµν +O(κk) , (5.39)

where

ηφ := ηN − 2γg , γshift :=
γg
κk

(5.40)

are the anomalous dimension of the graviton field and the gamma function related to a
shift of the graviton field by a constant. Imposing that γshift is finite when κk = 0, we
deduce that γg = 0 at the GFP. Defining

Kφφ := κ2
kKgg, Rφφk := κ2

kR
gg
k , (5.41)

the flow Equation (5.14) can be rewritten as(
∂t|φ + Ψφ

k ·
δ

δφ

)
Γ̄k =

1

2
TrGφφk

(
∂t + 2 · δ

δφ
Ψφ
k

)
· Rφφk − TrG c̄ck · ∂tRc̄ck , (5.42)

where the canonically normalized regularized propagator is

Gφφk =
1

δ2Γ̄k
δφδφ +Kφφ ·∆gf +Rφφk

. (5.43)

Inserting gµν = gµν + κkφµν into Γ̄k[g] and then expanding in κk, we find that at the GFP
the EAA has the form

Γ̄GFP
k :=

1

2
φ ·Kφφ[g] · (∆[g]−∆gf [g]) · φ+ k4 1

8π

∫
d4x
√

det gρ̃GFP , (5.44)

where we anticipate that for κk = 0 the vacuum energy is ρk = k4ρ̃GFP and ρ̃GFP denotes
the dimensionless fixed point value for the vacuum energy, which we will determine shorty.
Inserting (5.44) into the LHS of (5.42) we obtain(

∂t|φ + Ψφ
k ·

δ

δφ

)
Γ̄GFP =

1

2π
k4

∫
d4x
√

det gρ̃GFP −
1

2
ηφφ ·K[g] · (∆[g]−∆gf [g]) · φ ,

(5.45)

while on the RHS we have, using that γg = 0,

1

2
TrGφφk

(
∂t + 2 · δ

δφ
Ψφ
k

)
· Rφφk − TrG c̄ck · ∂tRc̄ck = k4

∫ ∞
0

dz z
−3ηφRk(z) + ∂tRk(z)

16π2(Rk(z) + z)
,

(5.46)
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which is independent of φµν and, as such, we find that ηφ = 0 at the GFP which together
with γg = 0 implies ηN = 0. We then see that the GFP value of the dimensionless vacuum
energy is

ρ̃GFP =
1

8π

∫ ∞
0

dz z
∂tRk(z)

z +Rk(z)
. (5.47)

Using the Litim cut-off we obtain the value

ρ̃GFP =
1

8π
. (5.48)

We conclude that the GFP is characterized uniquely by G̃ = 0, ηN = 0, γg = 0 and a
scheme dependent value for the dimensionless vacuum energy ρ̃ = ρ̃GFP. The fact that
ηN = 0 means that we arrive at the GFP in dimensionless variables when Gk → G0 is a
constant, such that G̃ vanishes as G̃ ∼ k2G0 in the limit k → 0. Thus the GFP is an IR
fixed point for G̃.

Two remarks are in order concerning the vacuum energy. First, let us note that we
could also choose a more general cut-off scheme allowing for different cut-off functions for
the ghosts and gravitons in such a manner that ρ̃GFP would vanish [188]. At the exact
level no physics should depend on the choice of cut-off so the value of ρ̃GFP should be
of no significance. Secondly, we note that it may seem we could satisfy the flow with
ρk = k4ρ̃GFP + ρ0 allowing for a non zero cosmological constant, since ρ0 is a constant
of integration that will not appear in (5.45). However, only with ρ0 = 0 do we have a
fixed point.

Now, away from the GFP, γg needs not be equal to zero, so we can now write the
linearized ansatz for γg around the GFP as

γg = w1

(
ρ̃− 1

8π

)
+ w2G̃+ . . . , (5.49)

where w1 and w2 are free parameters which we are free to choose and the dots are nonlinear
terms in the expansion around the GFP. Expanding the beta functions for G̃ and ρ̃ we
obtain

∂tG̃ = 2G̃+ . . . , (5.50)

∂tρ̃ =
(w1

3π
− 4
)(

ρ̃− 1

8π

)
+

(
w2

3π
+

38

24π2

)
G̃+ . . . (5.51)

and, thus, we see that the linearized flow of G̃ around the GFP is scheme independent, while
the linearized flow of ρ̃ is scheme dependent. Since scheme dependence is the hallmark of
an inessential coupling, we can conclude that Newton’s coupling G̃ is an essential coupling
in the vicinity of the GFP, while ρ̃ is inessential. We are free to specify the flow for
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ρ̃ instead of computing it and we can freely choose the corresponding scaling dimension
rather than assuming it should have dimension 4. In fact, we can even make the vacuum
energy, which canonically is the most relevant coupling, an irrelevant coupling simply by
choosing w1 > 12π. Let us stress that these are exact statements since we are at the GFP
and terms at order ∂6 arise at two loops.

A remarkable consequence of the vacuum energy being inessential is that we may simply
choose that ρk=0 = 0 and, thus, the vanishing of the vacuum energy is achieved by a
renormalization condition. Thus, at least in pure gravity, there is no fine tuning problem
related to the cosmological constant once we apply this condition. However, this condition
dictates the vanishing of the cosmological constant and by imposing it we are restricting
which theories we can have access to. This suggests that there is a universality class of
quantum gravity where the cosmological constant is zero. This universality class possesses
the IR GFP where G0 is a constant and ρ0 = 0. Although there may be other universality
classes where the cosmological constant is non-zero, here we will explore this one to see if
there is also a non-trivial fixed point that can be used to define the interacting QFT.

Before ending this section, let us stress two points regarding the interpretation of cou-
plings in gravity and the possible (imperfect) analogies we can make with couplings in, e.g.,
φ4-theory. First, despite appearances, Gk is not the inverse wave function renormalization,
but a coupling, more analogous to the interaction coupling λ in φ4-theory. Starting from
the standard parameterization of φ4-theory and sending φ→ 1

λφ

S =
1

λ

∫
x

(
Z

2
∂µφ∂µφ+

Z

2
m2φ2 +

Z2

4!
φ4

)
. (5.52)

In particular, while the wave function renormalization is an inessential coupling in φ4-
theory, Gk is an essential coupling like λ. Secondly, again despite appearances, Λk = ρkGk
is not a mass squared. A more clear interpretation of the vacuum energy comes if we choose
to parameterize the metric, such that ρk

√
det g is linear in the field σ which parameterizes

conformal fluctuations [189]. This can be achieved by setting gµν =
(
1 + σ

d

) 2
d gµλ(eh)λ ν ,

where hµµ = 0, such that ρk
√

det g = ρk
√

det g
(
1 + σ

d

)
is linear in σ. The fact that ρk

couples also to the purely vacuum term is what is crucial for ρk to be inessential. Thus ρk,
rather than being analogous to a mass in a scalar theory which is essential, can better be
interpreted as a constant source which couples linearly to the field in the broken phase of
diffeomorphisms.

5.5 Minimal Essential Scheme for Quantum Einstein Grav-
ity

Since the vacuum energy is inessential coupling at the GFP, we can fix it by a renormal-
ization condition. In particular, we can pick a condition which ensures that we are in the
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universality class which possesses the GFP and removes the vacuum energy from the set
of couplings we must compute the flow of. We will adopt the simplest RG condition of this
type which sets

ρ̃(t) ≡ k−4ρk = ρ̃GFP (5.53)

for all scales k = k0e
t. The RG condition (5.53) identifies the vacuum energy with cut-off

scale ρk = k4ρ̃GFP. Having applied (5.53), then the dimensionless product τk := ρkG
2
k is

given by

τk = ρ̃GFPG̃(t)2 (5.54)

and, therefore, the flow of G̃(t) completely determines the flow of τk. In classical general
relativity, in the absence of matter, τk is the only meaningful coupling since one can rescale
the metric. This can be seen explicitly from the flow equation by observing that, when
the RHS is neglected, the beta function for τk is independent of γg. More generally, when
k = 0 it is evident that only dimensionless ratios couplings can be essential since a rescaling
of the metric will change the values of dimensionful couplings. As such, τ0 is the physical
cosmological constant in Planck units which can be considered as an observable, which
vanishes in the universality class we are considering.

Let us stress, however, that although ρk will vanish at k = 0, its presence in the action
is still needed to consistently solve the flow equation for non-zero k. If we would simply
neglect the flow of ρk entirely, then Gk would appear to be inessential since we could instead
use γg to dictate the flow of Gk instead.

In addition to (5.53), we specify an infinite set of renormalization conditions which
exclude all terms that are dependent on the Ricci curvature Rµν from the ansatz from
Γ̄k apart from the Einstein–Hilbert action and the topological Gauss–Bonnet term. This
defines the minimal essential scheme for quantum gravity. At second order in curvature,
the most general diffeomorphism invariant action can be written as

Γ̄k[g] =

∫
d4x
√

det g

{
ρk
8π
− 1

16πGk
R+RWR,k(∆)R+RµνWRicci,k(∆)Rµν + ckE

}
(5.55)

and, hence, in the minimal essential scheme we set WR,k(∆) = 0 = WRicci,k(∆). Since,
furthermore, all the higher terms depend only on the Weyl curvature Cµνρλ, the propagator
evaluated on any conformally flat spacetime, i.e., those where Cµνρλ = 0, is just that of
classical general relativity [186]. Consequently, the regularized propagator evaluated on a
conformally flat background takes the form

Gggk = K−1
gg ·

1

∆− 2k4Gkρ̃GFP +Rk(∆)
+O(Rµν) . (5.56)

This ensures that the theory at k = 0 describes massless gravitons only.
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Here, we shall only consider pure gravity. However, in [185], general arguments for
spin 0, 1/2, 1, 3/2, and 2 fields suggest that terms which would modify the propagator by
introducing new poles are redundant in the vicinity of the GFP. For example if we consider
a scalar tensor theory

Γ̄k[g, φ] = − 1

16πGk

∫
d4x
√

det g

[
− 1

16πGk
R+

1

2
(∇µφ∇µφ) + Vk(φ)

]
, (5.57)

then we can still use both the equations of motion for the metric and the scalar to remove
inessential couplings. Out of all terms with up to four derivatives, the only additional
terms which do not vanish when the equations of motion apply are∫

d4x
√

det gWk(φ)(∇µφ∇µφ)2 +

∫
d4x
√

det gCk(φ)E , (5.58)

neither of which enter the propagator evaluated on a conformally flat spacetime and for
constant values of φ.

The fact that we can remove the terms which lead to extra poles in the propagator
along the RG flow indicates that the poles encountered in other schemes are spurious [190].
However, let us stress that nothing is wrong with using a scheme where the form factors
do not vanish, such that the propagator at k = 0 with ρ0 = 0 has the form

G0 = K−1
gg ·

1

Z(∆)∆
+O(Rµνρλ) , (5.59)

where Z(∆) is a wave function renormalization factor related to the form factors WR,k(∆)
and WRicci,k(∆), which have been computed in various approximations in [173, 191, 192,
193, 194, 195] and the physical implications for scattering amplitudes have been discussed
in [196, 197, 198, 199]. (In principle there can be another independent wave function
renormalization related to the scalar degree of freedom that is introduced in theories such
as f(R) gravity. For simplicity, we discuss the case where there is only one wave function
renormalization which implies a linear relation between WR,k(∆) and WRicci,k(∆)). There
are two cases, either Z introduces new poles into the propagator, or it does not. In the
latter case, we can remove Z by a reparameterization since it must be an entire function,
and thus it is just a momentum-dependent wave function renormalization. In this case,
we will find the same physics as in the minimal essential scheme, namely, although the
field redefinition would modify the vertices of the theory, the propagator would return
to the minimal form (5.56). The case where Z is not an entire function corresponds to
a universality class not accessible to the minimal essential scheme for pure gravity. In
particular, it would include particles other than the massless graviton. Thus, on one
hand, the minimal essential scheme for quantum gravity, like its counterpart of scalar
field theories [3], does put a restriction on what physics we can access by following the
corresponding RG flow. On the other hand, this is a feature of the scheme, and not a
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bug, since the restricted theory space has a physical meaning, describing the interactions
of gravitons which are fluctuation around a flat spacetime. Moreover, there is no reason
why these fluctuations can not be strongly interacting, in particular G̃ can become of order
unity.

It may of course be that this universality class, which only includes a massless graviton,
does not contain a suitable UV fixed point and that one would need more degrees of freedom
to describe a consistent theory of quantum gravity. For example, it could be the case that
one would need the extra degrees of freedom which are present in higher derivative gravity
and are needed to make the theory perturbatively renormalizable, or that one would need
to add an

√
det gR2 which includes an extra scalar degree of freedom in addition to the

graviton. Here we will test the hypothesises that these extra degrees of freedom are not
necessary for non-perturbative renormalizability.

5.6 The Reuter Fixed Point in the Derivative Expansion

To test the aforementioned hypothesis, the minimal essential scheme can be carried out at
each order in the derivative expansion. Here we will study the RG flow at order ∂2, where
the action is the Einstein–Hilbert action with (5.53), and at order ∂4 where the action
takes the form

Γ̄k[g] =

∫
d4x
√

det g

{
k4 ρ̃GFP

8π
− 1

16πGk
R+ ckE +O(∂6)

}
, (5.60)

with the only order ∂4 term being the topological one. At order ∂2 we set γR and γRicci to
zero, along with all higher-order terms in Ψk, and expand the flow equation for (5.60) to
order ∂2 solving for

γg = γg(G̃) , ∂tG̃ = βG̃(G̃) , (5.61)

which are functions of G̃ alone. At order ∂4 we include all order ∂4 tensor structures in the
flow equations but solve for γR and γRicci instead of the running of the higher derivative
couplings ak and bk, which are set to zero. Thus, at order ∂4 the minimal essential flow is
characterized by five dimensionless functions of G̃, namely

γg = γg(G̃) , ∂tG̃ = βG̃(G̃) , (5.62)

γ̃R = γ̃R(G̃) , γ̃Ricci = γ̃Ricci(G̃) , ∂tck = βc(G̃) . (5.63)

Let us stress that calculation is vastly simpler than the calculation where higher derivative
couplings ak and bk do not vanish [176, 184] and that the final form of the beta and gamma
functions only depend on one coupling rather than four in the standard scheme.

As a first check we can analyze the behaviour around the GFP at Gk = 0 to see how the
universal one-loop divergencies are accounted for. In particular, the one-loop divergencies
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encountered in dimensional regularization in our chosen gauge with Λ = 0 are given by
three terms

Γdiv =
1

d− 4

1

(4π)2

∫
x

√
det g

[
1

60
R2 +

7

10
RµνR

µν +
53

45
E

]
. (5.64)

Upon replacing 1
d−4 → log(k/k0) and taking a derivative with respect to k the same

three terms will appear in the flow equation on the RHS of Equations (H.23)–(H.25) ,
respectively. However, the terms that would renormalize ak and bk are, instead, absorbed
into γR and γRicci, while ck will still be renormalized. Expanding in Gk we find that

γR = − 11

30π
Gk +O(G2

k) , γRicci =
7

10π
Gk +O(G2

k) , βc =
1

(4π)2

53

45
+O(Gk) , (5.65)

which precisely account for the divergences (5.64).
The non-perturbative beta functions βG̃(G̃) at orders ∂2 and ∂4 are plotted in Figure 5.1

and are seen to closely agree for G̃ in the plotted region. At both orders there exists a UV
fixed point where

G̃ = G̃? = 0.6538 at O(∂2) , (5.66)

G̃ = G̃? = 0.6275 at O(∂4) , (5.67)

which we can identify as the Reuter fixed point [160, 161]. The Reuter fixed point splits
the phase diagram of quantum gravity into a weakly coupled and strongly coupled regions
for 0 < G̃ < G̃? and G̃ > G̃?, respectively. The critical exponent at the Reuter fixed point

θ = −
∂βG̃
∂G̃

(G̃?) (5.68)

is given by

θ = 2.3129 at O(∂2) , (5.69)

θ = 2.3709 at O(∂4) , (5.70)

which can be compared to the canonical scaling dimension of θcan = 2 which is obtained at
one-loop, and, therefore, receives a small correction. This suggests that the Reuter fixed
point is weakly non-perturbative [171, 200].

The gamma function γg(G̃), plotted in Figure 5.2 at orders ∂2 and ∂4, also appears
stable between the two approximations and is approximately linear in weakly coupled
phase. At the Reuter fixed point γg takes the values

γ?g = −1.1605 at O(∂2) , (5.71)

γ?g = −1.1062 at O(∂4) . (5.72)

174



CHAPTER 5. ESSENTIAL QUANTUM EINSTEIN GRAVITY

��� ��� ��� ��� ���
-���

���

���

���

���

���

���

���

���

Figure 5.1: The beta function for Newton’s constant in the Einstein-Hilbert approximation
(dashed line) and the order ∂4 approximation (solid line).
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Figure 5.2: The gamma function γg in the Einstein-Hilbert approximation (dashed line)
and the order ∂4 approximation (solid line).

175



CHAPTER 5. ESSENTIAL QUANTUM EINSTEIN GRAVITY

��� ��� ��� ��� ���

-����

-����

-����

-����

-����

-����

-����

����

Figure 5.3: The gamma function γ̃R in the order ∂4 approximation.
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Figure 5.4: The gamma function γ̃Ricci in the order ∂4 approximation.
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The stability between the orders can be understood by looking at the gamma functions
γR(G̃) and γRicci(G̃), which are zero at order ∂2, and remain small at order ∂4 in the region
0 < G < G̃?, as can be seen in Figures 5.3 and 5.4. At the Reuter fixed point γR and γRicci
take the values

γ̃?R = −0.10079 at O(∂4) , (5.73)

γ̃?Ricci = 0.24150 at O(∂4) . (5.74)

Thus, we observe a remarkable stability as the order of the approximation is increased. At
order ∂4 we also find the beta function of ck which is plotted in Figure 5.5.

Let us stress that the values of the gamma functions are not universal quantities and will
depend on the RG scheme. We note that at G̃ ≈ 3 the beta functions βG̃(G̃) calculated at
orders ∂2 and ∂4 begin to differ substantially. This indicates that the derivative expansion
may not converge in the strong coupling phase G̃ > G̃?. However, since we undoubtedly
live in a weakly coupled phase, this should have few phenomenological consequences.

Finally, we note that at the Reuter fixed point the redundant operators (5.32) are given
by

T [gµν ] =

∫
x

√
det g

(
−0.0079673 k4 − 0.028948k2R

)
, (5.75)

at order ∂2, and by

T [gµν ] =

∫
x

√
det g

(
−0.0079428 k4 − 0.030241k2R (5.76)

−0.0028418R2 + 0.0048354RµνR
µν − 0.00072986E

)
,

T [Rgµν ] =

∫
x

√
det g

(
−0.0016664 k6 − 0.0073873k4R− 0.029686 k2R2

)
, (5.77)

T [Rµν ] =

∫
x

√
det g

(
−0.0016664 k6 − 0.00055327k4R (5.78)

−0.016115 k2R2 + 0.033644 k2RµνR
µν + 0.00041544 k2E

)
,

at order ∂4. It is straightforward to show that these operators (5.75) and (5.76) are linearly
independent of the terms in the Reuter fixed point action and form a complete basis at
orders ∂2 and ∂4, respectively. This confirms that the RG conditions which we choose to fix
the inessential couplings at the GFP continue to fix the values of the inessential couplings
at the interacting Reuter fixed point.

5.7 Discussion and Outlook

We have investigated the non-perturbative renormalizability of gravity [158] taking care
to disregard the running of inessential couplings for the first time. The consequences of
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Figure 5.5: The beta function βc = ∂tck in the order ∂4 approximation.

doing so are profound: not only are calculations much simpler in the minimal essential
scheme, but we also reveal that only Newton’s constant is essential and relevant in our
approximation.

Although this conclusion could change by including higher-order terms, this seems
unlikely since all higher-order terms are canonically irrelevant and, thus, the quantum
correction to their scaling dimensions would have to be large. Additionally, the stability
of the fixed point going from order ∂2 to order ∂4 indicates that our approximations do
not miss another relevant coupling. Moreover, the Goroff–Sagnotti term, which is the only
∂6 term that is independent of the Ricci curvature, has been found to be irrelevant at the
Reuter fixed point [201]. As a result we expect that the qualitative picture obtained here
at order s = 4 will not change as we go to higher orders. Ultimately, this can be confirmed
by systematically increasing the order of the derivative expansion. This program will be
technically simpler within the minimal essential scheme since there will be less terms in the
EAA than in the standard approach [184], which does not remove redundant operators.
Furthermore, it has been argued that additional poles in the propagator can prevent the
convergence of the derivative expansion in quantum gravity [195]. However, in the minimal
essential scheme we can avoid such poles and thus we expect to see convergence of the
derivative expansion as is observed for scalar field theories [85].

Apart from strengthening the evidence in favour of the existence of the Reuter fixed
point, we can also give a straightforward argument in favour of the theory being unitary,
since the terms that contain four derivatives are redundant. This property will be true of
all higher derivatives if the fixed point can be found in the minimal essential scheme, which
assumes their absence from the beginning. Consequently, the minimal essential scheme
provides a framework to address some of the open problems for the asymptotic safety
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program [181, 202] which concern the form of the propagator. We should stress that by
using the minimal essential scheme we can dictate which physical degrees of freedom we
are attempting to renormalize, and, thus, ensure that we are dealing with a unitary theory,
rather than searching in a space of theories littered with non-unitary ones. In calculations
that retain terms outside of those in the minimal essential scheme, we expect to find many
fixed points which lie in different universality classes. In fact, studies that include many
powers of the Riemann curvature have found fixed points with as many as four relevant
directions [203].

Perhaps most profoundly, we have identified the vacuum energy as inessential coupling
which agrees with other arguments [204]. The fact that it is true at the GFP makes
this a property of perturbative quantum gravity. One can show that the contributions
proportional to w1 and w2 in the linearized beta function (5.51) come from the terms
proportional to Ψk in the RHS of the flow Equation (5.14) and terms proportional to ρ̃GFP

from the LHS of the flow equation. Reinstating powers of Planck’s constant ~, one sees
that both contributions vanish when ~ = 0. This means that the inessential nature of the
vacuum energy is a quantum effect. In a scheme where ρ̃GFP = 0 the classical term in
the redundant operator would vanish at the GFP, but the contributions due to Ψk in the
RHS of the flow equation mean ρk is anyway inessential. The elementary understanding
of this effect is that a rescaling of field ĝ → Ωĝ produces an infinite factor ∼

∏
x Ω in the

functional measure which when regularized will renormalize the vacuum energy [188]. In
the flow equation for the EAA, this manifests in the term proportional to γg in the RHS
of the flow equation. Thus, simply by renormalizing the quantum metric field, we can
adjust the renormalization of the vacuum energy. Since, in the universality class we have
investigated, the vacuum energy is inessential both at the GFP and the Reuter fixed point,
no physical meaning can be attributed to its flow. However, there can be other universality
classes, both for pure gravity and for gravity coupled to matter, where the cosmological
constant is essential and its flow has physical consequences [205, 206, 207].

Since there is only one relevant essential coupling at the Reuter fixed point, it would
appear that the vanishing of the cosmological constant in Planck units τ0 = ΛkGk|k=0 at
k = 0 must be a prediction of the Reuter fixed point. Thus, if a different scheme would find
a non-vanishing τ0 it would be a contradiction that could only be explained as an artefact
of an approximation. To investigate this, one can refrain from fixing the renormalization
of ρ̃, as in the minimal essential scheme, but instead only assume γg vanishes at G̃ = 0.
Then, expanding ∂tτk around G̃ = 0 while keeping τk, one finds at order ∂2 that

∂tτk = −14G̃τk
3π

+O(G2) , (5.79)

which implies that τ0 could take a non-zero value. Studying the full beta functions with
γg = 0 one finds trajectories leaving the Reuter fixed point and ending at any value τ0 < 0,
contradicting the minimal essential scheme. However, going to order ∂4 one finds instead
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that

∂tτk = −
328τ2

k

3(20π − 7τk)
+O(G2) , (5.80)

which only vanishes at τk = 0 and thus no contradiction with the minimal essential scheme
can occur. Thus, the vanishing of the observable τ0 appears to be a robust prediction of
the Reuter fixed point.

Here we have only treated pure gravity and thus to properly address the cosmologi-
cal constant problem we should understand the situation when matter is coupled to grav-
ity [208]. In fact, arguably there was never a cosmological constant problem in pure gravity
since if we adopt dimensional regularization only terms proportional to ρk would renormal-
ize ρk and we can simply set ρk = 0. What will remain true even in the presence of matter
is that there is an inessential coupling related to a rescaling of the spacetime metric. This
might shed new light on the cosmological constant problem [209].

This work can be extended in several directions. A crucial test is to make sure that
the qualitative picture is stable when the form of the cut-off function is modified. More-
over, to obtain the best numerical estimate of the critical exponent θ, the principle of
minimal sensitivity (PMS) can be applied by studying the dependence of θ on unphysical
parameters, such as those which enter a class of cut-off functions or the values of inessen-
tial couplings, such as the vacuum energy. The PMS selects the value of θ where this
dependence is minimal (for a recent application of the PMS to the critical exponents of
the Ising model see [85]). Furthermore, the dependence on the parameterization of the
metric tensor and the choice of gauge [210, 211, 212, 213] can also be investigated within
the minimal essential scheme. In the background field approximation, we neglect the run-
ning of these parameters, while a proper treatment of these parameters should identify
them with inessential couplings since they cannot enter expressions for observables. Thus,
going beyond the background field approximation, the minimal essential scheme should
include extra gamma functions in order to impose renormalization conditions for each un-
physical parameter. As an alternative, one can use diffeomorphism and parameterization
invariant exact renormalization equations, such as those based on the geometrical effective
action [214, 215] or the background independent exact renormalization group [216].

The finding that there appears to be only one relevant essential coupling in QEG is
an encouraging sign for attempts to make contact with other methods which can be used
to investigate asymptotic safety. In particular, it would be very interesting if perturbative
methods based on expansions around two dimensions [188, 217, 218] could also calculate the
critical exponent θ by performing a two-loop calculation in the minimal essential scheme.
Additionally, the value of θ can be computed in lattice and tensor model approaches to
quantum gravity [219, 220, 221, 222].
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Conclusion

’A rose by any other name would smell as sweet.’
William Shakespeare

Any description of Nature that we write down as a mathematical model will always
depend on how we choose to parameterize or label physical objects (whether we make this
decision consciously or not). On the other hand, Nature does not depend on how we label
things. However, taking the attitude that “any parameterization will do” is not practical
since solving a model is typically simpler by parameterizing the physics in a particular
way. A better attitude is to first identify which parameters of the model are inessential
and tune them to simplify the task of solving the model. K. Wilson’s exact Renormalization
Group embodies the attitude to physics in which one does not write down a model but
rather computes the model by solving a flow equation. In essential schemes, we adopt
both attitudes such that we are not solving for the inessential couplings but only the for
essential ones. This way, what we solve for is not the mathematical model but only those
physical quantities we are ultimately interested in. This distinction is very clear when we
compute critical exponents at a critical point. In both the standard scheme and essential
schemes we will get a spectrum of critical exponents. However, it is the spectrum of the
latter that will only contain critical exponents which characterize a physical scaling law
realized in Nature. As such, one should bear in mind that in the standard scheme not
all critical exponents will be physical and that if we assume that they are, we can come
to incorrect conclusions. In particular, there is nothing to prevent an inessential coupling
to appear relevant in some schemes, as we have seen in the case of the vacuum energy in
Chapter 5, and therefore to give an incorrect counting of the number of relevant couplings
at a non-trivial fixed point.
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Appendix A

Properties of the dilatation
operator

In this Appendix we present the main passages in order to demonstrate Equation (2.29),
which is related to ψdil, and identity (4.62), needed to find the dimensionless version of the
flow equation for EAA given in Equation (4.66). Let us show that the term −yµ∂µ in ψdil,
given in (4.59), counts the number of derivatives. Denoting

∂r = ∂µ1 ...∂µr , (A.1)

then if
Φ[ϕ] = Φ(ϕ(y), ∂µ1ϕ(y), ...) = O(∂s) , (A.2)

such that

Ξ[ϕ] =

∫
y

Φ[ϕ] , (A.3)

we have that ∑
r

r
∂ Φ

∂ ∂rϕ(x)
∂rϕ(x) = sΦ(x) . (A.4)

Additionally we have that
[∂r, y

µ∂µ] = r∂r , (A.5)

which can be proved by induction. Then using the above identities and integrating by
parts we have that

yµ∂µϕ ·
δ

δϕ

∫
y

Φ(y) =

∫
y

∑
r

∂ Φ

∂ ∂rϕ(y)
∂ry

µ∂µϕ(x)

= s

∫
y

Φ +

∫
y

∑
r

∂ Φ

∂ ∂rϕ(y)
yµ∂µ∂rϕ(y)

= s

∫
y

Φ +

∫
y
yµ∂µΦ = (s− d)

∫
y

Φ .
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Finally adding this contribution to the multiplicative contribution of ψdil we obtain Equa-
tion (2.29) .

Let us now prove the identity (4.62)

Tr
1

Γ
(2)
t [ϕ] +R

· δ
δϕ
ψdil[ϕ] ·R =

1

2
Tr

1

Γ
(2)
t [ϕ] +R

· Ṙ . (A.6)

In order to lighten the notation we drop the spacetime indexes, but it is clear that ∂y y =
∂q q = d . Starting from the RHS of identity (4.62) we have

Tr
1

Γ
(2)
t [ϕ] +R

· δ
δϕ
ψdil[ϕ] ·R =

∫
y1,y2,y3

G(y1, y2)
δψdil(y3)

δφ(y2)
R(y3, y1)

=

∫
y1,y2

G(y1, y2)

(
−y3 ∂y3δ(y3 − y2)− d− 2

2
δ(y3 − y2)

)
R(y3, y1)

=

∫
y1,y2

G(y1, y2)

(
y2 ∂y2 + d− d− 2

2

)
R(y2, y1)

=

∫
y1,y2

∫
q

G(y1, y2)

(
−iy2 q +

d

2
+ 1

)
R(q2)e−iq(y2−y1) .

Then we can rewrite the non-trivial part of the previous expression as∫
y1,y2

∫
q

G(y1, y2) (iy2 q) R(q2)e−iq(y2−y1) =
1

2

∫
y1,y2

∫
q

G(y1, y2) i (y2 − y1) q R(q2)e−iq(y2−y1)

=
1

2

∫
y1,y2

∫
q

G(y1, y2) q R(q2)
(
− ∂qe−iq(y2−y1)

)
=

1

2

∫
y1,y2

∫
q

G(y1, y2) ∂q
(
q R(q2)

)
e−iq(y2−y1)

=
1

2

∫
y1,y2

∫
q

G(y1, y2)
(
dR(q2) + q ∂qR(q2)

)
e−iq(y2−y1) ,

where in the first passage we just write y2 as (y2 + y2)/2 and then in the second term we
exchange y1 and y2 using the symmetry of the propagator and send q → −q. So putting
everything together∫
y1,y2

∫
q

G(y1, y2)

(
iy2 q −

d

2
+ 1

)
R(q2)e−iq(y2−y1) =

∫
y1,y2

∫
q

G(y1, y2)
(
1− q2∂q2

)
R(q2)e−iq(y2−y1)

=
1

2
Tr

1

Γ
(2)
t [ϕ] +R

· Ṙ ,

where Ṙ(∆) := 2(R(∆)−∆R′(∆)) , given in Equation (4.63).
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Derivation of the pseudo-regulator

In this section we present a derivation of the functional form of the MS pseudo-regulator
in Equation (3.27). We want to obtain the result (3.15) from the FRGE. Inspired by the
deformation of integrands which takes place in dimensional regularization, we consider the
following family of regulators

Rk(z) = µ−2εF (k, µ,m, ε)z1+ε − z , (B.1)

where F is an arbitrary dimensionless function and µ is a classical arbitrary mass parameter.
The second term in (B.1) is there to cancel the original inverse propagator of the bare
theory. Note that ∂tRk(z) has two contributions: one coming from the explicit dependence
of F on k and another one proportional to βm2 = ∂tm

2. Assuming that ∂tF ∝ ε and using
the following identity

Γ [−n+ ε] =
(−1)n

Γ[n+ 1]

1

ε
+O(ε0) , (B.2)

the Mellin transform of the first term inside ∂tRk is

∂tF

F 1+ n
1+ε

( µ
m

) 2nε
1+ε

Γ
(

1 + n
1+ε

)
Γ(l − n− 1 + nε

1+ε)

(1 + ε)Γ(n)Γ(l) (m2)−(n−l+1)
=

∂tF

εF 1+n

(
−m2

)n−l+1

Γ(l)Γ(n− l + 2)
+O(ε) .

(B.3)

So taking the limit for ε→ 0, we find (3.15) if

∂tF (k, µ,m, ε) = 2εF (k, µ,m, ε)1+n , (B.4)

that is

F = 1 + ε log

(
k2

µ2−2bm2b

)
+O(ε2) ≈

(
k2

µ2−2bm2b

)ε
. (B.5)

With this F , the second piece of ∂tRk proportional to βm2 can be calculated in the same
way. This agrees with (3.27), of which (3.19) is a special case, corresponding to b = 0. As
described in the main text, different choices of b only affect higher-order corrections.
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Flow equations at order ∂2 for the
linear O(N) model

The flow equations for Uk and for Z̃k, which is defined in (3.70), read

∂tUk =
Q d

2
[G1∂tRk] + (N − 1)Q d

2
[G0∂tRk]

2(4π)d/2
, (C.1)

∂tZ̃k = −

(
Z̃

(1)
k + 2ρZ̃

(2)
k

)
2(4π)d/2

Q d
2

[
G2

1∂tRk
]
− (N − 1)

(
Z

(1)
k + ρY

(1)
k

)
2(4π)d/2

Q d
2

[
G2

0∂tRk
]

(C.2)

+
2ρ
(
Z̃

(1)
k

)2

(4π)d/2

{
2d+ 1

2
Q d

2 +1

[
G3

1∂tRk
]

+
(d+ 2)(d+ 4)

4

(
Q d

2 +2

[
G2

1G
′
1∂tRk

]
+Q d

2 +3

[
G2

1G
′′
1∂tRk

])}

+
2ρ
(

3U
(2)
k + 2ρU

(3)
k

)2

(4π)d/2

(
Q d

2

[
G2

1G
′
1∂tRk

]
+Q d

2 +1

[
G2

1G
′′
1∂tRk

])
+

2ρZ̃
(1)
k

(
3U

(2)
k + 2ρU

(3)
k

)
(4π)d/2

{
(d+ 2)

(
Q d

2 +1

[
G2

1G
′
1∂tRk

]
+Q d

2 +2

[
G2

1G
′′
1∂tRk

])
+ 2Q d

2

[
G3

1∂tRk
]}

+ (N − 1)
ρYk

(4π)d/2

(
2U

(2)
k Q d

2

[
G3

0∂tRk
]

+ dZ
(1)
k Q d

2 +1

[
G3

0∂tRk
])

+ (N − 1)
2ρ
(
Z

(1)
k

)2

(4π)d/2

{
(d+ 2)(d+ 4)

4

(
Q d

2 +2

[
G2

0G
′
0∂tRk

]
+Q d

2 +3

[
G2

0G
′′
0∂tRk

])
+

1

2
Q d

2 +1

[
G3

0∂tRk
]}

+ (N − 1)
2ρ
(
U

(2)
k

)2

(4π)d/2

(
Q d

2

[
G2

0G
′
0∂tRk

]
+Q d

2 +1

[
G2

0G
′′
0∂tRk

])
+ (N − 1)

2ρZ
(1)
k U

(2)
k

(4π)d/2
(d+ 2)

(
Q d

2 +1

[
G2

0G
′
0∂tRk

]
+Q d

2 +2

[
G2

0G
′′
0∂tRk

])
,
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where we introduce the following notations

G0 =
(
Zkq

2 +Rk(q2) + U
(1)
k

)−1
, (C.3a)

G1 =
(
Z̃kq

2 +Rk(q2) + U
(1)
k + 2ρU

(2)
k

)−1
, (C.3b)

for the Goldstone-bosons and radial-mode propagators. The equations presented above
are the flow equations at order ∂2 of the derivative expansion for the linear O(N) model,
which can be found for instance in Ref. [138]. These descend from the exact FRG equation
upon specifying the truncation of (3.69). The beta functional for Zk is instead presented
with slightly different notations in Appendix D.2, more precisely in (D.56).
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Appendix D

Two-loop calculation for φ4 theory

D.1 Threshold functions for a mass-dependent pseudo-regulator

In this appendix we detail the computation of the following threshold functions

ldn,0(0) :=
nZnk

2
k2n−d

∫ ∞
0

dz z
d
2
−1 ∂tRk(z)
Pk(z)n+1

, (D.1)

where Pk(z) := Zkz+Rk(z) , by means of the mass-dependent pseudo-regulator of (3.88).
As we need the result for the computation of the two-loop beta function in four dimensional
λφ4 theory, we content ourselves of the first orders in a perturbative expansion in λ.
In particular, we neglect the η dependence appearing on the RHS of the flow equations
through the regularization, as it would lead to higher orders in λ. Our pseudo-regulator
choice results in simple propagators but a somewhat more convoluted contribution of the
differentiated pseudo-regulator:

Pk (z) =Zk

(
k2

µ4−2bM2b

)ε (
z +M2

)1+ε
, (D.2a)

∂tRk(z) =2ε

(
1− b ∂tM

2

2M2

)
Pk (z) + (1 + ε)∂tM

2 Pk (z)− βm2 . (D.2b)

The loop integral can then be split into three different kinds of contributions, corresponding
to the three pieces of ∂tRk

2 ldn,0
nk2n−d = 2ε

(
1− b ∂tM

2

2M2

)(
k2

µ4−2bM2b

)−nε Γ
(
n+ nε− d

2

)
Γ (n+ nε)

(
M2
) d

2
−n−nε

+ (1 + ε)∂tM
2

(
k2

µ4−2bM2b

)−nε Γ
(
n+ 1 + nε− d

2

)
Γ (n+ 1 + nε)

(
M2
) d

2
−n−1−nε

− βm2

(
k2

µ4−2bM2b

)−(n+1)ε Γ
(
n+ 1 + (n+ 1)ε− d

2

)
Γ (n+ 1 + (n+ 1)ε)

(
M2
) d

2
−(1+ε)(n+1)

. (D.3)
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To extract the ε→ 0 asymptotics we make use of the standard expansion

Γ (−n+ ε) =
(−1)n

Γ(n+ 1)

[
1

ε
− γ + h(n)

]
+ o(ε) , (D.4)

where h(n) =
∑n

i=1
1
i . Furthermore, we need to parameterize the possible dependence of

M2 on ε. Recalling that for vanishing ε also Rk needs to vanish, i.e. M2 should reduce to
m2, we can write

M2 = m2 + εm2
1(k,m, µ) +O

(
ε2
)
, (D.5)

∂tM
2 = βm2 (f0 + εF1(k,m, µ)) +O

(
ε2
)
. (D.6)

Here m2
1 and F1 are two independent functions and f0 is a proportionality factor. Thus, we

allow for the possibility that limε→0 ∂tM
2 6= ∂t limε→0M

2, which can be achieved e.g. by
means of the choice

M2 =

1 + (f0 − 1)

∫ ε2m
2

µ2

ε2
dsΓ(s)

 m2 + εm2
1 . (D.7)

The need for this behavior of M2 can be appreciated by inspecting the integrals

2 ldn,0
nk2n−d

∣∣∣∣∣
n≤ d

2
−1

=
βm2 ((n+ 1)f0 − n)

(
−m2

) d
2
−n−1

nΓ(n+ 2)Γ
(
d
2 − n

)
ε

+
2
(

1− b f0 βm2

2m2

) (
−m2

) d
2
−n

Γ(n+ 1)Γ
(
d
2 − n+ 1

)
+
βm2

(
−m2

) d
2
−n−1

{
n(1− f0)

[
log
(

k2

µ4−2bm2b−2

)
+ h(n)− h

(
d
2 − n− 1

)]
+ f0 + F1(k)

}
nΓ(n+ 1)Γ

(
d
2 − n

)
−
βm2m2

1

(
−m2

) d
2
−n−2

((n+ 1)f0 − n)

nΓ(n+ 2)Γ
(
d
2 − n− 1

) + o(ε) . (D.8)

These exhibit a 1/ε pole which can be eliminated by tuning f0 6= 1. To fulfill this, as well
as the condition of removing the renormalization scale k from the beta functions, we set

f0 =
n

n+ 1
, (D.9)

F1 =f1 +
n

n+ 1

(
h

(
d

2
− n− 1

)
− h(n)− 1− log

(
k2

µ4−2bm2b−2

))
, (D.10)

m2
1 =

[
f1 +

n

n+ 1

(
h

(
d

2
− n− 1

)
− h(n)− 1− log

(
k

µ

))]
βm2 log

k

µ

+ (b− 1)
n

2(n+ 1)
m2

(
log

m2

µ2

)2

+O(λ2) . (D.11)
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As a result we have

2 ldn,0
nk2n−d

∣∣∣∣∣
n≤ d

2
−1

=
2
(

1− b n βm2

2(n+1)m2

) (
−m2

) d
2
−n

Γ(n+ 1)Γ
(
d
2 − n+ 1

) + f1
βm2

(
−m2

) d
2
−n−1

nΓ(n+ 1)Γ
(
d
2 − n

) + o(ε)

=
2
(
−m2

) d
2
−n

Γ(n+ 1)Γ
(
d
2 − n+ 1

) − βm2

m2

(
−m2

) d
2
−n

Γ(n+ 2)Γ
(
d
2 − n

) [ b n
d
2 − n

+ f1
n+ 1

n

]
+ o(ε) . (D.12)

Recall that M2 must be analytic around m2 = 0. From (D.11) we see that this can be
achieved only if b = 1.

On the other hand, the remaining loop integrals are harmless, as they read

2 ldn,0
nk2n−d =(f0 − 1)

βm2

m2

Γ
(
n− d

2 + 1
)

Γ(n+ 1)

(
m2
) d

2
−n

+ o(ε) , for n ≥ d

2
− 1 (D.13)

2 ldn,0
nk2n−d =

2

Γ
(
d
2 + 1

) [1− ((b− 1)f0 + 1)
βm2

2m2

]
+ o(ε) , for n =

d

2
. (D.14)

For completeness we list some of these integrals in the lowest even numbers of dimen-
sions. If d = 2 there is no divergent l-function, and in particular

l21,0(0) =1− 1

2

βm2

m2
, (D.15a)

l2n>1,0(0) =
βm2

m2

(f0 − 1)

2

(
k2

m2

)n−1

. (D.15b)

If d = 4, the function l41,0 which enters in the determination of βm2 has a pole unless
we choose f0 = 1/2 according to (D.9). This results in

l41,0(0) =− m2

k2
+ (1 + 2f1)

βm2

4k2
, (D.16a)

l42,0(0) =1− βm2

2m2
, (D.16b)

l4n>2,0(0) =− 1

4(n− 1)

(
k2

m2

)n−2
βm2

m2
. (D.16c)

These equations are easily interpreted by applying them e.g. to a λφ4 theory within the
LPA. To zeroth order in λ, i.e. neglecting βm2 on the RHS, we recover the standard
result that integrals with negative mass dimension do not contribute to the one-loop beta
functions. Moreover the positive dimensional integral leads to the usual one-loop RG
equation for the mass

βm2 =
N + 2

16π2
λm2 +O

(
λ2
)
. (D.17)
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Further details of the pseudo-regulator choice, such as the coefficient f1, would affect higher
perturbative orders. In fact, in Appendix D.2.5 we show that the latter coefficient is fixed
by requiring that βm2 agrees with the MS result also at two loops.

D.2 Two-loop computation

In this appendix we detail the computation of the universal part of the two-loop beta
function in φ4 theory in four dimensions.

According to our priority, i.e. the computation of βλ at order λ3, we first focus on the
flow equation for the effective potential

∂tUk=

∫
ddq

(2π)d
∂tRk(q)

2

[
N − 1

M0(ρ, q2)
+

1

M1(ρ, q2)

]
, (D.18a)

where

M0

(
ρ, q2

)
= Zk

(
ρ, q2

)
q2+Rk(q)+U

(1)
k (ρ) , (D.18b)

M1

(
ρ, q2

)
= Z̃k

(
ρ, q2

)
q2+Rk(q)+U

(1)
k (ρ)+2ρU

(2)
k (ρ). (D.18c)

From this functional equation, the beta functions of the mass and of the quartic coupling
can be derived by differentiation with respect to ρ.

∂tU
(1)
k (ρ) = −2vd(N − 1)kd−2Z−1

k U
(2)
k (ρ)ld1,0(0)− 2vd(N − 1)kdZ−1

k 〈Z
(1)
k (ρ)〉d+2

1,0 (0)

− 2vdk
d−2Z−1

k

(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)
ld0,1(w)− 2vdk

dZ−1
k 〈Z̃

(1)
k (ρ)〉d+2

0,1 (w)

(D.19)

∂tU
(2)
k (ρ) = 2vdk

d−4

(
(N − 1)Z−2

k

(
U

(2)
k (ρ)

)2
ld2,0(0) + Z−2

k

(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)2
ld0,2(w)

)
+ 4vd(N − 1)kd−2Z−2

k U
(2)
k (ρ)〈Z(1)

k (ρ)〉d+2
2,0 (0)

+ 4vdk
d−2Z−2

k

(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)
〈Z̃(1)

k (ρ)〉d+2
0,2 (w)

+ 2vd(N − 1)kdZ−2
k 〈Z

(1)
k (ρ)2〉d+4

2,0 (0) + 2vdk
dZ−2

k 〈Z̃
(1)
k (ρ)2〉d+4

0,2 (w)

− 2vd(N − 1)kd−2Z−1
k U

(3)
k (ρ)ld1,0(0)− 2vdk

d−2Z−1
k

(
5U

(3)
k (ρ) + 2ρU

(4)
k (ρ)

)
ld0,1(w)

− 2vd(N − 1)kdZ−1
k 〈Z

(2)
k (ρ)〉d+2

1,0 (0)− 2vdk
dZ−1

k 〈Z̃
(2)
k (ρ)〉d+2

0,1 (w) (D.20)

Defining ρ0 as the field expansion point and

w0 = 2ρ0 U
(2)
k (ρ0) , (D.21a)

Pk = Zk (ρ0, z) z +Rk(z) + U
(1)
k (ρ0) , (D.21b)

P̃k = Z̃k (ρ0, z) z +Rk(z) + U
(1)
k (ρ0) , (D.21c)
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the flow equations for the two renormalizable couplings read

d

dt
U

(1)
k (ρ0) = ∂tU

(1)
k (ρ0) + U

(2)
k (ρ0)

d

dt
ρ0

= −2vd(N − 1)kd−2Z−1
k U

(2)
k (ρ0)ld1,0(0)− 2vd(N − 1)kdZ−1

k 〈Z
(1)
k (ρ0)〉d+2

1,0 (0),

− 2vdk
d−2Z−1

k

(
3U

(2)
k (ρ0) + 2ρ0U

(3)
k (ρ0)

)
ld0,1(w0)− 2vdk

dZ−1
k 〈Z̃

(1)
k (ρ0)〉d+2

0,1 (w0)

+ U
(2)
k (ρ0)

d

dt
ρ0 , (D.22)

d

dt
U

(2)
k (ρ0) = ∂tU

(2)
k (ρ0) + U

(3)
k (ρ0)

d

dt
ρ0

= 2vd(N − 1)kd−4Z−2
k

(
U

(2)
k (ρ0)

)2
ld2,0(0) + 2vdk

d−4Z−2
k

(
3U

(2)
k (ρ0) + 2ρ0U

(3)
k (ρ0)

)2
ld0,2(w0)

+ 4vd(N − 1)kd−2Z−2
k U

(2)
k (ρ0)〈Z(1)

k (ρ0)〉d+2
2,0 (0)

+ 4vdk
d−2Z−2

k

(
3U

(2)
k (ρ0) + 2ρ0U

(3)
k (ρ0)

)
〈Z̃(1)

k (ρ0)〉d+2
0,2 (w0)

+ 2vd(N − 1)kdZ−2
k 〈Z

(1)
k (ρ0)2〉d+4

2,0 (0) + 2vdk
dZ−2

k 〈Z̃
(1)
k (ρ0)2〉d+4

0,2 (w0)

− 2vd(N − 1)kd−2Z−1
k U

(3)
k (ρ0)ld1,0(0)− 2vdk

d−2Z−1
k

(
5U

(3)
k (ρ0) + 2ρ0U

(4)
k (ρ0)

)
ld0,1(w0)

− 2vd(N − 1)kdZ−1
k 〈Z

(2)
k (ρ0)〉d+2

1,0 (0)− 2vdk
dZ−1

k 〈Z̃
(2)
k (ρ0)〉d+2

0,1 (w0)

+ U
(3)
k (ρ0)

d

dt
ρ0 . (D.23)

Here we adopted standard notations for the loop integrals

ldn1,n2
(w) = −

Zn1+n2
k

2
k2(n1+n2)−d

∫ ∞
0

dz z
d
2
−1∂t

{
Pk(z)

−n1(P̃k(z) + w)−n2

}
,

(D.24a)

〈Dk(ρ0)〉dn1,n2
(w) = −

Zn1+n2
k

2
k2(n1+n2)−d

∫ ∞
0

dz z
d
2
−1Dk(ρ0, z)∂t

{
Pk(z)

−n1(P̃k(z) + w)−n2

}
,

(D.24b)

and v−1
d = 2(4π)d/2Γ(d/2). Notice however that our convention for the inverse propagators

Pk and P̃k slightly departs from the most common choice [69], in that we include the mass
parameter m̄2 therein. Furthermore, while ρ0 is usually chosen as the running minimum of
the potential, such that ρ0 > 0 corresponds to a regime of spontaneous symmetry breaking,

we instead assume that U
(1)
k (ρ0) > 0. We can safely choose ρ0 = 0 for our goals, as no

dynamical symmetry breaking is within reach of a two-loop computation in the present
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model. Equations (D.22) and (D.23) can be rewritten as(
βm2 − ηm2

)
k−2 = λ ((d− 2 + η)κ+ ∂tκ)

− 2vd(N − 1)
(
λ ld1,0(0) + 〈z1〉d+2

1,0 (0)
)

− 2vd (3λ+ 2κu3) ld0,1(2λκ)− 2vd 〈z̃1〉d+2
0,1 (2λκ) , (D.25)

βλ = (d− 4 + 2η)λ+ u3 ((d− 2 + η)κ+ ∂tκ)

+ 2vd(N − 1)λ2ld2,0(0)+2vd (3λ+ 2κu3)2 ld0,2(2λκ)

− 2vd(N − 1)u3l
d
1,0(0)−2vd (5u3 + 2κu4) ld0,1(2λκ)

+ 4vd(N − 1)λ〈z1〉d+2
2,0 (0)

+ 4vd (3λ+ 2κu3) 〈z̃1〉d+2
0,2 (2λκ)

− 2vd(N − 1)〈z2〉d+2
1,0 (0)− 2vd〈z̃2〉d+2

0,1 (2λκ)

+ 2vd(N − 1)〈z2
1〉d+4

2,0 (0) + 2vd〈z̃2
1〉d+4

0,2 (2λκ) , (D.26)

where η = −∂t logZk is the field anomalous dimension. As described in the main text,
introducing the powercounting of (3.84), which is generated by the flow equation itself,
into Equations (D.25) and (D.26), and truncating them to order λ3, result in the simplified
perturbative Equations (3.85) and (3.86) for d = 4. In the following we address the O(λ3)
contributions arising on the RHS of (3.86), organizing them line by line, as these also
correspond to different kinds of corrections.

D.2.1 Mass beta function’s contribution

Using the previous pseudo-regulator and the one-loop beta function for m2 the threshold
functions can be expanded at leading order in λ, as in (3.89). Inserting this into the beta
function (3.86) we get

βλ =
N + 8

16π2
λ2 − (N + 8)(N + 2)

2(16π2)2
λ3 + 2ηλ

− N − 1

16π2
l41,0(0)u3 −

5

16π2
l40,1(2λκ)u3 + 2κu3

+
N − 1

8π2
λ〈z1〉62,0(0) +

3

8π2
λ〈z̃1〉60,2 (2λκ)

− N − 1

16π2
〈z2〉61,0(0)− 1

16π2
〈z̃2〉60,1 (2λκ) . (D.27)

D.2.2 Sextic coupling’s contribution

To evaluate the contribution of the sextic coupling generated by the flow equation, it is
enough to consider a uniform and field-independent wave function renormalization for all
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modes, as in the LPA′; that is, it is safe to set Zk
(
ρ, q2

)
= Z̃k

(
ρ, q2

)
= Zk at order O(λ3).

The flow of the sextic coupling can be deduced by taking the third derivative of (D.18a)

∂tU
(3)
k (ρ) = 4vd(N − 1)

(
kd−4Z−2

k U
(2)
k (ρ)U

(3)
k (ρ)ld2,0(0)− kd−6Z−3

k

(
U

(2)
k (ρ)

)3
ld3,0(0)

)
+ 4vdk

d−4Z−2
k

(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)(
5U

(3)
k (ρ) + 2ρU

(4)
k (ρ)

)
ld0,2(w)

− 4vdk
d−6Z−3

k

(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)3
ld0,3(w)

− 2vd(N − 1)kd−2Z−1
k U

(4)
k (ρ)ld1,0(0) + 2vd(N − 1)kd−4Z−2

k U
(3)
k (ρ)U

(2)
k (ρ)ld2,0(0)

− 2vdk
d−2Z−1

k

(
7U

(4)
k (ρ) + 2ρU

(5)
k (ρ)

)
ld0,1(w)

+ 2vdk
d−4Z−2

k

(
5U

(3)
k (ρ) + 2ρU

(4)
k (ρ)

)(
3U

(2)
k (ρ) + 2ρU

(3)
k (ρ)

)
ld0,2(w) (D.28)

and evaluating it at ρ = ρ0, such that w → w0. Using the fact that

∂tu3 = (2d− 6)u3 + Z−3
k

[
∂tU

(3)
k (ρ0) + U

(4)
k (ρ0)

dρ0

dt

]
, (D.29)

one deduces

∂tu3 = (2d− 6)u3 − 4vd(N + 26)λ3ld3,0(0) +O
(
λ4
)
. (D.30)

At one loop and for d = 4, u3 is given by the fixed-point solution of the previous
equation

u
(1−loop)
3 =

N + 26

16π2
λ3k2Z3

k

∫ ∞
0

dz
z

P 3
k

. (D.31)

By evaluating the momentum integral with the previous pseudo-regulator we find an ex-
pression which is finite in the ε → 0 limit, namely (3.90) in the main text. Now let’s
compute κ at one loop, by looking for a scaling solution for it, i.e. by solving ∂tκ = 0,
which gives

βm2k−2 =λ (d− 2)κ− 2vd(N − 1)ld1,0(0)λ− 2vd (3λ+ 2κu3) ld0,1 (2λκ) . (D.32)

Specifying d = 4 and using the previous identities we get

N + 2

16π2
λm2k−2 =2λκ+

(N − 1)

16π2
m2k−2λ+

1

16π2
3λm2k−2 +O(λ2) . (D.33)

So as anticipated in the main text, κ = O(λ) and as such would not affect the O(λ3) of
βλ. Inserting this result for u3 into the beta function (D.27) we obtain

βλ =
N + 8

16π2
λ2 +

2(5N + 22)

(16π2)2
λ3 +

N − 1

8π2
λ〈z1〉62,0(0) +

3

8π2
λ〈z̃1〉60,2 (2λκ)

− N − 1

16π2
〈z2〉61,0(0)− 1

16π2
〈z̃2〉60,1 (2λκ) + 2ηλ . (D.34)
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D.2.3 Wave-function renormalization contribution

Recalling that κ and Zk can be neglected in the third line of (3.86), as they would give
higher order corrections, the wave function renormalization contribution is encoded in the
following averages

〈z1〉62,0(0) = 16π2

∫
d4p

(2π)4
p2Z

(1)
k (0, p2)

∂tRk(p2)

Pk(p2)3
, (D.35a)

〈z2〉61,0(0) = 8π2

∫
d4p

(2π)4
p2Z

(2)
k (0, p2)

∂tRk(p2)

Pk(p2)2
, (D.35b)

and similar relations for z̃1 and z̃2. Here we should input the momentum dependence of
the wave function renormalization as generated at one loop, that is

Z
(1)
k (ρ0, p

2) =− 4λ2 Ik(p
2)

p2
, Z̃

(1)
k (ρ0, p

2) = −2(N + 8)λ2 Ik(p
2)

p2
, (D.36a)

Z
(2)
k (ρ0, p

2) =32λ3 Jk(p
2)

p2
, Z̃

(2)
k (ρ0, p

2) = 8(N + 26)λ3 Jk(p
2)

p2
, (D.36b)

where Ik and Jk are the following one-loop integrals

Ik(p
2) =

1

2

∫
d4q

(2π)4

1

Pk(q)

(
1

Pk(q + p)
− 1

Pk(q)

)
, (D.37a)

Jk(p
2) =

1

2

∫
d4q

(2π)4

1

Pk(q)2

(
1

Pk(q + p)
− 1

Pk(q)

)
. (D.37b)

Nesting these expressions leads to (3.91), where the averages of z1, z̃1 and z2, z̃2 are
respectively proportional to the dimensionless two-loop integrals

A =
1

2

∫
d4p

(2π)4
Ik(p

2)
∂tRk(p)
Pk(p)3

, (D.38a)

B =
1

2

∫
d4p

(2π)4
Jk(p

2)
∂tRk(p)
Pk(p)2

. (D.38b)
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We first compute Ik(p
2) with the pseudo-regulator (3.88)

Ik(p
2, ε) =

1

2

∫
d4q

(2π)4

1

Pk(q)

(
1

Pk(q + p)
− 1

Pk(q)

)
=

1

2

(
µ2m2

k2

)2ε ∫
d4q

(2π)4

1

(q2 +m2)1+ε ((q + p)2 +m2)1+ε − (p→ 0)

=
1

2

(
µ2m2

k2

)2ε
Γ(2 + 2ε)

Γ(1 + ε)2

∫
d4q

(2π)4

∫ 1

0
dx

xε(1− x)ε

(x q2 + (1− x)(q + p)2 +m2)2+2ε − (p→ 0)

=
1

2

(
µ2m2

k2

)2ε
Γ(2 + 2ε)

Γ(1 + ε)2

∫ 1

0
dx

∫
d4q

(2π)4

xε(1− x)ε

(q2 + x(1− x)p2 +m2)2+2ε − (p→ 0)

=
1

32π2

(
µ2

k2

)2ε
Γ(2ε)

Γ(1 + ε)2

∫ 1

0
dxxε(1− x)ε

(
1 + x(1− x)

p2

m2

)−2ε

− (p→ 0) . (D.39)

Taking the limit for ε→ 0 results in the following finite expression

Ik(p
2) =

−1

32π2

∫ 1

0
dx log

(
1 + x(1− x)

p2

m2

)
=

1

16π2

[
1−

√
4m2 + p2

p2
atanh

(√
p2

4m2 + p2

)]
.

(D.40)

We can then insert this result in the expression (D.38a) for the A coefficient

A = ε

(
µ2m2

k2

)2ε ∫
d4p

(2π)4

Ik(p
2, ε)

(p2 +m2)2+2ε

=
ε

(16π2)2

(
µ2m2

k2

)4ε
Γ(2ε)

Γ(1 + ε)2

∫ 1

0
dxxε(1− x)ε

∫ ∞
0

dp p3

(
m2 + x(1− x)p2

)−2ε

(p2 +m2)2+2ε

− ε

(16π2)2

(
µ2m2

k2

)4ε
Γ(2ε)

Γ(1 + ε)2

∫ 1

0
dxxε(1− x)ε

∫ ∞
0

dp p3 m−4ε

(p2 +m2)2+2ε

=
ε

(16π2)2

(
µ2

k2

)4ε
Γ(2ε)

Γ(1 + ε)2

∫ 1

0
dxxε(1− x)ε

1

4(1− x(1− x))

×

[√
π16εΓ

(
2ε+ 1

2

)
((1− x)x)2ε(1 + 2ε− (1− x)x(1− 2ε))

sin(2πε)Γ(2ε+ 2)((1− x)x− 1)4ε

−
2(1− ε)x(1− x) + (1 + 2ε− (1− x)x(1− 2ε)) 2F1

(
1, 2 + 2ε; 3− 2ε; 1

x−x2

)
(1− x)2x2(1− 2ε)(1− ε)


− ε

(16π2)2

(
µ2

k2

)4ε
Γ(2ε)

Γ(1 + ε)2

∫ 1

0
dxxε(1− x)ε

1

4ε(1 + 2ε)
. (D.41)
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If we first expand the integrand around ε = 0 and then perform the integral over x we find

A =
1

(16π2)2

− 1

16ε
+

3− 2 log
(
µ2

k2

)
8

+ o(ε)

 . (D.42)

Notice that the coefficient of the pole is equal to one fourth of the coefficient in front of

log
(
µ2

k2

)
.

To demonstrate that the ε→ 0 limit and the x integration do commute, let’s compute
the two also in the opposite order. Thus, we first perform the integral over x and then take
ε→ 0. For notational convenience we split A in four different terms

A = a1 + a2 + a3 + a4 , (D.43)

where we define

a1 =
1

(16π2)2

(
µ2

k2

)4ε
εΓ(−1 + 2ε)

2Γ(ε+ 1)2

∫ 1

0
dx

((1− x)x)ε−1

(1 + x(1− x))
, (D.44a)

a2 =
−1

(16π2)2

(
µ2

k2

)4ε √π24ε−3Γ
(

1
2 + 2ε

)
sin(2πε)(2ε+ 1)Γ(ε+ 1)2

∫ 1

0
dx

((1− x)x)3ε(1 + 2ε− x(1− x)(1− 2ε))

(−1 + x(1− x))1+4ε ,

(D.44b)

a3 =− 1

(16π2)2

(
µ2

k2

)4ε
πε

2 sin(2πε)Γ(3− 2ε)Γ(ε+ 1)2

×
∫ 1

0
dx

((1− x)x)ε(1 + 2ε− (1− x)x(1− 2ε)) 2F1

(
1, 2(ε+ 1); 3− 2ε; 1

x−x2

)
x2(1− x)2(1− x(1− x))

,

(D.44c)

a4 =− 1

(16π2)2

(
µ2

k2

)4ε
1

8ε(1 + 2ε)2
. (D.44d)

By performing the integrals over x and then expanding them around ε = 0 they become

a1 =
1

(16π2)2

[
− 1

2ε
− 1− π

√
3

18
− 2 log

(
µ2

k2

)
+ o(ε)

]
, (D.45a)

a2 =
1

(16π2)2

[
1

16ε
− 1

8
− π

36

(√
3 + 9i

)
+

1

4
log

(
µ2

k2

)
+ o(ε)

]
, (D.45b)

a3 =
1

(16π2)2

[
1

2ε
+ 1 +

π

12

(√
3 + 3i

)
+ 2 log

(
µ2

k2

)
+ o(ε)

]
, (D.45c)

a4 =
1

(16π2)2

[
− 1

8ε
+

1

2
− 1

2
log

(
µ2

k2

)
+ o(ε)

]
. (D.45d)
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Combining these results we recover (D.42).

Then we turn to the computation of Jk(p
2)

Jk(p
2, ε) =

1

2

∫
d4q

(2π)4

1

Pk(q)2

(
1

Pk(q + p)
− 1

Pk(q)

)
=

1

2

(
µ2m2

k2

)3ε ∫
d4q

(2π)4

1

(q2 +m2)2+2ε ((q + p)2 +m2)1+ε − (p→ 0)

=
1

2

(
µ2m2

k2

)2ε
Γ(3 + 3ε)

Γ(1 + ε)Γ(2 + 2ε)

∫
d4q

(2π)4

∫ 1

0
dx

x2ε+1(1− x)ε

(x q2 + (1− x)(q + p)2 +m2)3+3ε − (p→ 0)

=
1

2

(
µ2m2

k2

)3ε
Γ(3 + 3ε)

Γ(1 + ε)Γ(2 + 2ε)

∫ 1

0
dx

∫
d4q

(2π)4

x2ε+1(1− x)ε

(q2 + x(1− x)p2 +m2)3+3ε − (p→ 0)

=
1

32π2m2

(
µ2

k2

)3ε
Γ(1 + 3ε)

Γ(1 + ε)Γ(1 + 2ε)

∫ 1

0
dx

x2ε+1(1− x)ε(
1 + x(1− x) p

2

m2

)1+3ε − (p→ 0) . (D.46)

Taking the limit ε→ 0 we again find a finite one-loop result

Jk(p
2) =

1

32π2

∫ 1

0
dx

[
x

x(1− x)p2 +m2
− x

m2

]

=
1

64π2m2

 2m2√
p2(4m2 + p2)

log

1 +

(√
p2(4m2 + p2) + p2

)
2m2

− 1

 , (D.47)

which enters the computation of the B coefficient through (D.38b). The latter proceeds
along the same lines as for A. Namely, we exchange again the p and the x integrals

B = ε

(
µ2m2

k2

)ε ∫
d4p

(2π)4

Jk(p
2, ε)

(p2 +m2)1+ε

=
ε

(16π2)2

(
µ2m2

k2

)4ε
Γ(1 + 3ε)

Γ(1 + ε)Γ(1 + 2ε)

∫ 1

0
dxx2ε+1(1− x)ε

∫ ∞
0

dp p3

(
m2 + x(1− x)p2

)−1−3ε

(p2 +m2)1+ε

− ε

(16π2)2

(
µ2m2

k2

)4ε
Γ(1 + 3ε)

Γ(1 + ε)Γ(1 + 2ε)

∫ 1

0
dxx2ε+1(1− x)ε

∫ ∞
0

dp p3 m−2(1+3ε)

(p2 +m2)1+ε
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=
ε

(16π2)2

(
µ2

k2

)4ε
Γ(1 + 3ε)

Γ(1 + ε)Γ(1 + 2ε)

∫ 1

0
dxx2ε+1(1− x)ε

1

6ε(1− 3ε)x2(1− x)2

×

−πεΓ(4ε)x(1− x)(1 + 3x(1− x))
(

1− 1
x(1−x)

)−ε
sin(3πε)Γ(1 + ε)Γ(−1 + 3ε) (x(1− x)− 1)1+3ε

+
(1− 3ε)x(1− x) + ε(1 + 3x(1− x)) 2F1

[
1, 1 + ε, 2− 3ε; 1

x−x2

]
1− (1− x)x


− ε

(16π2)2

(
µ2

k2

)4ε
Γ(1 + 3ε)

Γ(1 + ε)Γ(1 + 2ε)

∫ 1

0
dxx2ε+1(1− x)ε

1

2(ε− 1)ε
. (D.48)

This time however we are not allowed to take the ε → 0 limit before computing the x
integral. In fact, this would result in the wrong answer

B =
1

(16π2)2

∫ 1

0
dx

[
1

8(1− x)
+
x

2

]
. (D.49)

In other words, the integral over x does not commute with the ε→ 0 limit, and the latter
must be taken as the last step of the computation. To perform the integral over x of the
ε-depedent expressions, we split also B in four different contributions

B = b1 + b2 + b3 + b4 , (D.50a)

b1 =
1

(16π2)2

(
µ2

k2

)4ε
πΓ(4ε)

2 sin(3πε)Γ(ε)2Γ(2ε+ 2)

∫ 1

0
dx

(1 + 3x(1− x))(1− x)2ε−1x3ε

(x(1− x)− 1)1+4ε ,

(D.50b)

b2 =
1

(16π2)2

(
µ2

k2

)4ε
Γ(3ε)

2Γ(ε)Γ(2ε+ 2)

∫ 1

0
dx

(1− x)ε−1x2ε

(1− x(1− x))
, (D.50c)

b3 =
1

(16π2)2

(
µ2

k2

)4ε
πε

2 sin(3πε)Γ(2− 3ε)Γ(ε)Γ(2ε+ 2)

×
∫ 1

0
dx

(1 + 3x(1− x))(1− x)−2+εx2ε−1
2F1

(
1, ε+ 1; 2− 3ε; 1

x−x2

)
(1− x(1− x))

, (D.50d)

b4 =
1

(16π2)2

(
µ2

k2

)4ε
(1 + 2ε)

2(1− ε)(2 + 3ε)(1 + 3ε)
. (D.50e)
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Now we compute the integrals over x and then expand around ε = 0, obtaining

b1 =
1

(16π2)2

− 1

48ε
+

9 + 18iπ − 4
√

3π − 18 log
(
µ2

k2

)
216

+ o(ε)

 , (D.51a)

b2 =
1

(16π2)2

 1

6ε
+
−18 +

√
3π + 36 log

(
µ2

k2

)
54

+ o(ε)

 , (D.51b)

b3 =
1

(16π2)2

− 1

12ε
+

18− 9iπ − 36 log
(
µ2

k2

)
108

+ o(ε)

 , (D.51c)

b4 =
1

4(16π2)2
+ o(ε) . (D.51d)

The sum of these terms leads to the result

B =
1

(16π2)2

 1

16ε
+

1 + 2 log
(
µ2

k2

)
8

+ o(ε)

 . (D.52)

Also in this case the coefficient of the pole is equal to one fourth of the coefficient in

front of log
(
µ2

k2

)
. As a consequence, the sum A + B which determines the wave function

renormalization contribution to the two-loop beta function is finite, as given in (3.92), and
the third line of (3.86) evaluates to

N − 1

8π2
λ〈z1〉62,0(0) +

3

8π2
λ〈z̃1〉60,2 (2λκ)− N − 1

16π2
〈z2〉61,0(0)− 1

16π2
〈z̃2〉60,1 (2λκ)

= −8(5N + 22)(A+B)λ3 = −4(5N + 22)

(16π2)2 λ3 . (D.53)

D.2.4 Anomalous dimension contribution

Within the truncation accounting for a field dependent wave function renormalization, we
define the anomalous dimension as

η = − d

dt
logZk(ρ0) = −Z−1

k (ρ0)∂tZk(ρ0)− Zk(ρ0)−1Z
(1)
k (ρ0)

d

dt
ρ0 . (D.54)

Possible differences between this definition and a similar one based on Z̃k(ρ0) are beyond
the O(λ2) we are after. Also, the second term on the RHS of (D.54) would not contribute
at this perturbative order. Hence, the relevant term which can be deduced from the exact

203



APPENDIX D. TWO-LOOP CALCULATION FOR φ4 THEORY

flow equation is

∂tZk(ρ0) =
1

2
lim
Q2→0

∂

∂Q2

δ2

δφ(Q)δφ(−Q)
Tr

{
∂tRk(q)

[
Γ

(2)
k (q) +Rk(q)

]−1
} ∣∣∣

ρ0

=
1

2
lim
Q2→0

∂

∂Q2
Tr

{
∂tRk(q)

(
Γ

(2)
k (q) +Rk(q)

)−1
[
−Γ

(4)
k (Q,−Q, q,−q)

(
Γ

(2)
k (q) +Rk(q)

)−1

+2Γ
(3)
k (Q, q,−q −Q)

(
Γ

(2)
k (q) +Rk(q)

)−1
Γ

(3)
k (−Q, q +Q,−q)

(
Γ

(2)
k (q) +Rk(q)

)−1
]} ∣∣∣

ρ0

.

(D.55)

As described in the main text we have that the anomalous dimension is given by the sum
of two terms, η(a) and η(b): the first one is the contribution at zero momentum, while in
the second one is the momentum contribution.

The flow equation which encodes η(a) is the one within the order ∂2 of derivative
expansion, that is

∂tZk(ρ) =− 2vdk
d−2Z−1

k

{[
(N − 1)Z

(1)
k (ρ)+Yk(ρ)

]
ld1,0(0)+

[
Z

(1)
k (ρ)+2ρZ

(2)
k (ρ)

]
ld0,1(w)

}
+ 4vdk

d−6ρ
(
U

(2)
k (ρ)

)2
Qd,02,1(w) + 4vdk

d−4ρYk(ρ)U
(2)
k (ρ)Qd,12,1(w)

+ vdk
d−2ρ (Yk(ρ))2Qd,22,1(w) + 16vdk

d−4Z−2
k ρZ

(1)
k (ρ)U

(2)
k (ρ)ld1,1(w)

+
8vd
d
kd−2Z−2

k ρ
(
Z

(1)
k (ρ)

)2
ld+2
1,1 (w) + 8vdk

d−2Z−2
k ρZ

(1)
k (ρ)Yk(ρ)ld+2

1,1 (w)

+
16vd
d

kd−4ρZ
(1)
k (ρ)U

(2)
k (ρ)Nd

2,1(w) +
8vd
d
kd−2ρZ

(1)
k (ρ)Yk(ρ)Nd+2

2,1 (w) . (D.56)

Following Ref. [69] we define the threshold functions

Nd
n1,n2

(w) = k2(n1+n2−1)−d
∫ ∞

0
dz z

d
2 ∂t

{
Ṗk P

−n1
k (P̃k + w)−n2

}
, (D.57a)

Qd,αn1,n2
(w) = k2(n1+n2−α)−d

∫ ∞
0

dz z
d
2
−1+α∂t

{[
Ṗk +

2z

d
P̈k −

4z

d
P−1
k Ṗ 2

k

]
P−n1
k (P̃k + w)−n2

}
,

(D.57b)

Md
n1,n2

(w) = k2(n1+n2−1)−d
∫ ∞

0
dz z

d
2 ∂t

{
Ṗ 2
kP
−n1
k (P̃k + w)−n2

}
. (D.57c)

These quantities are related in the following way

Qd,αn1,n2
(w) =

2n1 − 4

d
Md+2α
n1+1,n2

(w) +
2n2

d
Md+2α
n1,n2+1(w) +

2n2

d
ρYk(ρ)Nd+2α

n1,n2+1(w)− 2α

d
Nd+2α−2
n1,n2

(w) .

(D.58)

Taking ρ→ ρ0 and w → w0 in (D.56) we get the simplified expression

∂tZk(ρ0) =
8

d
vdk

d−6λ̄2ρ0M
d
4,0(0)− 2vdk

d−2Z−1
k

(
NZ

(1)
k (ρ0, 0) + Yk(ρ0, 0)

)
ld1,0(0) ,

(D.59)
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which in d = 4 can be rewritten

η(a) =
1

8π2
m4

4 κλ
2 +

Z−2
k k2

16π2
l41,0(0)

[
(N − 1)Z

(1)
k (ρ0, 0)+Z̃

(1)
k (ρ0, 0)

]
− Z−1

k Z
(1)
k (ρ0, 0)

d

dt
ρ0 ,

(D.60)

md
n = −

Zn−2
k

2
Md
n,0(0) . (D.61)

As at the present order and with our pseudo-regulator both κ and m4
4 vanish, we are left

with (3.95). On the other hand, the derivative couplings generated at one loop are

Z
(1)
k (ρ0, 0) = −4λ2Z4

k lim
p2→0

Ik(p
2)

p2
=

1

3(16π2)
Z2
km
−2λ2 , (D.62a)

Z̃
(1)
k (ρ0, 0) = −2(N + 8)λ2Z4

k lim
p2→0

Ik(p
2)

p2
=

(N + 8)

6(16π2)
Z2
km
−2λ2 , (D.62b)

which leads to (3.96). Nesting the latter in (3.95) results in the final expression (3.97) for
η(a).

We then turn to the momentum dependent contribution. As in Ref. [69] we define the
latter by subtracting the momentum independent part from the four-point vertex:

∆k(Q,−Q, q,−q) = Γ
(4)
k (Q,−Q, q,−q)−Γ

(4)
k (0, 0, q,−q)−Γ

(4)
k (Q,−Q, 0, 0)−Γ

(4)
k (0, 0, 0, 0)

= −λ2diag

2, N + 8,

N−2︷ ︸︸ ︷
2 . . . 2

 1

2

∫
d4p

(2π)4
P−1
k (p)

[
2P−1

k (p) + P−1
k (p−Q− q)

+P−1
k (p−Q+ q)− 2P−1

k (p+Q)− 2P−1
k (p+ q)

]
.

(D.63)

For a φ4 theory at one loop

lim
Q2→0

∂

∂Q2
∆k(Q,−Q, q,−q) = −λ2diag

2, N + 8,

N−2︷ ︸︸ ︷
2 . . . 2


× 1

2
lim
Q2→0

∂

∂Q2

∫
d4p

(2π)4
P−1
k (p)

[
P−1
k (p−Q− q) + P−1

k (p−Q+ q)− 2P−1
k (p+Q)

]
.

(D.64)

To evaluate this expression it is convenient to define

H(p2, Q2)=P−1
k (p)P−1

k (p+Q)=

(
µ2m2

k2

)2ε
Γ(2 + 2ε)

Γ(1 + ε)2

∫ 1

0
dx

xε(1− x)ε

(p2 + x(1− x)Q2 +m2)2+2ε .

(D.65)
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We then need to expand the following function for small Q

H
(
p2, (Q± q)2

)
= H(q2) + (Q2 ± 2Q · q)H ′(q2) + 2 (Q · q)2H ′′(q2) +O(Q3) (D.66)

=

∫
q
H(q2) +Q2H ′(q2) +

1

2
Q2q2H ′′(q2) +O(Q4) ,

where the second equal sign denotes equivalence upon integration over q ∈ R4, and primes
denote derivatives with respect to q2. The anomalous dimension involves the trace of the
four-point vertex, which then reads

Tr lim
Q2→0

∂

∂Q2
∆k(Q,−Q, q,−q) =

∫
q2

−3(N + 2)λ2

∫
p

[
H ′(p2, q2)+

1

2
q2H ′′(p2, q2)−H ′(p2, 0)

]
.

(D.67)

This one-loop expression for the momentum dependence of the four-point vertex is to be
nested in the momentum dependent part of Equation (D.55), thus obtaining

η(b) =
1

2

∫
d4q

(2π)4

∂tRk(q)
Pk(q)2

Tr lim
Q2→0

∂

∂Q2
∆k(Q,−Q, q,−q) . (D.68)

For our pseudo-regulator, we can specify all the terms in the integrand according to Equa-
tions (D.2) and (D.65). Taking the limit for ε→ 0 after all integrals have been performed,
we find the result of (3.98).

D.2.5 Two-loop flow of m2

In this appendix we show that also the two-loop beta function of the mass can be obtained
as the ε→ 0 limit of the corresponding FRG equation. We start from (D.25), and neglect
higher-loop contributions, e.g. by inserting κ = 0, thus obtaining the simplified result

βm2 − ηm2 = − k2

16π2

[
(N + 2)λ l41,0(0) + (N − 1)〈z1〉61,0(0) + 〈z̃1〉60,1(0)

]
. (D.69)

The contribution of the one-loop wave function renormalization is similar to the one dis-
cussed in the previous section

〈z1〉61,0(0) = 8π2k−2

∫
d4p

(2π)4
p2Z

(1)
k (0, p2)

∂tRk(p2)

Pk(p2)2
, (D.70a)

〈z̃1〉60,1(0) = 8π2k−2

∫
d4p

(2π)4
p2Z̃

(1)
k (0, p2)

∂tRk(p2)

Pk(p2)2
, (D.70b)
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where Z
(1)
k and Z̃

(1)
k are given in Equations (D.36a). Then the two-loop contributions arise

by replacing in (D.69) the following expressions

l41,0(0) = −m
2

k2
+ (1 + 2f1)

βm2

4k2
, (D.71)

(N − 1)〈z1〉61,0(0) + 〈z̃1〉60,1(0) = (N + 2)

(
9−
√

3π
)

8π2

m2

k2
λ2 , (D.72)

η =
(N + 2)

2(16π2)2
λ2 , (D.73)

where f1 is a free regularization parameter as described in Appendix D.1. The combination
of these corrections gives (3.101), from which it is apparent that the unique choice

f1 = −1

2
+

4
√

3π − 30

N + 2
(D.74)

produces the MS two-loop result

∂t logm2 =
(N + 2)

16π2
λ− 5(N + 2)

2(16π2)2
λ2 . (D.75)
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Appendix E

Flow equation with general frame
transformations

In this Appendix, we present a derivation of Equation (4.54), which generalizes the demon-
stration of the flow for the EAA presented in [54], and its development is strictly related
to the classical derivation of the flow equation in the standard scheme (4.74).

Our scheme for the ERG is based on the idea that the basic degrees of freedom could flow
along the RG trajectory. For this purpose, let us consider the generator of the connected
correlation functions

Wχ̂[J ] := log

∫
(dχ̂) e−Sχ̂[χ̂] +

∫
x J(x)χ̂(x) , (E.1)

where J is an external source. We now introduce a scale dependent generalization of
Equation (E.1) which depends on an IR cutoff scale k by making two modifications. First
we couple a source J to a k-dependent field φ̂k[χ̂] which is a functional of the fundamental
field χ̂. The new field φ̂k[χ̂] satisfies the following relations

〈φ̂k[χ̂]〉φ,k = φ , (E.2)

〈∂tφ̂k[χ̂]〉φ,k = Ψk[φ] , (E.3)

along with the boundary condition φ̂Λ(x) = χ̂(x) supplied at some fixed reference scale Λ.
In a second step, we introduce an IR cutoff by adding the following term to the action

∆Sk[φ̂k] =
1

2

∫
x1,x2

φ̂k(x1)Rk(x1, x2)φ̂k(x2) , (E.4)

where Rk(x1, x2) is an IR cutoff function which can be chosen arbitrarily, provided it meets
few constraints to ensure that the RG flow interpolates between the microscopic theory in
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the UV and the full effective theory in the IR. These modifications define the k-dependent
generating functional

eWφ̂[J ] :=

∫
(dχ̂) e

−Sχ̂[χ̂] +
∫
x J(x)φ̂k(x)− 1

2

∫
x1,x2

φ̂k(x1)Rk(x1,x2)φ̂k(x2)
, (E.5)

in terms of which the expectation values of arbitrary operators O can be obtained by
differentiating the Wφ̂[J ] as

〈Ô[φ̂k]〉 = e−Wφ̂[J ]Ô
[
δ

δJ

]
eWφ̂[J ] (E.6)

= e−Wφ̂[J ]
∫

(dχ̂) Ô[φ̂k] e
−Sχ̂[χ̂] +

∫
x J(x)φ̂k(x)− 1

2

∫
x1,x2

φ̂k(x1)Rk(x1,x2)φ̂k(x2)
.

In particular, let’s denote the k-dependent average (classical) field by

φ(x) =
δ

δJ(x)
Wφ̂[J ] , (E.7)

so that higher-order derivatives of Wφ̂ are naturally related to correlation functions of φ̂k.
In this respect, the k-dependent connected two-point function can be defined as

Gk(x1, x2) ≡
δ2Wφ̂

δJ(x1)δJ(x2)
= 〈φ̂k(x1)φ̂k(x2)〉 − φ(x1)φ(x2) . (E.8)

We now seek a closed RG equation for Wφ̂[J ]. For a given choice of Ψk[φ], by differen-

tiating Equation (E.5) with respect to the RG time t we obtain

∂tWφ̂[J ]=

∫
x

Ψk[φ(x)]J(x)−1

2

∫
x1,x2

〈φ̂k(x1)φ̂k(x2)〉 ∂tRk(x1, x2)−
∫
x1,x2

〈∂tφ̂k(x1)φ̂k(x2)〉Rk(x1, x2) .

(E.9)
Using (E.7), differentiating Equation (E.3) with respect to J(x2)

−φ(x2)Ψk[φ(x1)]+〈∂tφ̂k(x1)φ̂k(x2)〉=
∫
x3

δφ(x3)

δJ(x2)

δΨk[φ(x1)]

δφ(x3)
=

∫
x3

δ2Wφ̂[J ]

δJ(x2)δJ(x3)

δΨk[φ(x1)]

δφ(x3)
.

(E.10)
Then we note that by taking advantage of the previous identity and using Equation (E.8)
we finally obtain the following closed flow equation

∂tWφ̂[J ] =

∫
x

Ψk[φ(x)]J(x)− 1

2

∫
x1,x2

[
δ2Wφ̂

δJ(x1)δJ(x2)
+ φ(x1)φ(x2)

]
∂tRk(x1, x2)

−
∫
x1,x2

[
φ(x2)Ψk[φk(x1)] +

∫
x3

δ2Wφ̂[J ]

δJ(x2)δJ(x3)

δΨk[φ(x1)]

δφ(x3)

]
Rk(x1, x2) . (E.11)
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Let us now introduce the effective average action Γk[φ] by the following modified Legendre
transformation

Γk[φ] = −Wφ̂[J ] +

∫
x
J(x)φ(x)− 1

2

∫
x1,x2

φ(x1)Rk(x1, x2)φ(x2) , (E.12)

which is intended to be a functional of the average field such that

δΓk[φ]

δφ(x1)
= J(x1)−

∫
x
Rk(x1, x)φ(x) . (E.13)

Differentiating Equation (E.13) with respect to φ(x2) and Equation (E.7) with respect to
J(x1) yields the following identity∫

x
Gk(x1, x)(Γ(2) +Rk)(x, x2) = δ(x1 − x2) . (E.14)

Taking advantage of Equations (E.13-E.14) and differentiating Equation (E.12) with re-
spect to t, the desired flow of Γk[φ] can be finally expressed as in Equation (4.54), namely

∂tΓk[φ] +

∫
x

δΓk[φ]

δφ(x)
Ψk[φ(x)] = (E.15)

1

2

∫
x1,x2

1

Γ
(2)
k +Rk

(x1, x2)

(
∂tRk(x2, x1) + 2

∫
x3

δΨk[φ(x3)]

δφ(x2)
Rk(x3, x1)

)
.

One can also express Γk[φ] directly as the solution to integro-differential equation

e−Γk[φ] =

∫
(dχ̂) e

−Sχ̂[χ̂] +
∫
x

δΓk[φ]

δφ
(φ̂k(x)−φ(x))− 1

2

∫
x1,x2

(φ̂k(x1)−φ(x1))Rk(x1,x2)(φ̂k(x2)−φ(x2)) .

(E.16)
If as k → Λ the regulator diverges, we then have that ΓΛ[φ] → S[φ], where we have used
the boundary condition φ̂Λ = χ̂.

In Chapter 4 we focus on the derivative expansion: this means that Ψk[φ] is given by
Equation (4.101) at order O(∂2) , by Equation (4.136) at order O(∂4) and by Equation
(4.138) at order O(∂6). Another possibility is to consider the vertex expansion, where
Ψk[φ] is expressed in powers of the field with coefficients depending on the momenta

Ψk[φ(x)] =
∑
n

∫
p1,...,pn

Ψk(p1, . . . , pn)φ(p1) . . . φ(pn)e−ix(p1+···+pn) . (E.17)
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Appendix F

Renormalization conditions in the
standard scheme

In this Appendix, we discuss renormalization conditions for the inessential coupling present
in free theories. The idea consists of recasting some notions given in Section 2.8.1 using
the new point of view developed in Chapter 4. We have seen that in the standard case
we impose Equation (4.76) to fix the wave function renormalization but one can ask what
happens for the high temperature fixed point or higher-derivatives theories. In fact, another
renormalization condition could be to fix one of the couplings appearing in the potential
Vk(φ). For example we could fix

V
(2)
k (φ̄) = Ck2 . (F.1)

However these choices are not inconsequential since they can limit which fixed points can
be found. In general terms a given fixed point solution Γ?[ϕ] can be found only for a subset
of all renormalization conditions. In order to be able to find all fixed points one can instead
choose to keep η? arbitrary. A simple example is to look for free fixed points which can be
treated exactly. In this case we can write (ignoring the vacuum term)

Γk[φ] =
1

2
φ · k2Hk(−∂2/k2) · φ , (F.2)

where fixed points are solutions where Hk(q
2) = H?(q

2) is independent of k. We arrive at
the fixed point equation

q2 ∂

∂q2
H?(q

2) =

(
1− 1

2
η?

)
H?(q

2) . (F.3)

If we impose that H?(q
2) should be analytic around q2 = 0 then the only solutions are

H?(q
2) = C

(
q2
) 1

2
s

where 1
2s is a non-negative integer given by s = 2 − η? and thus the

values that η? can take is quantized and C is an undetermined number. In particular,
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for s = 2 the action is given by (4.75) with Vk = 0 and zk = C, while for s = 0, which
corresponds to the high temperature fixed point, we have Vk = 1

2k
2φ2 and zk = 0, with all

higher derivative terms zero in both cases. This is of course a convoluted way to arrive at
the conclusion that at free fixed points with s derivatives the canonical dimension is given
by (d− s)/2.

Now suppose we had chosen (4.76), then the only free fixed point that we could have
found would be the one where s = 2. On the other hand if instead we had imposed (F.1),
then we could only have found the high temperature fixed point where s = 0. Since the
number C is undetermined, if we leave C unspecified in (4.76) (or (F.1)), we see that there
are in fact lines of free fixed points parameterized by C. The critical exponents along a
given line do not vary, therefore we understand that all fixed points appearing on the same
line belong to a single universality class.

Let us now relate this to a frame transformation. If we are at a free fixed point of the
form

Γ? = C
1

2
ϕ · (−∂2)

1
2
s · ϕ , (F.4)

then making the transformation (4.37) with

εξ̂[χ̂] =
1

2
φ̂[χ̂]δC (F.5)

and using (4.45), we see that (F.4) transforms as

Γ? → C
1

2
ϕ · (−∂2)

1
2
s · ϕ+

1

2
δCϕ · (−∂2)

1
2
s · ϕ+ const , (F.6)

where the second term comes from the piece proportional to the equation of motion in
equation (4.45), while the constant from the trace term. Thus we obtain a new fixed point
where the factor C → C + δC and the vacuum energy is shifted. Thus a change in an
inessential coupling at the fixed point is equivalent to a frame transformation that merely
moves us along the line of fixed points corresponding to the same universality class.
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Appendix G

Scalar field’s calculation at order
∂2 in essential scheme

In this Appendix, we specialize the general flow Equation (4.54) to the second order in
the derivative expansion, explicitly performing the computations needed to retrieve Equa-
tions (4.104). In Subsection G.1 we choose to work in momentum space: this part is more
suitable to problems characterized by translational invariance for which the calculations
are made easier by the availability of the Fourier transform. In Subsection G.2 instead, by
taking advantage of the heat kernel formalism, we perform the same computations in posi-
tion space, as this provides an alternative framework for problems where the translational
invariance is lost, like curved spaces and/or boundaries.

G.1 Momentum space

Hereafter, we adopt the local potential approximation scheme (4.102). Let’s consider the
following functional derivatives of the EAA Γk, namely

Γ
(2)
k (x1, x2) ≡ δ2Γk

δφ(x1)δφ(x2)
=

∫
x

[
∂µδx,x1∂µδx,x2 + V

(2)
k (φ(x)) δx,x1δx,x1

]
, (G.1)

δΓ
(2)
k (x1, x2)

δφ(x3)
=

∫
x
V

(3)
k (φ(x)) δx,x1δx,x2δx,x3 , (G.2)

δ2Γ
(2)
k (x1, x2)

δφ(x3)δφ(x4)
=

∫
x
V

(4)
k (φ(x)) δx,x1δx,x2δx,x3δx,x4 , (G.3)

where by δx1,x2 we indicate the d-dimensional Dirac delta, i.e. δ(x1−x2). We now consider
the Fourier transform of Equation (G.1) for a constant field configuration which can be
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expressed as∫
x1,x2

Γ
(2)
k (x1, x2)ei(p1x1+p2x2) =

(
p2

1 + V
(2)
k

)
(2π)dδ(p1 + p2) , (G.4)∫

x1,x2,x3

δΓ
(2)
k (x1, x2)

δφ(x3)
ei(p1x1+p2x2+p3x3) = V

(3)
k (2π)dδ(p1 + p2 + p3) , (G.5)∫

x1,x2,x3,x4

δ2Γ
(2)
k (x1, x2)

δφ(x3)δφ(x4)
ei(p1x1+p2x2+p3x3+p4x4) = V

(4)
k (2π)dδ(p1 + p2 + p3 + p4) , (G.6)

where we have suppressed the spacetime indices in order to lighten the notation. In the
same way, we can write

Rk(x1, x2) =

∫
p
Rk(p)e−ip(x1−x2) , (G.7)

Gk(x1, x2) =
(

Γ
(2)
k +Rk

)−1
(x1, x2) =

∫
p
Gk(p)e

−ip(x1−x2) , (G.8)

Gk(p) =
(
p2 +Rk(p) + V

(2)
k

)−1
, (G.9)

δ

δφ(x2)
Ψk(x1) = F

(1)
k (φ(x1))δx1,x2 =

∫
p
F

(1)
k (φ(x1)) e−ip(x1−x2) . (G.10)

We notice here that while Gk and Ψk are functions of the field, the cutoff function Rk is
not. The LHS of Equation (4.54) then reads

∂tΓk +

∫
x

δΓk[φ]

δφ(x)
Fk(φ(x)) =

∫
x

[
∂tVk + F

(1)
k (φ) (∂µφ) (∂µφ) + Fk(φ)V

(1)
k (φ)

]
, (G.11)

while the RHS of Equation (4.54) is composed by two terms, namely

1

2

∫
x1,x2

Gk(x1, x2)∂tRk(x2, x1) =
1

2

∫
x1,x2,p1,p2

Gk(p1)∂tRk(p2)e−ip1(x1−x2)−ip2(x2−x1)

=
1

2

∫
x

∫
p
Gk(p) ∂tRk(p) , (G.12)∫

x1,x2,x3

Gk(x1, x2)
δ

δφ(x2)
Ψk(x3)Rk(x3, x1) =

∫
x1,x2,p1,p2

Gk(p1)F
(1)
k Rk(p2)e−ip1(x1−x2)−ip2(x2−x1)

=

∫
x

∫
p
Gk(p)F

(1)
k Rk(p) . (G.13)

Changing then variables in the remaining momentum integrals as p→ z = p2, the RHS of
Equation (4.54) can be written as

1

2
Tr

1

Γ
(2)
k +Rk

·
(
∂tRk + 2

δ

δφ
Ψk · Rk

)
=

1

2(4π)d/2

∫
x
Qd/2

[
Gk

(
∂tRk + 2F

(1)
k Rk

)]
,

(G.14)
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where the Q-functionals are defined in Equation (4.107). Considering a constant field con-
figuration and equating (G.11) and (G.14) yields the flow equation (4.104a) for the effective
potential Vk.

We now take the second derivative of Equation (4.54) with respect to φ(x) and φ(x̄),
we impose a constant field configuration and then we Fourier transform, so that the LHS
reads

∫
x,x̄,x1

{
δx,x1δx̄,x1

[
∂tV

(2)
k (φ(x1))+

(
Fk (φ(x1))V

(1)
k (φ(x1))

)(2)
]
+2F

(1)
k (φ(x1))∂µδx,x1∂µδx̄,x1

}
eip1x+ip2x̄

= (2π)dδ(p1 + p2)

[
δ2

δφ(p1)δφ(−p1)

(
∂tVk + Fk V

(1)
k

)
+ 2F

(1)
k p2

1

]
. (G.15)

Let’s now call T the trace on the RHS of Equation (4.54). Then differentiating with
respect to φ(x) and φ(x̄) yields

Txx̄ = −1

2

∫
x1,x2,x3,x4

Gk(x1, x2)
δ2Γ

(2)
k (x2, x3)

δφ(x)δφ(x̄)
Gk(x3, x4) ∂tRk(x4, x1) (G.16)

−
∫
x1,x2,x3,x4,x5

Gk(x1, x2)
δ2Γ

(2)
k (x2, x3)

δφ(x)δφ(x̄)
Gk(x3, x4)

δΨk(x5)

δφ(x4)
Rk(x5, x1)

+
1

2

∫
x1,x2,x3,x4,x5,x6

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x)
Gk(x3, x4)

δΓ
(2)
k (x4, x5)

δφ(x̄)
Gk(x5, x6) ∂tRk(x6, x1)

+

∫
x1,x2,x3,x4,x5,x6,x7

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x)
Gk(x3, x4)

δΓ
(2)
k (x4, x5)

δφ(x̄)
Gk(x5, x6)

δΨk(x7)

δφ(x6)
Rk(x7, x1)

+
1

2

∫
x1,x2,x3,x4,x5,x6

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x̄)
Gk(x3, x4)

δΓ
(2)
k (x4, x5)

δφ(x)
Gk(x5, x6) ∂tRk(x6, x1)

+

∫
x1,x2,x3,x4,x5,x6,x7

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x̄)
Gk(x3, x4)

δΓ
(2)
k (x4, x5)

δφ(x)
Gk(x5, x6)

δΨk(x7)

δφ(x6)
Rk(x7, x1)

+

∫
x1,x2,x3

Gk(x1, x2)
δ3Ψk(x3)

δφ(x)δφ(x̄)δφ(x2)
Rk(x3, x1)

−
∫
x1,x2,x3,x4,x5

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x)
Gk(x3, x4)

δ2Ψk(x5)

δφ(x̄)δφ(x4)
Rk(x5, x1)

−
∫
x1,x2,x3,x4,x5

Gk(x1, x2)
δΓ

(2)
k (x2, x3)

δφ(x̄)
Gk(x3, x4)

δ2Ψk(x5)

δφ(x)δφ(x4)
Rk(x5, x1) .
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Using equations (G.1) and (G.10) and imposing a constant field configuration we have

Txx̄ =− 1

2
V

(4)
k δx,x̄

∫
x1,x2

Gk(x1, x) Gk(x, x2)
[
∂tRk(x2, x1) + 2F

(1)
k Rk(x2, x1)

]
(G.17)

+
1

2

(
V

(3)
k

)2
∫
x1,x2

Gk(x1, x)Gk(x, x̄)Gk(x̄, x2)
[
∂tRk(x2, x1) + 2F

(1)
k Rk(x2, x1)

]
+

1

2

(
V

(3)
k

)2
∫
x1,x2

Gk(x1, x̄)Gk(x̄, x)Gk(x, x2)
[
∂tRk(x2, x1) + 2F

(1)
k Rk(x2, x1)

]
+ F

(3)
k δx,x̄

∫
x1

Gk(x1, x)Rk(x, x1)

− V (3)
k F

(2)
k

∫
x1

Gk(x1, x)Gk(x, x̄)Rk(x̄, x1)

− V (3)
k F

(2)
k

∫
x1

Gk(x1, x̄)Gk(x̄, x)Rk(x, x1) .

Using then equations (G.8) and (G.7)

Txx̄ =− 1

2
V

(4)
k δx,x̄

∫
p1

Gk(p1)2
[
∂tRk(p1) + 2F

(1)
k Rk(p1)

]
(G.18)

+
1

2

(
V

(3)
k

)2
∫
p1,p2

Gk(p1)Gk(p2)Gk(p1)
[
∂tRk(p1)+2F

(1)
k Rk(p1)

]
eix(p1−p2)−ix̄(p1−p2)

+
1

2

(
V

(3)
k

)2
∫
p1,p2

Gk(p1)Gk(p2)Gk(p1)
[
∂tRk(p1)+2F

(1)
k Rk(p1)

]
e−ix(p1−p2)+ix̄(p1−p2)

+ F
(3)
k δx,x̄

∫
p1

Gk(p1)Rk(p1)

− V (3)
k F

(2)
k

∫
p1,p2

Gk(p1)Gk(p2)Rk(p1)eix(p1−p2)−ix̄(p1−p2)

− V (3)
k F

(2)
k

∫
p1,p2

Gk(p1)Gk(p2)Rk(p1)e−ix(p1−p2)+ix̄(p1−p2) ,

and expressing the previous equation in momentum space we obtain

Tp1p2 =− 1

2
V

(4)
k (2π)dδ(p1 + p2)

∫
p
Gk(p)

2
[
∂tRk(p) + 2F

(1)
k Rk(p)

]
(G.19)

+
(
V

(3)
k

)2
(2π)dδ(p1 + p2)

∫
p
Gk(p)Gk(p+ p1)Gk(p)

[
∂tRk(p) + 2F

(1)
k Rk(p)

]
+ F

(3)
k (2π)dδ(p1 + p2)

∫
p
Gk(p)Rk(p)

− 2V
(3)
k F

(2)
k (2π)dδ(p1 + p2)

∫
p
Gk(p)Gk(p+ p1)Rk(p) .

218



APPENDIX G. SCALAR FIELD’S CALCULATION AT ORDER ∂2 IN ESSENTIAL SCHEME

We then need to expand the previous equation for small p1; for this purpose, we make use
of the following expression

f
(
(p+ p1)2

)
= f(p2) + (p2

1 + 2 p1 · p)f ′(p2) + 2 (p1 · p)2 f ′′(p2) +O(p3
1) , (G.20)

in which primes denote derivatives with respect to p2. Equating then (G.15) and (G.19),
simplifying a common factor (2π)dδ(p1 + p2) on both sides and changing variables as p→
z = p2 we obtain

δ2

δφ(p1)δφ(−p1)

(
∂tV

(2)
k + Fk V

(1)
k

)
+ 2F

(1)
k p2

1 = (G.21)

− V (4)
k

1

2(4π)d/2
Qd/2

[
G2
k

(
∂tRk + 2F

(1)
k Rk

)]
+ F

(3)
k

1

(4π)d/2
Qd/2 [GkRk]

+

(
V

(3)
k

)2

(4π)d/2

{
Qd/2

[
G3
k

(
∂tRk + 2F

(1)
k Rk

)]
G2
k

+p2
1Qd/2

[
G′k

(
∂tRk + 2F

(1)
k Rk

)]
+ p2

1Qd/2+1

[
G′′kG

2
k

(
∂tRk + 2F

(1)
k Rk

)]}
− V (3)

k F
(2)
k

2

(4π)d/2
{
Qd/2

[
G2
kRk

]
+ p2

1Qd/2
[
G′kGkRk

]
+ p2

1Qd/2+1

[
G′′kGkRk

]}
+O(p4

1) .

By finally taking the derivative with respect to p2
1 and then the limit p1 → 0, we obtain

Equation (4.104b) .

G.2 Position space

We revisit the derivation of Equations (4.104), but now working in position space. In order
to lighten the notation, we drop the k subscript and leave it intended throughout the whole
section. Let’s commence by writing the field as

φ(x)→ φ+ δφ(x) , (G.22)

where φ is now understood as constant and if no argument is shown it means that a function
of the field is evaluated at φ. Then we write

Γ(2) +Rk = G−1 +X , (G.23)

where G−1 = −∂2 +Rk + V (2) and we define the following quantities

X = V (3)δφ+
1

2
V (4)δφ2 + . . . , (G.24)

Ψ(1) = F (1) + Y , (G.25)

Y = F (2)δφ+
1

2
F (3)δφ2 + . . . . (G.26)
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The idea now is to expand in δφ and then put the traces into the form Tr[Of(∆)] and
Tr[Oµν∂µ∂νf(∆)], where O are non-derivative operators that might depend on δφ and its
derivatives and f(∆) is expressed as

f(∆) =

∫ ∞
0

dsf̃(s)H(s,∆) , (G.27)

where H(s,∆)(x1, x2) = e−s∆(x1, x2) is the heat kernel

H(s,∆)(x1, x2) =
1

(4πs)
1
2

e−
1
4s

(x1−x2)·(x1−x2) . (G.28)

By taking advantage of the fact that at x1 = x2, we have

H(s, x, x) =
1

(4πs)d/2
,

∂µ∂νH(s, x, x) = − δµν

2(4π)d/2sd/2+1
,

(G.29)

where the derivatives act on the first argument, and therefore one can express the following
traces as

Tr[Of(∆)] =
1

(4π)d/2

∫
x
OQd/2[f ] , (G.30)

Tr[Oµν∂µ∂νf(∆)] = −1

2

1

(4π)d/2

∫
x
OµµQd/2+1[f ] , (G.31)

where

Qn[f ] =

∫ ∞
0

ds s−nf̃(s) (G.32)

are the equal to the Q-functionals (4.107).

In order to get the flow of the potential V , we then want to set X = 0 and Y = 0. The
LHS of the flow equation (4.54) at constant field is given by∫

x

[
∂tV (φ) + F (φ)V (1)(φ)

]
, (G.33)

while the trace appearing on the RHS of equation (4.54) is given by

1

2
Tr[(∂tRk + 2F (1)Rk)G] =

∫ ∞
0

ds W̃ [(∂tRk + 2F (1)Rk)G, s]Tr[H(s)]

=

∫
x

1

2(4π)d/2
Qd/2[(∂tRk + 2F (1)Rk)G] ,

(G.34)
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where we use the heat kernel expansion to calculate the trace. We therefore retrieve
Equation (4.104a).

By expanding in δφ, one we can find the term which involves δφ∆δφ on both the LHS
and on the RHS of the flow equation (4.54). On the LHS this yields

F (1)(φ) δφ∆δφ , (G.35)

while on the RHS of the flow equation we obtain

1

2
Tr[(∂tRk + 2F (1)Rk+2YRk)(G−GXG+GXGXG+ ...] (G.36)

=
1

2
Tr[(∂tRk + 2F (1)Rk)G]− 1

2
Tr[XG2(∂tRk + 2F (1)Rk)]

+ Tr[YRkG] +
1

2
Tr[XGXG2(∂tRk + 2F (1)Rk)]

− Tr[XGYRkG] + . . . .

The terms linear in X and Y do not involve derivatives of δφ so we can ignore them. In
order to obtain derivatives of δφ we commute G with X and Y which gives the two terms

1

2
Tr[X[G,X]G2(∂tRk + 2F (1)Rk)]− Tr[X[G, Y ]RkG] . (G.37)

Then we use G = G(∆) where ∆ = −∂2 to compute the commutators

[G,X] = −[X,∆]G′(∆) +
1

2
[[X,∆],∆]G′′(∆) , (G.38)

[X,∆] = X,µµ + 2X,µ∂µ , (G.39)

[[X,∆],∆] = X,µµνν + 4X,µµν∂ν + 4X,µν∂µ∂ν (G.40)

and similarly for Y where the indices after the comma denote derivatives of X with respect
to xµ. The interesting terms are the ones where two derivatives act on X or Y . So the
traces we need are

1

2
Tr[X(−X,µµG

′(∆) + 2X,µν∂µ∂νG
′′(∆))G2(∂tRk + 2F (1)Rk)] (G.41)

− Tr[X(−Y,µµG′(∆) + 2Y,µν∂µ∂νG
′′(∆))RkG] =

=
1

(4π)d/2

∫
x

(
− 1

2
XX,µµ

(
Qd/2[G′G2(∂tRk + 2F (1)Rk)] +Qd/2+1[G′′(∂tRk + 2F (1)Rk)]

)
+XY,µµ

(
Qd/2[G′RkG] +Qd/2+1[G′′RkG]

))
= −

∫
x
δφ∂2δφ

(
1

2

(
V (3)

)2 (
Qd/2[G′G2(∂tRk + 2F (1)Rk)] +Qd/2+1[G′′(∂tRk + 2F (1)Rk)]

)
− V (3)F (2)

(
Qd/2[G′RkG] +Qd/2+1[G′′RkG]

))
+O(δφ3) ,

which upon equating with Equation (G.35) completes the derivation of equation (4.104b).
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Appendix H

Gravity’s calculation at order ∂4 in
essential scheme

In this appendix we derive the flow equations in minimal essential scheme, i.e. the
scheme with renormalization conditions that fix to zero the coefficients of

√
det g R2 and√

det g RµνR
µν . Therefore, in such a scheme the ansatz for EAA at quartic order is simply

Γ̄k[g] =

∫
ddx
√

det g

{
ρk
8π
− 1

16πGk
R+ ckE

}
, (H.1)

where ρk = Λk
Gk

and E = RµναβR
µναβ − 4RµνR

µν +R2 .
The RG kernel for the quantum metric is given by (5.25), and so the LHS of (4.54) is equal
to

∫
ddx
√

det g
{(

∂t +
d

2
γg

)
ρk
8π

+

(
−
(
∂t +

d− 2

2
γg

)
1

16πGk
+ (γRicci + dγR)

ρk
16π

)
R

(H.2)

− 1

32πGk
(γRicci + (d− 2)γR)R2 +

γRicci
16πGk

RµνR
µν +

(
∂t +

d− 4

2
γg

)
ckE

}
.

The RHS of (4.54) contains two traces, one coming from the graviton contribution and one
from the ghosts contribution and in the following subsections we calculate them, denoting
the gravity trace as Tgg and ghost trace as Tc̄c.

As a final remark, note that in the calculations reported below we neglect terms pro-
portional ck in the traces: this is justified in d = 4 since in this case the corresponding
invariant is topological and so these contributions in RHS of (4.54) vanish in d = 4.
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H.1 Calculation of gravity trace

In this subsection we calculate the graviton contribution to the quantum part of the flow
equation (4.54): in particular, we insert the regulator in such a way that ∆ → Pk ≡
∆ + Rk(∆), we calculate the Hessian, we expand the argument of the trace to quadratic
order in curvature and finally we evaluate the trace using off-diagonal heat kernel techniques
[187]. We then choose the regulator to be given by

Rggk = KggRk(∆) , (H.3)

where

Kµν,αβ
gg =

1

2κ2
k

√
det g

(
gµαgνβ + gµβgνα − gµνgαβ

)
, (H.4)

and the following relation holds

∂tKgg = −ηNKgg , (H.5)

with ηN = ∂tGk/Gk. The Hessian in the gravity sector is

δ2Γ̄k
δgδg

+Kgg ·∆gf +Rggk = Kgg · (Pk + U0 + U1) , (H.6)

where

U0 = −2ρkGk , (H.7)

(U1) µναβ =
1

2
R
(
δµαδ

ν
β + δµβδ

ν
α − gµνgαβ

)
+ gµνRαβ +Rµνgαβ − 2δ

(µ
(αR

ν)
β) − 2R(µ

(α
ν)
β)

− d− 4

d− 2
gαβ

(
Rµν − 1

2
Rgµν

)
, (H.8)

and the indices in the round brackets are symmetrized. Then the gravitational trace is
given by

Tgg =
1

2
Tr

1

Pk(∆) + U0 + U1
·
(

(∂t − ηN )Rk(∆) + 2
δ

δg
Ψg
k · Rk(∆)

)
(H.9)

=
1

2
Tr
{
Gk(∆)− Gk(∆)2U1 + Gk(∆)3U2

1

}
×
{

(∂t − ηN )Rk(∆) + 2(V µν∇(µ∇ν) +W0 +W1)Rk(∆)
}
,
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where we have written

Gk(∆) =
1

Pk(∆) + U0
, (H.10)

δ

δg
Ψg
k = V +W = V µν∇(µ∇ν) +W0 +W1 , (H.11)

V µν
ρσ
αβ = γRicci

(
−1

2
δµρ δ

ν
σg

αβ + δµ(ρg
ν(αδ

β)
σ) −

1

2
gµνδ

(α
(ρ δ

β)
σ)

)
+ γR gρσ

(
gµαgβν − gµνgαβ

)
,

(H.12)

(W0)ρσ
αβ = γgδ

(α
(ρ δ

β)
σ) , (H.13)

(W1)ρσ
αβ =

1

2
γRicci

(
δ

(α
(ρR

β)
σ) −R

(α
(ρ
β)
σ)

)
+ γR

(
Rδ

(α
(ρ δ

β)
σ) − gρσR

αβ
)
. (H.14)

Defining Ṙk := (∂t − ηN )Rk(∆) , Tgg is composed by nine traces, which read{1

2
TrGkṘk(∆) ; −1

2
TrG2

kU1Ṙk(∆) ;
1

2
TrG3

kU
2
1 Ṙk(∆) ;

TrGkWRk(∆) ; −TrG2
kU1WRk(∆) ; TrG3

kU
2
1WRk(∆) ;

TrGkV µν∇(µ∇ν)Rk(∆) ; −TrG2
kU1V

µν∇(µ∇ν)Rk(∆) ; TrG3
kU

2
1V

µν∇(µ∇ν)Rk(∆)
}
.

Defining

Qn[W (∆)] :=
1

Γ(n)

∫ ∞
0

dzzn−1W (z) , (H.15)

below we report the evaluation of these traces

• 1

2
TrGkṘk(∆) =

1

(4π)d/2
1

2

∑
n

Qd/2−n

[
GkṘk

]
trAn

=
1

2(4π)d/2

∫
ddx

√
det g

{
d(d+ 1)

2
Qd/2

[
GkṘk

]
+
d(d+ 1)

12
RQd/2−1

[
GkṘk

]
+

1

180

(
d(d+ 1)

2

(
5

2
R2 −RµνRµν

)
+
d2 − 29d− 60

2
RµναβR

µναβ

)
Qd/2−2

[
GkṘk

]}
,

• − 1

2
TrG2

kU1Ṙk(∆) = − 1

(4π)d/2
1

2

∑
n

Qd/2−n

[
G2
kṘk

]
trU1An

= − 1

2(4π)d/2

∫
ddx

√
det g

{
d(d− 1)

2
RQd/2

[
G2
kṘk

]
+
d(d− 1)

12
R2Qd/2−1

[
G2
kṘk

]}
,

• 1

2
TrG3

kU
2
1 Ṙk(∆) =

1

(4π)d/2
1

2

∑
n

Qd/2−n

[
G3
kṘk

]
trU2

1An

=
1

2(4π)d/2

∫
ddx

√
det g

{
d3 − 5d2 + 8d+ 4

2(d− 2)
R2 +

d2 − 8d+ 4

d− 2
RµνR

µν + 3RµναβR
µναβ

}
Qd/2

[
G3
kṘk

]
,
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• TrGkWRk(∆) =
1

(4π)d/2

∑
n

Qd/2−n [GkRk] trWAn

=
γg

(4π)d/2

∫
ddx

√
det g

{
d(d+ 1)

2
Qd/2 [GkRk] +

d(d+ 1)

12
RQd/2−1 [GkRk]

+
1

180

(
d(d+ 1)

2

(
5

2
R2 −RµνRµν

)
+
d2 − 29d− 60

2
RµναβR

µναβ

)
Qd/2−2 [GkRk]

}
+

1

(4π)d/2

∫
ddx

√
det g (γRicci + 2(d− 1)γR)

d+ 2

4

{
RQd/2 [GkRk] +

1

6
R2Qd/2−1 [GkRk]

}
,

• − TrG2
kU1WRk(∆) = − 1

(4π)d/2

∑
n

Qd/2−n
[
G2
kRk

]
trU1WAn

= − γg
(4π)d/2

∫
ddx

√
det g

{
d(d− 1)

2
RQd/2

[
G2
kRk

]
+
d(d− 1)

12
R2Qd/2−1

[
G2
kRk

]}
− 1

(4π)d/2

∫
ddx

√
det g

{(
(d+ 1)

4
γRicci +

(
d(d− 1)

2
− d− 4

d− 2

)
γR

)
R2

+

(
− (d+ 2)

4
γRicci + 2

(
d− 4

d− 2

)
γR

)
RµνR

µν +
3γRicci

4
RµναβR

µναβ

}
Qd/2

[
G2
kRk

]
,

• TrG3
kU

2
1WRk(∆) =

1

(4π)d/2

∑
n

Qd/2−n
[
G3
kRk

]
trU2

1WAn

=
γg

(4π)d/2

∫
ddx

√
det g

{
d3 − 5d2 + 8d+ 4

2(d− 2)
R2 +

d2 − 8d+ 4

d− 2
RµνR

µν + 3RµναβR
µναβ

}
Qd/2

[
G3
kRk

]
,

• TrGkV µν∇(µ∇ν)Rk(∆) =
1

(4π)d/2

∑
n

Qd/2+1−n [GkRk]

(
−1

2
trV µ µAn + V µνAn−1|µν

)
= − 1

2(4π)d/2

∫
ddx

√
det g

{
d(1− d)

(
d

4
γRicci + γR

)(
Qd/2+1 [GkRk] +

R

6
Qd/2 [GkRk]

)
+

1

180

{
d(1− d)

(
d

4
γRicci + γR

)(
5

2
R2 −RµνRµν

)
+

(
−d3 + 31d2 − 120

4
γRicci + d(1− d)γR

)
RµναβR

µναβ

}
Qd/2−1 [GkRk]

}
+

1

(4π)d/2

∫
ddx

√
det g

{
(1− d)

(
d

4
γRicci + γR

)
R

6
Qd/2 [GkRk]

+

{
γRicci

24

(
−(d+ 4)RµνR

µν +
3d

2
RµναβR

µναβ

)
+

(1− d)

90

(
d

4
γRicci + γR

)(
5

2
R2 −RµνRµν +RµναβR

µναβ

)}
Qd/2−1 [GkRk]

}
,
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• − TrG2
kU1V

µν∇(µ∇ν)Rk(∆) = − 1

(4π)d/2

∑
n

(
−1

2
trU1V

µ
µAn + U1V

µνAn−1|µν

)
Qd/2+1−n

[
G2
kRk

]
=

1

2(4π)d/2

∫
ddx

√
det g

(
−d3 + 3d2 − 4d+ 8

4
γRicci − (d− 4)(d− 1)γR

)
×
(
RQd/2+1

[
G2
kRk

]
+
R2

6
Qd/2

[
G2
kRk

])
− 1

(4π)d/2

∫
ddx

√
det g

{
− 1

24(d− 2)

(
(d3 − 5d2 + 6d+ 4)γRicci + 4(d− 3)(d− 4)γR

)
R2

− (d− 4)

6(d− 2)
((d− 1)γRicci + 2γR)RµνR

µν

}
Qd/2

[
G2
kRk

]
,

and finally

• TrG3
kU

2
1V

µν∇(µ∇ν)Rk(∆) =
1

(4π)d/2

∑
n

Qd/2+1−n
[
G3
kRk

](
−1

2
trU2

1V
µ
µAn + U2

1V
µνAn−1|µν

)
=

−1

2(4π)d/2

∫
ddx

√
det g

{
−1

4(d− 2)

[
(d4 − 7d3 + 20d2 − 28d+ 24)γRicci + 4(d− 1)(d− 4)2γR

]
R2

+
1

2(d− 2)

[
−(d3 − 12d2 + 36d− 40)γRicci + 4(d− 1)(d− 4)2γR

]
RµνR

µν

+3

(
1− d

2

)
γRicciRµναβR

µναβ

}
Qd/2+1

[
G3
kRk

]
.

H.2 Calculation of ghost trace

In this subsection we calculate the ghosts contribution to the quantum part of the flow
equation (4.54): like in the previous subsection, we insert the regulator in such a way that
∆ → Pk ≡ ∆ + Rk(∆), we calculate the Hessian, we expand the argument of the trace
to quadratic order in curvature and finally we evaluate the trace. We then choose the
regulator to be given by

Rc̄ck = Kc̄cRk(∆) , (H.16)

where

Kµν
c̄c =

√
2

κk

√
det ggµν , (H.17)

and the following relation holds

∂tKc̄c = −ηN
2
Kc̄c . (H.18)

Since the Hessian in the ghost sector is

Kc̄c ·∆gh +Rc̄ck = Kc̄c · (Pk −Ricci) , (H.19)

227



APPENDIX H. GRAVITY’S CALCULATION AT ORDER ∂4 IN ESSENTIAL SCHEME

the ghost trace is given by

Tc̄c = −Tr

(
1

Pk
+Ricci

1

P 2
k

+Ricci2
1

P 3
k

)
(∂tRk −

1

2
ηNRk) = (H.20)

= − 1

(4π)d/2

∫
ddx

√
det g

{
dQd/2

[
(∂tRk − 1

2ηNRk)

Pk

]
+
d

6
RQd/2−1

[
(∂tRk − 1

2ηNRk)

Pk

]
+

1

180

(
5d

2
R2 − dRµνRµν + (d− 15)RµναβR

µναβ

)
Qd/2−2

[
(∂tRk − 1

2ηNRk)

Pk

]
+RQd/2

[(
∂t − 1

2ηN
)
Rk

P 2
k

]
+

1

6
R2Qd/2−1

[(
∂t − 1

2ηN
)
Rk

P 2
k

]
+RµνR

µν Qd/2

[(
∂t − 1

2ηN
)
Rk

P 3
k

]}
.

H.3 Beta and gamma functions

In this subsection we put all the contributions inside the flow equation together and we
write down the beta functions for ρk, Gk and ck and the equations for the gamma functions
γRicci and γR. In order to express everything in the curvature basis

(
R2, RµνR

µν , E
)
, we

have expressed the Riemann tensor square as RµναβR
µναβ = E + 4RµνR

µν − R2 in the
equations contained in H.1 and H.2. From the coefficient of

√
det g, we can find the beta

function of ρk by solving

(
∂t +

d

2
γg

)
ρk
8π

=
1

(4π)d/2

{
d(d+ 1)

2

(
1

2
Qd/2

[
GkṘk

]
+ γgQd/2 [GkRk]

)
(H.21)

+
d(d− 1)

2

(
d

4
γRicci + γR

)
Qd/2+1 [GkRk]

−dQd/2

[(
∂t − 1

2ηN
)
Rk

Pk

]}
.

Note that (H.21) can be also understood as an equation for γg: in fact, it is possible to fix
the value of ρ̃k tuning γg. As we discussed in section 5.4, this procedure corresponds to
impose a renormalization condition that fix the value of the vacuum energy.
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From the coefficient of
√

det g R, we can find the beta function of Gk

−
(
∂t +

d− 2

2
γg

)
1

16πGk
+ (γRicci + dγR)

ρk
16π

= (H.22)

=
1

(4π)d/2

{
d(d+ 1)

12

(
1

2
Qd/2−1

[
GkṘk

]
+ γgQd/2−1 [GkRk]

)
−d(d− 1)

2

(
1

2
Qd/2

[
G2
kṘk

]
+ γgQd/2

[
G2
kRk

])
+

1

48

((
d3 − 3d2 + 14d+ 24

)
γRicci + 4

(
7d2 + 3d− 10

)
γR
)
Qd/2 [GkRk]

+
1

2

(
−d3 + 3d2 − 4d+ 8

4
γRicci − (d− 4)(d− 1)γR

)
Qd/2+1

[
G2
kRk

]
−d

6
Qd/2−1

[(
∂t − 1

2ηN
)
Rk

Pk

]
−Qd/2

[(
∂t − 1

2ηN
)
Rk

P 2
k

]}
.

The coefficient of
√

det g R2 is

− 1

32πGk
(γRicci + (d− 2)γR) =

=
1

(4π)d/2

{
d2 + 21d+ 40

240

(
1

2
Qd/2−2

[
GkṘk

]
+ γgQd/2−2 [GkRk]

)
(H.23)

−d(d− 1)

12

(
1

2
Qd/2−1

[
G2
kṘk

]
+ γgQd/2−1

[
G2
kRk

])
+
d3 − 5d2 + 2d+ 16

2(d− 2)

(
1

2
Qd/2

[
G3
kṘk

]
+ γgQd/2

[
G3
kRk

])
+

1

960
((d− 1)d(d+ 16)γRicci + 12(d− 1)(7d+ 12)γR)Qd/2−1 [GkRk]

−
(
d4 − 7d3 + 32d2 − 76d+ 56

)
γRicci + 4

(
7d3 − 27d2 + 28d+ 16

)
γR

48(d− 2)
Qd/2

[
G2
kRk

]
+
d
(
d3 − 7d2 + 14d− 4

)
γRicci + 4(d− 1)(d− 4)2 γR

8(d− 2)
Qd/2+1

[
G3
kRk

]
−d+ 10

120
Qd/2−2

[(
∂t − 1

2ηN
)
Rk

P

]
− 1

6
Qd/2−1

[(
∂t − 1

2ηN
)
Rk

P 2

]}
,

229



APPENDIX H. GRAVITY’S CALCULATION AT ORDER ∂4 IN ESSENTIAL SCHEME

and the coefficient of
√

det g RµνR
µν is

γRicci
16πGk

=
1

(4π)d/2

{(
d2 − 39d− 80

)
120

(
1

2
Qd/2−2

[
GkṘk

]
+ γgQd/2−2 [GkRk]

)
(H.24)

+
d2 + 4d− 20

d− 2

(
1

2
Qd/2

[
G3
kṘk

]
+ γgQd/2

[
G3
kRk

])
+

1

480

((
d3 − 45d2 + 104d+ 80

)
γRicci + 4

(
d2 − 5d+ 4

)
γR
)
Qd/2−1 [GkRk]

+

(
5d2 − 46d+ 68

)
γRicci − 20(d− 4)γR

12(d− 2)
Qd/2

[
G2
kRk

]
+

(
d3 − 12d+ 8

)
γRicci − 4(d− 4)2(d− 1)γR

4(d− 2)
Qd/2+1

[
G3
kRk

]
−d− 20

60
Qd/2−2

[(
∂t − 1

2ηN
)
Rk

Pk

]
−Qd/2

[(
∂t − 1

2ηN
)
Rk

P 3

]}
.

Note that (H.23) and (H.24) are the equations for the gamma functions γRicci and γR,
which are the parameters of the RG kernel that fix to zero the value of the couplings
associated to the operators

√
det g R2 and

√
det g RµνR

µν .
Finally, from the coefficient of

√
det g E we can find the beta function of ck(

∂t +
d− 4

2
γg

)
ck =

1

(4π)d/2

{
d2 − 29d− 60

360

(
1

2
Qd/2−2

[
GkṘk

]
+ γgQd/2−2 [GkRk]

)
(H.25)

+3

(
1

2
Qd/2

[
G3
kṘk

]
+ γgQd/2

[
G3
kRk

])
− 3γRicci

4
Qd/2

[
G2
kRk

]
+

(d− 4)

1440

((
d2 − 31d− 30

)
γRicci + 4(d− 1)γR

)
Qd/2−1 [GkRk]

−3

2

(
1− d

2

)
γRicciQd/2+1

[
G3
kRk

]
− (d− 15)

180
Qd/2−2

[(
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2ηN
)
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]}
.
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