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Abstract: Recent evidence indicates that acoustic waves at frequencies below human
hearing (infrasound) are produced during tornadogenesis and continue through the life
of a tornado. The currently available tornadic infrasound data remains sparse, which
has prevented the identification of the fluid mechanism responsible for its production.
To increase the probability of detection, this thesis presents an adaptation of fixed
infrasound sensing technology to equip storm chasers that are in regular proximity
to tornadoes with mobile infrasound measurement capabilities. This approach has
and continues to increase the quantity of samples while also reducing the long-range
propagation-related uncertainties in the measurement analysis. This thesis describes
the design and deployment of the Ground-based Local INfrasound Data Acquisition
(GLINDA) system - a system which includes a specialized infrasound microphone,
GPS receiver, and an IMU package for data remote collection. This thesis additionally
presents analyses of measurements during an EFU tornado and a significant hail
event as collected by the GLINDA system. The measured signal from the EFU
tornado event notably produced an elevated broadband signal between 10 and 15 Hz
consistent with past observations from small tornadoes. Frequency peak identification
approaches are discussed in context of the EFU tornado. Utilizing the tornado event’s
frequency response magnitude as the output and a selection of wind noise pressure
and energy models considered for acoustic response forcing inputs, frequency response
system identification approaches are utilized to develop a set of transfer function
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CHAPTER I

Introduction

1.1 Motivations

Tornadoes remain a significant hazard to life and property. In the United States,

800 -1400 annually reported tornadoes claim an average of 55 lives [4; 41] with 76

confirmed fatalities in the United States in 2020 [38]. Historical approaches to de-

tecting and localizing tornadic structures have traditionally used radar as the driving

measurement device for identifying areas of likely tornadogenesis. It then follows that

many of these fatalities occur in the southeast United States due, in part, to hilly

terrain limiting line-of-sight measurements such as radar.

These limitations have, in part, motivated a search for alternative methods to sup-

port and/or supplement radar measurements in hopes of improving tornado warnings.

Infrasound, sound below human hearing (< 20 Hz), is one such possibility. Evidence

from the last three decades of study indicates that infasonic acoustic waves are pro-

duced during tornadogenesis and continue through the life of a tornado, giving poten-

tial to locate and profile tornadic events even at distances up to on order of magnitude

for modern radar detection capabilities. Specifically, infrasound in the nominal range

of 0.5 to 10 Hz has been observed coming from the same region as tornadoes that

were verified with Doppler radar and/or visual observations [7; 8; 16; 18; 24]. These

recent observations suggest that the infrasound signal may carry information specific

to the tornado structure and dynamics. The long propagation range of infrasound,

coupled with the omnidirectional, continuous coverage provided by relatively inexpen-

sive infrasound microphones could provide a significant improvement in our ability to
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detect, track, and ultimately predict and understand tornadic phenomena, as summa-

rized in Table 1.1. However, the limited availability and quality of tornado-relevant

infrasound measurement systems, coupled with the required development effort, has

prohibited the integration of these measurements into a national framework.

Tornado Radar Infrasound
Horizontal coverage Localized Directional Sweeps Omnidirectional
Temporal dynamics Rapid Periodic Scans Continuous
Low altitude effect Primary Location Ground Clutter Reflections
Core Physical Effect Latent Heat; Wind Moisture Reflections Pressure Wave Propogation

Table 1.1: Infrasound has several potential advantages over existing weather radar
measurements as a potential mechanism for tornado detection and tracking

Currently available tornadic infrasound data remains sparse, which has prevented

the identification of the fluid mechanism responsible for its production. To increase

the probability of detection and demonstrate real-time tornado infrasound processing,

this thesis adapts fixed infrasound sensing technology to equip storm chasers that are

in regular proximity to tornadoes with mobile infrasound measurement capabilities.

This system has and continues to increase the quantity of samples while also reducing

the long-range propagation-related uncertainties in the measurement analysis. This

thesis describes the design and deployment of the Ground-based Local INfrasound

Data Acquisition (GLINDA) system that collects and relays data from measurement

devices including a specialty infrasound microphone, GPS receiver, and an IMU to a

secondary processing computer board located off-board. GLINDA has been deployed

with storm chasers beginning in mid-May of 2020 and has sampled several severe

weather phenomena, including an EFU tornado in Lakin, KS. The acoustics measured

from the EFU tornado have an elevated broadband signal between 10 and 15 Hz, which

is consistent with past observations from small tornadoes. In contrast, a significant

hail event produced no notable infrasound signal compared to the spectra before

and after the event, even with rotation in the storm, which is also consistent with

past observations. These consistent observations demonstrate the ability to acquire
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valuable tornado infrasound observations from this mobile system and the capabilities

for real-time processing of data sets going forward.

This thesis is organized into four chapters. Chapter 1 reviews project motivations

and relevant literature on tornado infrasound, modelling, and system identification

approaches. Chapter 2 covers the design, development/deployment, and analysis of a

portable infrasound measurement tool carried by stormchasers for real-time monitor-

ing of tornado infrasound. Chapter 3 applies a frequency response magnitude system

identification frameworks to generate candidate models of tornadic infrasound pro-

duction mechanisms via measured tornado acoustic measurements and selected wind

noise models from literature. Chapter 4 reviews the thesis’ primary contributions and

conclusions, acknowledges limitations to the study, and provides suggestion for future

works.

1.2 Literature Review

1.2.1 Tornado Infrasound

The tornado-infrasound production hypothesis first appeared in 1960’s conferences

and only a minority of early work is available in archival journals [21]. Contemporary

tornado infrasound results continue to be reported primarily in conference papers

[7; 8; 39; 47], project reports [52], and oral presentations [24; 51]. Exceptions to this

trend include four journal articles focused on infrasound observations from tornadoes

[6; 15; 16; 18]. Bedard [6] showed that 1 Hz infrasound emissions followed the available

radar observations associated with a tornado. Bedard [6] also indicates that over 100

infrasound signals from the NOAA Infrasound Network (ISNET) were determined

to be associated with tornado and tornado formation processes; the details of the

association technique are not included in the article. Frazier et. al [18] tracked

tornadoes in Oklahoma using beamforming at infrasound frequencies. Dunn et. al

[15] detected a 0.94 Hz acoustic signature associated with an EF4 tornado in Arkansas
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using a ring laser interferometer.

Systematic infrasound observations from tornadoes and their formation processes

remain a research challenge, which continues to contribute to large uncertainties as-

sociated with the observations and the underlying fluid mechanism responsible for

its production [44]. The need for detailed tornado related infrasound observations

appropriate for archival literature motivated an effort to increase both the number

and quality of tornado infrasound observations, beginning with the 2016 installation

of a fixed, 3-microphone infrasound array on the Oklahoma State University campus.

The OSU fixed array observations have provided some of the most recent and com-

plete tornadic infrasound measurements, including infrasound associated with the 11

May 2017 EFU tornado [16]. The fixed nature of this array limited the proximity to

tornadoes and radar sites, and though 2019 included a historically high number of

tornadoes, only a few observations had both reliable infrasound and radar data [37].

To address this gap, a mobile 4-microphone infrasound array was developed [42], he-

liotrope solar hot air balloons [9] were equipped with infrasound sensors [62], and a

Ground-based Local INfrasound Data Acquisition (GLINDA) system was developed

to be carried by storm chasers. The result is a robust ecosystem of complementary

measurement technologies that are capable of improving the number and quality of

infrasound measurements near tornadoes.

1.2.2 Tornado Modelling

The topic of modelling tornado dynamics remains an open research problem. Rotunno

[54] remarks of this, “Most of what is known of the fluid dynamics of tornadoes derives

from laboratory and numerical experiments that produce vortices that share similar-

ities with what can be observed in a tornado.” In this regard, vortex chambers have

been used to simplify and select aspects of supercell structures which may produce

tornado. Here a cursory overview of two of the more influential chamber structures
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is presented with a discussion below of their limitations – the laboratory experimen-

tal model developed by Ward [63] and later revised by Church et. al [10; 11], and

the Fiedler chamber which is utilized for a series of numerical experiments. These

models were scaled and validated with parameters such as swirl ratio from tornado

measurements in literature and photographic evidence [54]. The infrasound acoustic

output has generally not been scaled to these models due to lack of comparable, ro-

bust field measurements. Additionally difficult in applying these modeling approaches

to real-time forecasting of tornadic events is the often prohibitory physical and time

constraints associated with the problems. This indicates an area where simplified

dynamic models representing the significant physical modes returned from system

identification can open new areas of analysis.

1.2.2.1 Ward Chamber

The experimental design of the Ward chamber allows for representation of the su-

percell updraft via an upward-directed fan located centrally in a cylindrical sealed

volume where angular momentum is induced via an internal rotating screen as seen

in Figure 1.1 (a). The working fluid is assumed to have constant density and dynamic

viscosity which allows for its characterization by only its kinematic viscosity. This

assumption leaves a series of six external dimensional parameters: r0, rs, h, v, and Γ

representing radius of the orifice, radius of the rotating screen, depth of the represen-

tative inflow layer, kinematic viscosity, and circulation respectively. Notably, Ward

type chambers are associated with small values of a ≡ h/r0 and r0/rs ≈ 1/2 [54].

Due to the presence of open boundaries with no known flow, this representation of a

tornadic structure produces significant challenges for extension of the analysis [54].
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Figure 1.1: Vortex chambers discussed (a) Ward 1972 [63] (Adapted from Davies-
Jones [14]) and (b) Fiedler 1995 [17]

1.2.2.2 Fiedler Chamber

To combat the issues of the open boundary with unknown flow inherent to the Ward

chamber, Fiedler [17] proposed an idealization for updraft as a closed domain con-

taining ambient rotation (figure 1.1 (b)). For the proposed model, the height of the

chamber encloses the entire updraft of the thunderstorm and represents the distance

between the ground and tropopause. The rotation of this region then corresponds

to the entire column of rotating updraft in a supercell thunderstorm. The Fiedler

chamber solutions are then dependent on two nondimensional numbers - the swirl

ratio Ω = ωh/W where W is the velocity scale defined by the buoyancy force per

mass unit (equation. 1.1) and a Reynolds number defined by ReF = Wh/v.

W =

√
2

∫ b

0

b(r, z)|r=0 dz (1.1)

As the numerical analysis solves a low-pass filtered Navier-Stokes equation through

CFD, runtime considerations cannot be neglected in context of applying these models

to real-time measurements made on the ground near a tornadic event.
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1.2.2.3 Infrasound Production Hypotheses

Petrin and Elbing [43] compiled a list of potential acoustic mechanisms which may be

associated with tornadic infrasound production (Figure ??). Latent heat sources [2],

aeroacoustic jet noise [18], radial oscillations [1; 6], and non-equilibrium effects have all

been posited and correlated to either observations or numerical results, however, none

of these approaches fully describes the tornadic infrasound signatures as measured.

Figure 1.2: Discussion of potential acoustic mechanisms associated with tornadic
infrasound production - Petrin and Elbing 2017 [43]

1.2.3 System Identification

System identification can be considered as stated by Tischler [57] - ”a process that

provides a model that best characterizes (in some least-squares sense) the measured

response to controls.” Essential to the process of system identification is the definition

of inputs and outputs for the system which are identifiable and informative. Generally

this requires the collection of high-quality data for input and output for the system to

be identified [57]. A hypothesis for a simplified tornado acoustics block diagram can

be seen in Figure 1.3. Here the selection of acoustics for output is pre-selected. As

noted in White et. al [64], further simplification to the process map can be obtained
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by making measurements in the near field which mitigates propagation and allows

the assumption P ≈ I to be considered valid (Figure 1.4).

Figure 1.3: Simplified tornado acoustic block diagram showing path from universal
input through measurement (White et. al [64])

Figure 1.4: Reductions to tornado acoustic block diagram with short range measure-
ments(White et. al [64])

Selection of input variable and collection of the associated data remains an chal-

lenge for robust system identification analysis from field measurements. Lewellen [30]

determined that pressure measurements in a tornado should be made with a temporal

resolution of above 1 hertz to sufficiently resolve the characteristics of a tornado, how-

ever, Karstens et. al [26] notes that only measurements from Winn [65] meet these

standards for pre-2002 events. Karstens et. al [26] additionally notes that ”because of

the inherent logistical difficulties of placing near-ground instrumentation in the path

of a tornado, only a few such measurements in tornadoes exist.” Advancements for

measuring apparatuses capable of operating in atmospheric conditions like tornadoes

are an area of expanding research [53; 49], but insufficient data exists in relevant
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environments correlated to infrasound measurements for identification of the tornado

dynamics block, T, at this time. In chapter 3, a selection of energy and pressure

models will be discussed and utilized as input for the acoustic production process and

subsequent analysis.
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CHAPTER II

Ground-based Local INfrasound Data Acquisition (GLINDA) system

This chapter1 focuses on the design, deployment, and recent results from the mobile

stormchasing unit (GLINDA). The GLINDA unit provides a tool to mitigate uncer-

tainties associated with atmospheric propagation by acquiring targeted close range

measurements from verified tornadoes. The GLINDA unit was deployed with storm

chasers (Val and Amy Castor) beginning in the 2020 tornado season, and continues

to provide valuable real-time measurements.

This chapter is organized as follows. Section 2.1 outlines the design goals, design

process, and calibration procedure for the GLINDA unit. Section 2.2 covers the real-

time processing needs and an analysis approach to achieve those goals. Section 2.3

describes two example storm measurements (a tornado and hail-producing storm)

recorded by the unit during the 2020 storm season and used to verify its operation.

Section 2.4 shows calibration, spectral, and peak identification results for the installed

unit and the example storms.

2.1 GLINDA Design and Calibration

In this section, system design goals are identified, and techniques for hardware compo-

nents, computational platforms, and data handling for collection and retention prior

to analysis.

1Chapter is adapted from the manuscript under review: White, Brandon C., Elbing, Brian R., and
Faruque, Imraan A., Infrasound measurement system for real-time in-situ tornado measurements
Submitted: European Geosciences Union’s Atmospheric Measurement Techniques, 05/26/2021.
https://www.atmospheric-measurement-techniques.net/
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2.1.1 System Design

The primary measurement system goals were: (a) microphone signal resolution of

20mPa or better to provide comparable infrasound feature resolution to existing fixed

arrays [16], (b) positioning resolution under 10 m to provide comparable or better

accuracy to current NOAA-reported tornado coordinates, and (c) ”real-time” remote

data relay, where real-time is defined as at or exceeding weather radar update fre-

quencies (approximately once per 90 seconds).

2.1.1.1 Infrasound Microphone

GLINDA uses an off-the-shelf infrasound microphone (Model 24, Chaparral Physics),

the same model used for the fixed 3-microphone array near Oklahoma State University

[16]. The microphone has a sensitivity of 401 mV/Pa at 1 Hz and a flat response

from 0.1-200 Hz to within -3 dB (flat to within -0.5 dB for 0.3 to 50 Hz). The typical

frequency response for this model of microphone is provided in Figure 2.1. The noise

for this microphone at 1 Hz was -81.6 dB relative to 1 Pa2/Hz. The microphone

was mounted on the floorboard of the storm chasing truck as shown in Figure 2.2.

Concerns about the ability to suppress wind noise motivated the mounting inside of

the truck cab and, consequently, no additional windscreen was implemented. The

maximum signal output for the microphone is 36 V peak-to-peak, and the analog

output signal was sampled at 2050 Hz. By sampling at greater than 2000 Hz, GLINDA

avoids aliasing in the frequency band of interest. A calm-day measurement from the

system is provided as a baseline measurement in Appendix B.

2.1.1.2 Sensor Components

In addition to the infrasound microphone, GLINDA monitors and records data from

an inertial measurement unit (IMU), a Global Positioning System (GPS) receiver,

and the analog-to-digital converter (ADC) that was connected to the analog output
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Figure 2.1: Typical frequency response curve for a Model 24 (Chaparral Physics)
microphone, which was used for this deployment of GLINDA. Credit: Chapparal
Physics.

Figure 2.2: Image of GLINDA-housing storm chasing vehicle showing approximate
location and configuration of install.

from the infrasound microphone. An illustration of data flow for the upload pro-

cess from each of the sensors is provided in Figure 2.3. The IMU, GPS, and ADC

were sampled at 100 Hz, 1 Hz, and 2050 Hz, respectively. The microphone ADC

(ADS1115, Adafruit Industries) has a 16-bit resolution and signal voltage tolerance

of ±5V, giving a quantization increment of 76µV. Since the microphone outputs a

differential signal reading of 0-36 V, a voltage divider circuit was implemented with

12



Figure 2.3: Flowchart for acquiring and uploading of data from GLINDA

gain ratio of 13.6% to ensure the measured signals fall within the ADC tolerance. The

nominal microphone sensitivity of 401 mV/Pa provides a pressure resolution of 1.4

mPa, keeping GLINDA’s quantization error below the existing fixed array’s typical

noise floor of 20 mPa observed during severe storms with high winds [16]. The GPS

unit (746 Ultimate GPS Breakout Ver 3, Adafruit Industries) provides position and

velocity accuracy of 1.8 m and 0.1 m/s respectively. 1.8 m radially is accurate to

approximately 0.00001o for data collection latitudes. For comparison, current NOAA

tornado reports typically provide GPS coordinates with three to four decimals, and

the system positioning accuracy exceeds these estimates. Each measurement is time-

stamped and stored locally until export processes are initiated.

2.1.1.3 Computing Platform

The mobile GLINDA hardware is built on a Raspberry Pi 3B+ platform with a Rasp-

bian distribution. The scripts were written in Python 3.7 and implement Adafruit

libraries for reading the attached sensor packages over I2C and serial/UART connec-

tions. Upon startup, the system initializes all sensors for data collection and continues

recording until loss of power. Data is saved every 10 s to ensure minimal loss in the

event of unexpected shutdown. Each data file is timestamped by the local system

with time coordinated via Network Time Protocol thorough the Pi board. A system
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service initializes and maintains data uploads to a GitHub repository.

2.1.1.4 Installation and Deployment

For the 2020 tornado season, GLINDA measured from within the cab of a storm

chasing truck operated by Val and Amy Castor (see Figure 2.2), which provided live

coverage of severe storms for a local news station in Oklahoma City, OK (News 9).

GLINDA was installed during the first week of May 2020. It was powered by 1500

W inverters (Strongway), which also power the vehicle’s other weather observation

systems. The 60 Hz signal produced by the inverters is outside of the frequency band

of interest. A small port in the roof of the vehicle allowed the GPS antenna to be

routed outside of the cab for improved connectivity. Data size is limited by a power

switch integrated into the vehicle dash.

2.1.1.5 Data Recovery

An illustration of the data flow from download through processing is provided in

Figure 2.4. GLINDA maintains an internet connection via a router in the storm

chasing vehicle that is primarily used to provide live video and audio to the local

news outlet during storm chases. While connected to the internet, GLINDA scans the

data storage directory for new or modified files resulting from sampling of the sensor

packages. An upload commit is generated to push new or updated files to the online

repository (GitHub). File uploads for the system are conducted at regular intervals,

typically at ∆t < 60 s. Further discussion on selection for timing considerations is

provided in section 3.1.

2.1.2 Calibration

To create a broadband acoustic and infrasound signal with sufficient excitation en-

ergy over the frequency bandwidth of interest, the GLINDA system was calibrated
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Figure 2.4: Data flow for processing, display, and storage

utilizing a series of impulsive acoustic signals generated from a 20-gauge shotgun

discharged at < 2 ft range and oriented approximately 120 degrees from the unit in-

stalled in the vehicle model cabin (2019 Ford F-150). A gunshot was used to generate

the impulsive signals of the test to generate significant acoustic and infrasonic spectra

with similar magnitude. Two series of three gunshots were completed in cabin config-

urations of windows up and down. The gunshots from each configuration were then

compiled into a single data series for frequency domain analysis using approximately

1 s sections of recording containing each shot (approximately 0.1 s ringing). By com-

paring the signal measured outside of the vehicle to the interior microphone signal,

an experimental transfer function was identified for the acoustic impact of the vehicle

over the frequency band of interest. A frequency domain model fit to the magnitude

measurements was used as the transfer functions for the window up and down cases.

2.1.3 Real-time display interface

To provide continuous monitoring and rapidly identify temporal trends in acoustic

measurements allowing storm chasers to include infrasound signals in tactical decision-

making, a web interface was developed that displays the GLINDA measurements in

near real-time (Fig 2.5). The primary visualizations of the data are a spectrogram

displaying near real-time frequency decompositions and a maps API displaying the

location of the storm chasing unit via GPS. In addition to visualizing current mea-
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Figure 2.5: Example visualization of GLINDA-monitoring web interface

surements, a slider for time and date allows browsing historical data.

2.2 Analysis approach

In this section, a real-time analysis approach is developed that provides high-resolution

spectral measurements over the region of interest, and provides robust peak-detection

and finding routines.

2.2.1 Real-Time Processing Qualifications

Traditional weather monitoring of severe weather, such as tornadoes in the United

States, is completed via radar analysis. The United States National Weather Ser-

vice (NWS) utilizes a wide-spread network of weather radars (most notably Weather

Surveillance Radar, 1988 Doppler or WSR-88D) to provide the most accurate and

frequent images available [61]. Development of scanning methods that decrease time

intervals between low-angle atmospheric sweeps for the WSR-88D have been the sub-

ject of repeated study and implementation [13]. The current methodology for mini-

mizing the interval between scans is the Multiple Elevation Scan Option Supplemental
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Radar Measurement Method Update Time (s)
Full Volume Scan - WSR-88D 270

0.5o Scan, SAILS(x1) - WSR-88D 147
0.5o Scan, SAILS(x2) - WSR-88D 108
0.5o Scan, SAILS(x3) - WSR-88D 89

Table 2.1: Average minimum wait time between low-inclination update scans for
varieties of WSR-88D scanning methods

Adaptive Intra-Volume Low-Level Scan or MESO-SAILS. The average time between

MESO-SAILS scans at the 0.5 degree radar inclination is provided in Table 2.1 and

implies that GLINDA should target measurement intervals of ∆Tm ≤ 90 s to be com-

parable with current radar technology.

The update rate requirements (> 90 s), data generation rate, and desired band-

width usage is used to identify the maximum length of an individual recorded segment

that keeps pace with radar as

89 ≥ ∆Tt = ∆Tm + ∆Tu =
RG∆Tm
0.1Ru

+ ∆Tm, (2.1)

where RG is the rate of sensor data production, Ru is the minumum connection speed

expected, total time between measurements (∆Tt) is the sum of the time interval of

data collection and the time required to upload the data (∆Tu), and GLINDA data

usage is limited to less than 10% of the available bandwidth. For the GLINDA unit,

RG = 70 Kb/s and the upload constraint is 1.35∆Tm ≤ 89 seconds.

2.2.2 Spectral transformation

In 2020, GLINDA recorded several chases during severe weather events, including

a dust storm, gustnado, and significant hail events. This paper analyzes the data

acquired during a tornado-producing supercell including tornadogensis and a severe

hail event without tornadic activity. Traditionally the frequency decomposition of
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a time-domain signal is performed using a Fast Fourier transform (FFT) that gives

fixed frequency domain resolution over the 0 Hz to the Nyquist frequency (≈ 1000

Hz) range. For the oversampled case, a large number of these points would be outside

the frequency band of interest. In this study, we used the oversampling to reduce the

frequency domain error by implementing a Chirp-Z transform (CZT) to allow the

frequency domain resolution to be directed only across a desired frequency band [48],

which is advantageous because the frequency band of interest for the current work is

a relatively small fraction of the band returned by the FFT (≤ 10%). Thus the CZT

produces higher resolution over the desired range relative to an FFT. The CZT also

has the advantage of reducing the required processing time given the narrowed band,

which is critical for enabling real-time analysis of infrasound measurements. However,

due to the data sizes presented in the current study the CZT and FFT had negligible

runtime differences. The CZT, defined in equation 2.2, takes a time domain series of

N points, x(n), and transforms it into the complex Z-domain at a finite number of

points along a defined spiral contour z(k) returning frequency domain signal, X(k).

Here z(k) is a function of a complex starting point A, the complex ratio between

points W , and the number of spiral contour points M . For storm analyses over

expected frequency bands previously associated with tornadic acoustics, a complex

spiral was defined as given in equation 2.3, which corresponds to a band of 1-250 Hz

with a frequency resolution of ∆f = 0.125 Hz. A ten minute selection of microphone

data was selected from one hour before the event, spanning the event, and one hour

after the event for each case presented. The ten minute intervals were windowed using

Hanning windows with 60% overlap and segmented into 15 s lengths.

X(k) =
N−1∑
n=0

x(n)z(k)−n, z(k) = AW−kk = 0, 1, . . . ,M − 1 (2.2)

A = e2πi/1000, W = e(2π/1000)(249/2000)i, M = 2000 (2.3)
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Figure 2.6: Frequency domain model structures considered and two-stage model fit-
ting process.

2.2.3 Peak identification

To robustly identify the frequency domain peak in real-time, a model-based approach

was taken using a two-stage process to compare magnitude fits to the four frequency

domain model structures shown in Figure 2.6. Each fit was derived by minimizing the

mean-squared error (MSE) between the measured SPL (Ỹ ) and frequency response

magnitude of the transfer function (|H|) as Eq 2.4.

MSE =
100Hz∑
f=0.1Hz

(Ỹ (f)− |H|(f))2 (2.4)

2.3 Observations

In this section, two significant weather events measured by GLINDA during the Spring

2020 tornado season and selected for detailed analysis in this study are described.

2.3.1 Tornado Event (22 May 2020)

A cold front that pushed in from the northwest of Kansas late on 21 May 2020 and into

the early hours of 22 May 2020 produced several severe storms. One storm, pictured
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in Figure 2.7, produced a tornado near Lakin, Kansas. The tornado touchdown at

0011 UTC at coordinates (37.802, -101.468) and ended at 0024 UTC at coordinates

(37.7982, -101.4387). It was 2.83 km (1.76 miles) in length, had a maximum damage

path width of 137 m (150 yards), and was classified as an EFU by the NWS because

it tracked over an open field that produced insufficient recorded damage for reliable

categorization [35]. The storm chasers, equipped with GLINDA, intercepted the

tornadic storm system shortly prior to tornadogenesis. The intercepting storm chasers

were located approximately 4 km SSE of the tornado during tornadogenesis.

Figure 2.7: (Left) Picture of the storm system that produce the tornado near Lakin,
KS on 22 May 2020. (Right) Picture of the Lakin, KS tornado. Photo credit: Val
and Amy Castor.

2.3.2 Large Hail (22 May 2020)

The day after the Lakin EFU tornado, a stalled outflow boundary intersected a dry-

line resulting in the firing of numerous severe thunderstorms. One of these large

supercell storms produced baseball-sized hail as it moved over southern Oklahoma.

The GLINDA equipped storm chasers intercepted the storm as it moved through Co-

manche County and produced 25.4 mm (1 inch) hail at 2315 UTC on 22 May 2020

near the coordinates (34.62, -98.75) [36]. This storm did exhibit weak rotation at

times, but a tornado was never produced.
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2.4 Results

In this section, the calibration results are presented, the frequency domain analysis

of the two storms are compared, and the peak finding routine is applied to signals

with an infrasound rise. The spectral comparison shows a rise in infrasonic signals

in the presence of a tornado-producing supercell near tornadogenesis. The rise is

statistically significant with respect to the signal noise and standard deviation, and

does not appear after the tornado or in a non-tornadic hail storm which contained

rotation.

2.4.1 Calibration
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Figure 2.8: Experimental transfer function data and fitted models for windows up
and windows down configurations

Figure 2.9 provides the measured frequency response as obtained through calibra-

tion described in section 2.1.2 for a windows up and down configuration. A frequency

domain model fit to the magnitude measurements then gives transfer functions Hu(s)

and Hd(s) for the window up and down cases (Equations 2.5 and 2.6), respectively.

These transfer functions are compared in Figure 2.9.
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Hu =
0.22(s+ 31.5)2

(s+ 377)2
(2.5)

Hd =
0.79(s+ 18.8)2

(s+ 471)2
(2.6)
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Figure 2.9: Comparison of models for windows up and windows down configurations

The spectral analysis and peak finding algorithm in section 2.4.3 is discussed

relative to the recorded signal (as implemented in the real-time workflow). This im-

plementation neglects the calibration of the truck bed. For analysis of the underlying

physical mechanisms responsible for tornado infrasound or for comparison between

multiple units, the truck’s acoustic response may be removed by applying the inverse

of the calibration transfer function.

2.4.2 Spectral results

The spectral contents recorded on GLINDA before, during, and after the Lakin tor-

nado are compared in Figure 2.12. To reduce the effect of the significant spectral

slope, a linear regression was computed as SPL change (dB) per frequency decade

for pre-, post-, and during event conditions as defined in equation 2.7 and over the
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Figure 2.11: Linear fit parameters

frequency range of [1, 250] Hz. The trendlines have slopes within 0.5 dB/decade of

each other as shown in Figure 2.11, while the varied 1 Hz intercepts also suggest

an overall rise in spectral energy content across the band of interest during tornado

interception. Acoustic work often associates broadband SPL rise below 500Hz with

wind [31; 32; 34], which does not necessarily extrapolate to the sub-acoustic region

under consideration here.

X̂SPL(f) = a0 log10(f) + a1 (2.7)

The variance about the best fit curve for each case illustrates the noise reduction

in frequency domain due to windowed averaging. The raw and windowed variances for

the pre-, post-, and during tornado intervals are provided in Figure 2.10. This com-

parison shows that the frequency-domain averaging provided by windowing reduced

the numerical variance from 33-35 dB in the raw transform to 2.9-5.9 dB variance

in the windowed transform. This noise reduction significantly improves the ability
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to resolve features with changes in the 3-6 dB magnitude range. From this variance

reduction, the elevated signal in the 10 to 15 Hz frequency band during the tornado

is made more apparent. The center of this frequency band (10-15 Hz) shows a 9 dB

rise above the linear fit, and this rise over this frequency band is not present one-hour

prior to or one-hour following the tornadic activity.

The 10-15 Hz elevated frequency band during the tornado accounts for 3.3 dB

(and therefore the majority) of the variance during the tornadic event and the peak

falling within this range is consistent with this being a relatively small tornado. Tor-

nado infrasound is consistently reported with a fundamental frequency in the 0.5 to

10 Hz range [6] with the smaller the tornado the higher the frequency. Elbing et. al

[16] observed a similar small EFU tornado and its fundamental frequency was esti-

mated to be 8.3 Hz. These observations are nominally consistent with the analysis of

Abdullah [1] that predicts fn = (4n + 5)c/4d, where fn is the frequency of mode n,

c is the speed of sound, and d is the diameter of the vortex core. There are funda-

mental issues with this analysis, but all of the results published in archival journals

[6; 18; 15; 16] nominally follow this trend (though generally aligning better with the

first overtone, n = 1). Thus it is appropriate to use this relationship as a nominal

empirical relationship. This analysis predicts that a tornado with a fundamental fre-

quency of 12.5 Hz would have a vortex core diameter of 34 m. Past observations

indicate that this estimate is likely to be low and the actual tornado core that would

produce a 12.5 Hz fundamental frequency would fall in the range of 35-90 m. This

is still below the reported maximum damage path width (137 m). However, having

a similar magnitude is likely all that can be expected given the uncertainty in the

analysis, damage assessment (both estimated values as well as only reporting the

maximum), and relationship between vortex core and damage width. Note that the

largest tornadoes have core diameters well in excess of 1000 m [59; 60].

The spectral content associated with the Commanche County hail event is shown
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Figure 2.12: Frequency domain GLINDA data during the Lakin, KS tornadic event
that occurred from 0011 UTC to 0024UTC on 22 May 2020

in Figure 2.13. As with the Lakin tornado analysis, calculation of best fit lines

(defined in equation 2.7 with fitting parameters listed in Figure 2.11) show over 30

dB reduction for windowed spectra as listed in Figure 2.10. The linear best fit lines

for the hail event do not show significant SPL differentials between the three intervals

(pre-, post-, and during the hail) at the lower end of the measurement range < 10

Hz. The slope of the fit during the hail event is 3 dB/decade higher than the pre- or

post-events which creates a SPL difference of up to 5 dB over the band of interest.

Unlike the Lakin EFU tornado, there was no clear rise in SPL in the 10 to 15 Hz

band. However, smaller rises near 50 and 80 Hz for the event spectra are present with

a peak of 6 dB relative to the linear best fit. It is unclear what is responsible for these

peaks, but these features are at frequencies above what is typically associated with

severe weather (though some overtones have produced signals in the audible range).

In the frequency range of interest (nominally 1-10 Hz), there is no apparent signal

that was produced. This is consistent with past observations that have noted that

hail producing storms without tight rotation typically do not produce an infrasound

signal [44].
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Figure 2.13: Frequency domain infrasound measured with GLINDA during the Co-
manche County hail event at 2315 UTC on 22 May 2020.

TF Form MSE (dB2)

k0 +
a1
s

6.98
a0

s+ a1
3.28

a0
s2 + a1s+ a2

5.31

a0
s3 + a1s2 + a2s+ a3

(Did not converge)

Table 2.2: Mean-Squared Error for various first stage curve fits to raw data

2.4.3 Peak identification results

For the tornadic measurements, an infrasound peak was present and the results of

the two-stage model fitting process in Figure 2.6 are presented in Tables 2.2 and 2.4.

From the first stage model fits, a first order fit has the lowest mean-squared error

(MSE) between the tested transfer function models. The first order model and second

order model were further investigated through a second stage transfer function model

fitting. To develop the second grouping of models, the difference between the raw data

and the first stage models was compared to an more select group of transfer functions

based on observable characteristics in the resulting difference signal - namely the rise
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Figure 2.14: First stage model fit to Lakin, KS tornado infrasound/low-sonic mea-
surements

over the 10-15 Hz band and the flat region in the audible range. Results of the overall

model fits comprised by adding the fitted models from the secondary analysis to the

first stage model fit are presented in Table 2.3 where values of the percent errors for

detected frequency for the peak (Eq 2.8) and detected peak magnitude (Eq 2.9) were

calculated relative to manually gathered values. The MSE for the combined fits is

additionally presented.

Efp = |fp − f̂p
f̂p

| (2.8)

E|H|p = | |H|p − Ŷp
Ŷp

| (2.9)

The model structure fitting process is a nonlinear minimization that is prone to

local minima or poorly fit terms. To examine the robustness of the model fits to

differing initial guesses, a Monte-Carlo approach to fitting model uncertainty was

implemented by taking one thousand initial parameter guesses uniformly distributed

over one order of magnitude surrounding what is an expected range of values.

Although H2,2,Z has the lowest overall MSE and percent error for peak magni-

tude, the coefficients returned by the optimization process are of large order and have

27



10
0

10
1

10
2

Frequency, f (Hz)

-10

-5

0

5

10

S
P

L
, 
(d

B
)

Lakin Data - H
1

H
2

H
2,Z

10
0

10
1

10
2

Frequency, f (Hz)

-10

-5

0

5

10
Lakin Data - H

2

H
2

H
2,Z

Figure 2.15: Secondary curve fits to Lakin, KS tornado measurements with select
first stage fits subtracted

significantly larger adjacency value bounds as compared to first stage, first order

fits creating over-fitting concerns (Table 2.4). H1,2,z by contrast does not produce

similarly large coefficients and low adjacent value bounds. These fit parameters are

achieved while only producing a 3 percentage point increase in the peak percent error

and 0.8 dB2 mean square error over the frequency band suggesting it may be a more

viable model candidate. An additional round of fits was completed for the H1,2,Z

model structure implementing a log frequency weighting to the mean-squared error

formulation in 2.4 as a decadal Gaussian distribution centered on f = 10 Hz. The

weighting scheme decreased E|H|p by 12% in exchange for fp and MSE increasing

3%. Because the focus of this modelling approach is largely concerned with peak

frequency identification, the usage of this weighting method was not further imple-

mented for usage in real-time operation. In alternative operation concerned more

with peak magnitude identification, this presents a potentially appealing alternative

to unweighted MSE minimization approaches.
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Fit Name Stage 1 Stage 2 Efpeak
(%) E|H|peak

(%) MSE (dB2)

H1,2
a0

s+ a1

b0
s2 + b1s+ b2

99.3 111.4 64.9

H1,2,Z
a0

s+ a1
b0

(s+ b1)
2

s2 + b2s+ b3
6.6 8 1.82

H2,2
a0

s2 + a1s+ a2

b0
s2 + b1s+ b2

99.3 45.9 5.32

H2,2,Z
a0

s2 + a1s+ a2
b0

(s+ b1)
2

s2 + b2s+ b3
8.2 5.3 1.08

Table 2.3: Fit parameters for the four model structures.
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CHAPTER III

Experimental Identification of Tornado Acoustic Production Dynamic

Model

In the previous chapter, a set of transfer function candidates were presented which

correspond to an assumed uniform input across the frequency band, however, this

was assumed without discussion. In this chapter a more systematic review of problem

formulation is presented in section 3.1. A review of wind noise models from literature

is presented in section 3.2 considering the models as hypothetical forcing functions

on the acoustic production system. For each reviewed literature model, a magnitude-

based frequency domain model identification is completed to define an equivalent

dynamic system for acoustic production mechanisms. The results of these fits are

given in section 3.3 with overall discussion presented in section 3.4.

3.1 System Description

In chapter 1, a simplified block diagram was presented and is reintroduced below as

figure 3.1. This chapter revisits the formulation of the problem with emphasis placed

on the acoustic production block, A, and breaks the block into two substructures - A0

which describes a model of the energy or pressure spectra associated with supercell

characteristics and A1 which models a transfer function relating the energy cascade

structure to the acoustic output of the system. In section 3.2, a set of models are

supposed for A0 which correlate to tornadic wind expectations and magnitude-based

frequency response curve fits are utilized to identify candidate model structures for

block A1.
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Figure 3.1: Block diagram for tornado acoustics measurement system with acoustic
production function broken out

In 1922 Richardson [50] quipped of turbulence, ”Big whorls have little whorls

Which feed on their velocity, and little whorls have lesser whorls and so on to viscos-

ity.” The transfer of energy from large scales of motion to small scales in turbulent

flows is described generally by an energy cascade based on physical scaling properties

of the flow where the energy transfer is predominantly local in between fluctuations

of nearly the same size [46]. Kolmogorov [28] dimensionally defined a scaling factor,

η, as function of fluid kinematic viscosity, v and dissipation rate of energy, ε (equa-

tion3.1) which scale wavenumbers for the energy cascade. The dissipation rate of

energy can be described as a proportional relationship between characteristic length,

L, and characteristic velocity, U , as in equation 3.2. Results have been shown over

the range 0.08 - 0.33 [12; 19; 46; 55] the constant Cε in equation 3.2. The values U

and L are examined on order of magnitude, therefore a nominal value of Cε = 0.1

within this range is used for calculation.

η = (
v3

ε
)1/4 (3.1)

ε = Cε
U3

L
(3.2)

A classical depiction for the energy cascade is presented in figure 3.2. For the

energy cascade, there are three primary regions of interest - the integral scale, the
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Figure 3.2: Annotated energy cascade diagram for atmospheric parameters during
tornadic events

inertial scale, and the Kolmogorov scale which correspond to energy producing eddies,

energy transfering eddies, and energy dissipating eddies respectively. The inertial

scale is defined by a nearly constant slope over the associated wavenumbers as energy

is transfered to smaller eddies. Scaling wavenumber by the Kolmogorov scale, the

inertial range is upwardly-bounded by wavenumber kη = 1/η where viscosity becomes

more significant and dissipation occurs over these eddies [28]. The lower bound for

the inertial range is not universally defined, as it is a function of Reynolds number,

however, it can be well-approximated as kI = 1/L [46].

A characteristic length scale L ≥ 10 km and velocities in excess of U = 20 m/s

are associated with supercell storm structure and maximum tangential velocity flow

field values [27; 54].

These values are used in determining a relevant kI and kη for the tornado infra-

sound structure. The resulting wavenumbers can then be transformed to frequency

domain representations fI and fη respectively from the definition of wavenumber as

defined in equation 3.3, where c = 343 m/s nominally is the speed of sound. This
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returns fI = 0.005 Hz and fη = 123 kHz (Fig 3.2). Because the expected frequencies

of tornadic infrasound are around 10 Hz, it can be seen by comparison to the bounds

that interest lies in the inertial range exclusively by nearly two frequency decades

above and below.

f =
kc

2π
(3.3)

In the following sections, a tornadic supercell storm system is considered from

literature corresponding to the above values. As can be seen in figures 3.2 and 3.4,

over the inertial range, forcing models have decaying amplitude with frequency which

impacts how many resulting identified fits are proper with respect to transfer function

order. Over the integral range, amplitude increases with frequency up to the limit

fI . Over the analysis region [1, 100] Hz, solving the bounding frequency again as

kI = 1/L and converting to frequency as equation 3.3 returns the minimum necessary

characteristic length for fI ≥ 1 Hz as L1Hz ≤ 55 m. For the integral range to approach

the frequencies associated with tornado infrasound as measured by the GLINDA unit

(fI ≥ 10 Hz) , the required length changes to L10Hz ≤ 5 m. The recorded tornado

returned an estimated diameter of 137 m at maximum which is well over these required

diameters.

3.2 Selected Input Structures

In this section, a set of energy and pressure

3.2.1 White Noise Input

White, Gaussian noise (WGN) is defined as a signal with constant autospectral den-

sity and can be considered to have uniform magnitude across all frequencies repre-

sented as equation3.4 [45]. As such, the relation between inputs and outputs can be

simplified as equation3.5. Recall section 2.4.3 where a transfer function model was
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previously curve fit directly to the tornado event acoustics measured by the GLINDA

system. This curve fit can additionally be considered the result for A1 with the

assumption of a white noise input spectrum and equation3.5.

A0,WGN(f) = 1 (3.4)

Y (f)

X(f)
= A1�

�>
1

A0 = A1 (3.5)

3.2.2 −5/3 Power Law

The 1941 Kolmogorov analysis described previously also identified that within the

inertial range that kinematic viscosity is largely negligible [28; 29]. For this to be

possible, the wavenumber must be raised to the -5/3 power by dimensional analysis.

For decades since this was proposed, experimental data has supported this hypothesis

[46]. It then follows through his analysis that eddies between the energy producing

scale (kI) and energy dissipating scale (kη) must scale with a -5/3 power law for the

turbulence’s energy distribution [28; 29].

Effectively, Kolmogorov’s hypotheses stated that the distribution of energy, E,

within the fluid follows a somewhat simple formula of wavenumber, characteristic

length, and characteristic velocity as described by equation 3.6. Here, C5/3 is a

constant which has been approximated as 1.6 [25; 66; 67]. Ortiz-Suslow and Wang

comments of the -5/3 power law, ”Since it was proposed, this theory has formed

the basis by which we conceptualize and study fluid turbulence. In the atmosphere,

this 5/3 power law is used to study the fundamental physics underlying some of our

most pressing problems: forecasting storm intensity, climate-regulating atmosphere-

ocean exchange, and ocean wave growth.” [40] This model is considered valid over

the inertial range although loses accuracy exponentially beginning around kη = 0.2
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( 24.6 kHz for the supercell system) [68].

E(k) = C5/3ε
2/3k−5/3 (3.6)

3.2.3 −7/3 Power Law

Similar to Kolmogorov’s dimensional analysis of energy fluctuations through the ve-

locity field, George et al. [20] alternatively developed spectral models for turbulent

pressure fluctuations. This model was created by directly Fourier transforming the in-

tegral solution to the Poisson equation. They then showed that the pressure spectrum

consists of two source terms - a turbulence-turbulence interaction of the k−7/3 over

the inertial range and dominates the high-wavenumber region and the mean shear-

turbulence interaction that is dominant in the energy-containing range and falls off

as k−11/3 in the inertial range [20].

Over the inertial range, an additional pressure spectrum equation with a -7/3

power law (equation3.7) is consistent with Kolmogorov’s dimensional analysis and

previous theoretical models [5; 20]. The -7/3 power law additionally has been val-

idated under sufficiently high Reynolds number conditions by experimental results

and simulation [22; 58]. For this equation, C7/3 ≈ 8 is reported [23].

P (k) = C7/3ε
4/3k−7/3 (3.7)

3.2.4 1/fn Models

Audible wind noise has a primary origin in turbulences. Strasberg [56] developed a

mathematical description of the measured spectra of wind noise under wind screen

tests stating that the logarithmic spectrum level Llog of the wind noise signal may be

written as equation for frequency, f , characteristic wind speed, U , and wind screen

diameter, D.
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Llog(f) = 67 + 63 log10(U)− 33 log10(f)− 23 log10(D) (3.8)

The loudness level Llog is computed to a reference sound pressure of 20 µPa

which Nelke [33] transformed into a linear representation of the sound pressure spec-

trum given by equation 3.9. This relationship was derived empirically for long-term

wind measurements (≥ 60 s) and yields two important proportionality relationships:

P (f) ∝ U3.15 and P (f) ∝ 1/f 1.65 [33].

P (f) =
(20× 10−6)(103.35)(U3.15)

f 1.65D1.15
(3.9)

Comparing the -5/3 power law and the Nelke model reveals a near-equivalent

relationship with frequency content as −5/3 ≈ −1.65. The 0.01 difference in powers

generates less than 1% difference in slope and, over the region of interest, a generally

negligible difference in magnitude change. A significant difference between the -

5/3 power law and the Nelke model is the lack of inclusion of a term related to

characteristic length for the storm system in Nelke’s analysis. The roll of velocity is

additionally increased in Nelke’s model with a nearly 150% higher power.

In a short-term measurement structure (≤ 60 s), Nelke [33] notes that the roll

off is not consistent with the original 1/f 1.65 value and suggests that 1/f is a better

representation for the short term spectra (Fig. 3.3) [33]. More generally, he suggests

a family of structures defined by equation3.10 is appropriate. In this chapter, both

the n = 1.65 and n = 1 cases will be examined.

P (f) ∝ 1

fn
, n > 0 (3.10)
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Figure 3.3: Short-term spectra of wind noise segments of different wind intensity.
(Adapted from Figure 3.6 - [33])

3.3 Results

This section presents the candidate transfer functions for each of the proposed energy

models. For each of the proposed models, transfer functions were obtained via MSE

minimization approaches as described in Section 2.4.3. The white noise input case

will be considered the base case for comparison in this section.

Fit Name Model Efpeak
(%) E|H|peak

(%) MSE (dB2)

A1,12Z
a0b0(s+ b1)

2

(s+ a1)(s2 + b2s+ b3)
6.6 8.0 1.82

A1,−5/3 c0
s(s+ c1)

2

s2 + c2s+ c3
2.9 3.7 0.81

A1,−7/3 c0
s2(s+ c1)

2

s2 + c2s+ c3
3.9 7.1 1.14

A1,N165 c0
s(s+ c1)

2

s2 + c2s+ c3
2.4 3.8 0.81

A1,N100 c0
(s+ c1)

2

s2 + c2s+ c3
12.8 5.8 1.29

Table 3.1: Fit parameters for transfer functions to various wind energy models
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turbulence
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Figure 3.5: Raw frequency response difference between tornado event acoustic spec-
trum and input energy spectra

3.3.1 White Noise Input

As described in Section 2.4.3, the candidate model which best describes the transfer

function for a uniform magnitude input spectrum is provided in equation 3.11 below.

A1,12Z =

(
1.78× 105

s+ 25.15

)(
0.879(s+ 72.41)2

s2 + 85.41s+ 6266

)
(3.11)
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Figure 3.6: Energy spectra associated with wind models over the inertial range for
turbulence
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3.3.2 −5/3 Power Law

Utilizing the corresponding model structure in table 3.1, a minimum MSE solution is

defined by parameters as equation 3.12. Initial parameter guesses for minimization

were of order of magnitude anticipated for relevant tornadic infrasound signals. This

input/output model structure returns the lowest percent error of peak magnitude

among all models while also returning improvements for MSE and percent error of

peak frequency as compared to the white noise case.

A1,−5/3 =
0.294s(s+ 92.52)2

s2 + 53.34s+ 6790
(3.12)

3.3.3 −7/3 Power Law

Utilizing the model structure H−7/3 in table 3.1, a minimum MSE solution is given by

equation3.13. All minimization initial parameter guesses were of order of magnitude

anticipated for relevant tornadic infrasound signals. This model structure returns

lower MSE, percent error of peak frequency, and percent error of peak magnitude

than the initial white noise case.

A1,−7/3 =
0.003s2(s+ 182.9)2

s2 + 76.79s+ 7768
(3.13)

3.3.4 1/fn Models

For both Nelke wind models, an assumption of D = 1 was made as D is an incalculable

value from the current data sets. As D is a constant in equation3.9, it plays no

difference in the transfer function results besides a uniform offset over all frequencies.

There is a significant overlap between the spectral content of the −5/3 power law and

n = 1.65 Nelke model (equation3.14) although the difference of models increases with

increased frequency decade. As follows from the −5/3 case, this model represents

an improvement to the MSE and percent error of peak magnitude as compared to
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the white noise case. Additionally this model represents the minimal percent error in

peak frequency identification for all models.

A1,N165 =
0.252s(s+ 95.75)2

s2 + 53.84s+ 6850
(3.14)

Equation 3.15 represents the minimal MSE solution to the Nelke n = 1 model struc-

ture. This model returns nearly double the percent error for peak frequency compared

to the white noise case while only modest improvements to peak magnitude percent

error and MSE.

A1,N100 =
7.156(s+ 44.64)2

s2 + 57.07s+ 5472
(3.15)

3.4 Discussion

In comparison of the set of models, a considerable commonality of structure can be

observed. In each of the models, a repeated zero and pair of underdamped complex

poles which correspond to the rise associated with the tornadic infrasound signature.

Table 3.2 presents the repeated zero, zr, damping ratio, ζ, and natural frequency, ωn

for each transfer function model. A time constant, τ , was computed via equation 3.16

for each model with values additionally reported in Table 3.2.

Fit Name z0 (rad/s) ζ ( - ) ωn (rad/s) τ (s/rad)
A1,12Z 71.4 0.539 79.2 0.023
A1,−5/3 92.5 0.324 82.4 0.037
A1,−7/3 182.9 0.436 88.1 0.026
A1,N165 95.8 0.325 82.8 0.037
A1,N100 44.6 0.386 74.0 0.035

Table 3.2: Tornado acoustics associated transfer function characteristics

τ =
1

ζwn
(3.16)

In this thesis, the standard definitions for proper and strictly proper transfer
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functions are observed as transfer functions in which the degree of the numerator does

not exceed the degree of the denominator and where the degree of the numerator is less

than the degree of the denominator respectively. A strictly proper transfer functions

will approach zero magnitude as frequency approached infinity, while a proper transfer

function can only be guaranteed to never grow unbounded with increasing frequency.

It can be seen in Table 3.1, the only strictly proper transfer function result is A1,12Z .

A1,N100 is the only proper transfer function. Neither of these models would diverge

to infinite magnitude with increasing frequency. The remaining models (A1,N165,

A1,−5/3, and A1,−7/3) are left as not proper. In physical reasoning, however, the energy

and pressure inputs used to derive the associated models do not contain energy at

infinite (or sufficiently large) frequencies. As seen in figure 3.2, energy dissipates at

high frequencies due to viscous effects and decays to zero with increasing frequency

and prevents unbounded response by these models.

A physical system generally must satisfy being strictly proper with negative slope

after some break frequency for the system, ωb. Because measurements for the system’s

acoustic transfer functions are made over the limited interval of infrasound and low-

auditory frequencies between 1 and 100 Hz, the apparent proper transfer function

may be strictly proper under an expanded frequency interval as exampled in Figure

3.8.

A consideration hereto unaddressed has been the impact of the vehicle to the

acoustic measurements. Recall the measurement device associated block, H, from

the problem construction given in figure 1.3. Note that this block can be expanded

as Figure 3.9 where Hu/d refers to the truck acoustic transfer function based on

window configuration and Hm is the transfer function of the microphone response as

represented in Figure 2.1. To resolve the lack of inclusion for the truck effect on the

acoustic measurements, a transfer function is defined A′1,∗ = A1,∗H
−1
u where Hu is

described in section 2.4.1 as the transfer function associated with acoustic propagation
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Figure 3.8: Example transfer function, He = (s+ 10π)/(s2 + 800πs+ (200π)2, viewed
over frequency bands containing ωb (a) and ending prior to the break frequency (b)

through the windows up configuration of the storm chasing vehicle. The coefficients

for the various A′1,∗ models are provided in Table 3.3.

Because Hu is a proper transfer function over the region of interest, the inclusion

of this term in A′1,∗ does not impact the classifications of the previous paragraph

established by A1,∗.

Figure 3.9: The measurement block in (a) is composed of the truck frequency response,
Hu/d, and microphone response, Hm (provided in figure 2.1), as in (b)

By transforming the transfer function A′1,12Z to state space form via equation

3.17, a set of matrices fitting the structure of equation 3.18 with parameters given

in equations 3.19 - ??. The contextualization of the model in canonical form may

yield additional insight to the model structure through comparison to representative

systems.

H = C(sI − A)−1B +D (3.17)
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ẋ = Ax+Bu

y = Cx

(3.18)

A =



−173.5 −1.64× 104 −7.97× 105 −1.83× 107 −1.56× 108

1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0


(3.19)

B =

[
1 0 0 0 0

]T
(3.20)

C =

[
7.09× 105 6.37× 108 1.81× 1011 1.73× 1013 5.22× 1014

]
(3.21)
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Figure 3.10: Measurements and overlaid curve fit models with calibration estimation
included (Y = A0A

′
1)
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CHAPTER IV

Conclusion and Future Work

4.1 Conclusions

Sparse tornadic infrasound measurements have limited their application in predictive

work. To improve the availability and quality of observations of infrasound from tor-

nadoes, a ground-based infrasound data acquisition system (termed GLINDA) that

includes an infrasound microphone, an IMU, and a GPS receiver has been designed

and deployed. The infrasound microphone has sensitivity of 0.401 V/Pa with a flat

(to -3 dB) response from 0.1 to 200 Hz and the 36 V peak-to-peak analog output is

sampled at 2050 Hz via ADC to mitigate aliasing of signals with significant magni-

tude. This microphone, voltage divider circuit, and ADC measurement path main-

tains resolution of 1.4 mPa which sets the quantization error below existing noise floor

estimates from existing array measurements at 20 mPa. The GLINDA system oper-

ates on a Raspberry Pi 3B+ platform with the data exported to an online repository

and processed for realtime display of spectra and model fitting in an online display

portal with update rates similar to radar. The processing tools incorporate the Chirp

Z transform and windowing to reduce the uncertainty of the signal, as verified by a

50% reduction in standard deviation.

GLINDA was installed in a storm chasing vehicle and has been acquiring data

from May 2020 to present. It has recorded several severe weather events, including a

dust storm, gustnado, fires, and significant hail. This paper provides design details

and analysis from two events - a tornado and a significant hail storm. The tornado

occurred in the early hours of 22 May 2020 near Lakin, KS. The tornado lasted 13
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minutes, had a length of 2.8 km, and a maximum damage path width of 137 m, and

unknown strength. The storm chasers measured this system from 4 km SSE of the

tornado. The spectral content shows an elevated signal during the tornado spanning

10 to 15 Hz, consistent with past observations of small tornadoes. The hail event

occurred the following evening at 2315 UTC on 22 May 2020 with 25.4 mm hail while

the storm chasers were located in Oklahoma’s Comanche County. Similar spectral

analysis was performed on this event but no significant infrasound production was

identified relative to periods before and after the hail.

These results indicate consistency of the mobile observations with fixed measure-

ments and support this modality as a means of increasing the availability and signal

to noise ratio of tornado infrasound observations, and the analysis shows an improve-

ment in precision enabled my real-time model-fitting based processing tools to resolve

and quantify spectral deviations associated with tornado activity.

By taking order of magnitude estimates for characteristic length and wind speed

associated with acoustic production in tornadic structures an energy cascade diagram

was characterized. This diagram shows that all frequencies associated with tornadic

infrasound are located in the inertial range and nearly two decades removed from

both the integral and Kolmogorov ranges.

Utilizing a series of wind models to define input energy spectra, a series of fre-

quency response curve fits were made as transfer functions between energy and sound

pressure level. Among the models tested, a curve fit with minimal percent error on

peak magnitude was completed for input spectra associated with the conventional

−5/3 power law observed in the inertial range of the energy cascade model. A similar

percent error on peak magnitude can be observed in the curve fit to the Nelke 1/f 1.65,

however, this frequency response curve fit exhibits a notably smaller percent error on

peak frequency.

Only one model returned through magnitude-based system identification of trans-
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fer functions is strictly proper, however, the limited frequency window of analysis

may obscure features including break frequency beyond this window. Therefore, these

models cannot be entirely discounted solely on their classification of properness.

4.2 Limitations and Future Works

Perhaps the most significant limitation of this work is the analysis of a singular

event. With regard to GLINDA measurement opportunities, over the last eighty

years, a thirteen month period in Oklahoma spanning the time frame of GLINDA’s

deployment (May through May of the next year) has an average of 82 tornadoes.

During the course of this thesis study and deployment of the GLINDA unit, Oklahoma

has experienced only 36 tornadoes which represents a generally low-tornadic period for

the state at large. The lower number of tornadoes has notably decreased the likelihood

of the already difficult measurement problem presented and therefore returned notably

less measured tornadoes than in a span of time closer to the mean of tornadoes might.

Figure 4.1: Comparison of May 2020 - May 2021 reported Oklahoma tornadoes and
historical records for reported tornadoes over time period May 01 - May 31 of the
next year since 1950

Attempting to use similar analysis as presented for GLINDA’s measurements on

the infrasound array (IA1) located on Oklahoma State University’s campus (described
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in Elbing et al. [16]) faces significant difficulties. As can be seen in figure 4.2, the

measured signal during the tornado reaches and trails off with the noise floor at just

over 20 Hz. Because the noise floor for this system is flat over the frequency band

20 - 80 Hz, a roll off in magnitude similar to the spectra in figure 2.12 cannot be

observed. The noise floor additionally prevents convergence of the models presented

in chapter 2 due to a peak at approximately 50 Hz which is consistent between calm

and storm measurements on the IA1 system.

Figure 4.2: IA1-measured tornado spectra and static measurements prior to tornado-
genesis as reported in figure 8, Elbing et al. [16]

While GLINDA represents a mobile and flexible platform for infrasound measure-

ment, it is still only singular source of collecting data. While it is expected (and

empirically shown) to increase the number of samples available for study, further

work in this area would expand the number of GLINDA units in operation. This

would likely dramatically increase coverage area of tornado acoustic awareness and

sampling capabilities. Such manufactured units are a continuing work, but are not

expanded upon in detail as they are not included in this thesis as presented. To

improve the uncertainty around this measurement and the associated models, the

collection of additional tornado infrasound samples is necessary through GLINDA,
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future iterations of mobile sensors, and existing tornado infrasound systems to allow

for independent and cross-verified signal measurements. The inclusion of additional

data sets additionally will allow for more robust modelling procedures which can be

compared to hypothesized infrasound production models such as presented in section

1.2.2.3.

The collection of additional data would allow for statistical evaluation of model

fit parameters to provide more certainty to the analysis.

A final area of future work is to use infrasound detection capabilities to simulate

local flow fields in near real-time. Abdullah’s 1966 analysis [1] presents an algebraic

relationship between fundamental frequency of tornadic infrasound and core width.

Bedard [6] later noted that the first harmonic of the frequency observed by Abdullah

provided a better fit to observations. Ash et al. [3] solved an acoustic-producing

formulation of the Navier-Stokes equation for tangential velocity as a function of

only, core radius, the empirically obtained value ηp describing the constant volume

(density) relaxation time, and kinematic viscosity of the surrounding air. Combining

these two approaches allows for an estimate of the flow field and circulation aboud

the source of an identified tornadic fundamental frequency (figure 4.3). With further

acoustic data collection and local atmospheric measurements, these models could be

tested and validated in further work.

Figure 4.3: Demonstration of flow field and circulation estimation via Abdullah [1]
core radius analysis and Ash et al. [3] velocity estimates
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APPENDIX A

GLINDA Images and Wiring

Figure A.1: GLINDA Wiring diagram
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Figure A.2: GLINDA Layout
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APPENDIX B

GLINDA System Static Measurement
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Figure B.1: GLINDA acoustic measurements during calm weather day as raw and
windowed per section 2.2.2
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