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PREFACE 

The promise of the information age is for the informatio,n user to access the 

highest quality information in the right form, at the right time, and right place. 
. . 

Information technologies have proliferated at an unprecedented rate and are serving the 

needs of information users better than ever. However, this proliferation has led to an 

information overload. The information overload problem has adverse impacts on the use 

of information and the quality of the decisions based on the available information. This 

research focuses on the information overload problem on the Internet, and proposes a 

potential remedy to the overload problem encountered while searching the Web. 

In this study we developed a prototype system that makes use of clustering and 

visualization for browsing the results of a typical W eh search. This prototype is based on 

the idea of visualizing W eh search results by organizing them into a hierarchy according 

to their individual contents. This system presents a visual overview of the groups in this 

hierarchy, and lets its users focus (zoom) on specific groups of interest: We used two 

different zooming methods (full zoom vs. fisheye zoom), and empirically compared 

their success with each other as well as the traditional non-visual presentation method 

by means of an experiment. We hypothesized that the visual systems would lead to 

higher success than the text-based system, and that the fisheye zooming system would 

lead to higher success than the full zoom system. The results of our data analyses provide 

partial support to our hypotheses since the specific system(s) (visual vs. text-based, 
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fisheye zoom vs. full zoom) that a user used caused a significant difference in the speed 

that (s)he performed the experimental tasks. The data analyses results as mentioned 

above and the comments made by the experimental subjects suggest that our design 

ideas were found promising by the users, and it is worthwhile to focus on improving the 

implementation. 
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1. INTRODUCTION 

1.1 Overview 

People look for the highest quality information possible for making good 

decisions. Today's computers are becoming gradually faster, and together with the 

communication infrastructure they facilitate the connectivity of a myriad of information 

sources across physical and geographical boundaries. However, this infrastructure is still 

not capable of presenting the "right information" to the "right person" at the "right time" 

and in the "right form". The challenge is that we have connectivity, but not interactivity 

and integration. This general issue has been observed by researchers from various 

disciplines, and led to a recent NSF (National Science Foundation) program on 

collaborative research, called "Knowledge Networking" (1997-1999). 

The idea behind knowledge networking is to extend the traditional knowledge 

management objective of high connectivity for information sharing so that there is more 

emphasis on interactivity and integration for the creation, accumulation, and use/reuse of 

knowledge. The term "knowledge" is used rather loosely in this context where it may 

refer to information (content) as well as meta-information (high level information about 

content), procedural knowledge (i.e. know-how), and reasoning knowledge (know-why). 

We mainly refer to content in this study. Hence, we use the term "information". On the. 

other hand, management (i.e. creation and accumulation) of information is not fully 

isolated from that of the other forms of knowledge, therefore we keep using the term 

"know ledge management". 



A critically important issue in this broader definition of knowledge management 

is information overload. Information users' tendency to get the best information possible 

may lead them to retrieve all the information that is potentially related to a specific need. 

The combination of such aggressive information sharing effort and high connectivity to 

large knowledge repositories may jeopardize certain aspects of information quality such 

as relevance. This problem, commonly known as "information overload", occurs when an 

information user is exposed to more information than (s)he needs, and more importantly, 

is able to process. 

· Information overload has adverse impacts on information·use regardless of the 

. type of information and decision making domain. The problem has been studied in 

accounting (Bright 1996; Chewning and Harell 1990), finance (Mattlin 1992; Setton 

1997), hospital management (Hunt and Newman 1997; Johnsson 1991), banking 

(Johnson 1997), hotel management (Worcester 1997), and general e-mail management 

(Rudy 1996), among others. Early in the age of information support systems, Denning 

(1982) pointed out that "The visibility of personal computers, individual workstations, 

and local area networks has focused most of the attention on generating information -

the process of producing documents and disseminating them. It is now time to focus more 

attention on receiving information -- the process of controlling and filtering information 

that reaches the person who must use it." Early research in marketing found that as the 

amount of information available to people increased, the accuracy of their decisions 

decreased (Malhotra 1982, Keller and Staelin 1987). Beyond a relatively low quantity of 

information, people will begin to filter out information that they use to make decisions 

(Jacoby 1984), increasing the probability of bypassing important information. This brief 
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discussion makes it clear that knowledge management needs to address the information 

overload problem, especially considering that the problem will only be more serious with 

the fast growth in connectivity and access to information. 

Recently, the Internet and particularly the World Wide Web (WWW) is emerging 

as a frequently used source of information. WWW is arguably the most prominent 

platform for global communications with the various kinds of hypermedia forms it 

supports. Consequently, the information collected from the Web could be in various 

formats. Due to this heterogeneity and the large size of the Web, management ofWeb

based knowledge, especially dealing with the problem of information overload deserves 

special attention. In this study, we address a specific information overload problem 

encountered during a Web search. Typically, Web search engines present their results as 

a ranked list. For broadly formulated search queries, such a list may contain thousands of 

documents. Research has suggested that the users of search engines are not likely to go 

beyond the top 20 to 30 documents on these lists before they get bored or frustrated, and 

subsequently quit the search (Roussinov 1999). In fact, according to a user study by 

Excite Corporation, less than 5% of the users looked beyond the first screen of 

documents returned in response to their queries (Wu 1997). Consequently the chances of 

reaching the relevant information are reduced when the searcher is overloaded with the 

irrelevant documents at the top of the list. There is an obvious need for research on the 

alleviation of this problem. This study reports on our research effort for that purpose. 

We developed a prototype system that aims to address the above-mentioned 

information overload problem by using clustering and information visualization. The 

prototype design is based on a simple five-step model of information search with 
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clustering and visualization support (See Figure 1.1 ). The focus of the study is the use of 

a specific visualization method that has not been fully studied for exploring Web search 

results before. More detailed discussion of the steps in this model is presented in later 

chapters. 

One of the central themes of this research is the combined use of clustering and 

visualization, both of which can be used individually to reduce different aspects of 

information overload. Clustering is a well-known method commonly used to identify 

patterns in an unstructured group of objects. Clustering has its use in various application 

domains such as market segmentation in traditional market research and more recently in 

data mining. A very detailed discussion on the concept of clustering and a review of 

clustering techniques are beyond the scope of this research, yet we revisit the topic 

including more relevant detail in the later parts of the .dissertation. 

Information visualization is the common name for a group of techniques that use 

the idea of supporting the cognitive system by means of visual cues for better and quicker 

understanding of information (Shneiderman 1996). Some well-known applications of this 

idea in our domain of interest are the use of visual maps to represent directory structures 

(Johnson and Shneiderman 1991, Chen et al.1997) and the visual representation of 

documents returned by a search query (Hearst 1995). 

The visual system that we have developed presents an overview of search result 

clusters instead of a linear ranked list of individual documents. The clustering (grouping) 

process is based on the semantic content of the documents, hence the resulting groups can 

be deemed semantically formed. The overview of these clusters summarizes the 

information space and lets its viewers recognize certain patterns. Based on such an 
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understanding, the information searcher can focus on the document groups of more 

interest. Our proposition is that this approach would not only help in finding the relevant 

information in the whole collection, but also in finding this information fast. In other 

words, the proposition is that this approach would provide better information access with 

less overload. fu that respect, our aim has been achieving high search success by means 

of increasing search effectiveness and search efficiency. This use of the success concept 

refers to the better organization of information rendering it possible to display more 

information with less information overload. At this point, it should also be clarified that 

our use of the term "search" assumes a user, rather than a system perspective. Although 

the system we are describing does not aim to improve the available search algorithms per 

se, it aims to enhance the outcomes of the users' search efforts. Hence, the terms 

effectiveness and efficiency are used regarding these outcomes. 

It has been observed that the scarcity of empirical studies on the usefulness of 

information visualization is a weakness ofresearch on information search, especially in 

the Web domain (Zamir 1998, Roussinov 1999). Accordingly, an important feature of our 

study is the empirical testing of our prototype to discover whether our design ideas fulfill 

the aim of high search success. As described before, this research aims to enhance the 

general understanding on the success of different information presentation methods in 

alleviating information overload that one faces in the exploration of Web search results. 

Because the Web is· a general platform, we contend that the insights gained from 

empirical studies in the Web domain such as the one reported here are generalizable to 

narrower domains such as company Intranets or more structured database systems. 
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The effect ofan information presentation method on the success ofhuman

computer interaction in more traditional domains has been well studied. Early 

information systems research identified the problems with experimental research on 

human-computer interaction as the lack of strong theoretical models and research designs 

(Jarvenpaa et al. 1985). However, as Jarvenpaa et al. (1985) state, later efforts in 

discovering the superiority of a certain presentation method over others ( e.g. tables vs. 

graphs) have suffered from the same limitations, and have been mainly inconclusive. 

Today's research on the topic makes use of more advanced computer graphics than those 

in the last two decades, yet this advance does not overshadow the importance of rigor in 

experimental studies. This study employed such rigor by basing the research model on 

past theory and conceptual studies. 

General success of an information system can have many dimensions such as 

system quality, information quality, use, user satisfaction, individual impact, and 

organizational impact. Different researchers have used differing sets of these meas.ures 

depending on the purpose of their study (DeLone and McLean 1992). From a user

oriented perspective, system success can be defined in terms of the success of the end

user performing certain tasks (performance) by using the system (individual impact), and 

their satisfaction with the system (user satisfaction). End-user success, in tum, has two 

dimensions: effectiveness and efficiency. Effectiveness of an information system user is 

a measure of how correctly (s)he performs, i.e. how desirable his or her outcomes are. On 

the other hand, efficiency refers to how well (s)he uses the available inputs (physical 

resources or time) in producing those outcomes. In other words, efficiency is the ratio of 

the outputs to the inputs used by a user. 
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Previous work in human computer interaction has identified a number of factors 

affecting the success and satisfaction of the end users of an information system. Among 

these factors are the interface (Suh and Jenkins 1992, Santhanam and Sein 1994), the 

characteristics of the task such as its level of difficulty (Suh and Jenkins 1992), amount of 

training (Suh and Jenkins 1992, Santhanam and Sein 1994), contextual variables such as 

individual differences and experience (Santhanam and Sein 1994), and the interaction 

between some of these factors such as cognitive fit (Vessey 1991), or task and interface 

match (Tan and Benbasat 1990). 

In this specific study, we take a user-oriented approach in defining the overall 

success in performing specific information search tasks using an information presentation 

system. Based on the main success factors that have been identified by past research that 

were mentioned in the above paragraph, we propose that the overall success in the 

performance of specific search-related tasks is determined by the following: the success 

of the interface in presenting the information content (with little information overload), 

the tasks themselves, the amount of end user training, and contextual variables such as 

individual differences and experience. Subsequently, the overall success leads to end-user 

success ( effectiveness and efficiency) and end-user satisfaction. Figure 1.2 depicts these 

causal relationships that constitute the conceptual model of our study. 

As mentioned previously, a major objective of this study is to test the effect of the 

presentation method on the overall success in Web search related task performance under 

one instantiation of the "task" and "amount of training" variables in the conceptual 

model. The discussion on the operationalization of the independent and dependent 

variables in the model is presented in Chapter 3. Similarly, the system development and 
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testing efforts are further detailed in Chapter 3. Meanwhile, there is a need to better 

understand the problem addressed by the study. Accordingly, the following section 

presents a brief summary on the information retrieval activities on the WWW and related 

problems, and provides a background for a detailed discussion on our specific problem. 

Figure 1.2 

The Conceptual Model 

Interface 
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1.2 Information Use and Overload on the WWW 

The two basic information retrieval activities on the WWW are hypertext 

browsing and keyword-based information search (hereafter referred to as information 

search). 1 Hypertext browsing starts at a page that was previously known or is suggested 

by a reference ( e.g. an expert), and continues by following the interesting links thereafter. 

People browse the Web when they are able to recognize their information needs but 

cannot comfortably describe them in appropriate terms. On the other hand, information 

search is performed when the information need is better defined; at least to a degree that 

a query based on a keyword, a phrase or a combination of these can be formulated. Both 

of these information-seeking activities have shortcomings leading to poor information 

sharing and high information overload as explained next. 

The Web contains hundreds of millions of pages today, and the number of these 

pages is growing at a tremendous rate (it is argued that the size of the Web doubles every 

six months!). Hypertext browsing can only cover an extremely small portion of this 

whole Web space probably skipping a lot of relevant information. Moreover, due to 

occasional mismatches between the Web designers' organization of the information and 

the users' perception of this organization, an information seeker can reach a page that 

(s)he has not planned on. This causes confusion and disorientation problems, a 

phenomenon usually described as "being lost in the cyberspace". 

Information search has its own problems leading to ineffective retrieval. Two 

metrics commonly used in information science to assess retrieval effectiveness are 

"precision" and "recall". The term "precision" refers to the ratio of the number of 

1 The term "information retrieval" refers to both browsing and search, and will be used accordingly 
throughout the text when there is no need to differentiate between the two activities. 
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relevant pages to the number of total pages retrieved. "Recall" is the ratio of the number 

of relevant pages retrieved to the total number of relevant pages in the whole data 

collection. These two performance measures, originally defined for structured and 

relatively small databases, are hard to precisely measure in the Web context, because the 

total number of relevant pages for a given information need is almost impossible to 

determine. Considering the enormous number of results in response to some search 

queries, the same is true even for the number of relevant pages within a group of search 

results. Hence, the use of these conventional metrics for the Web should be taken as 

general approximations rather than precisely measurable entities. Using these terms to 

this effect, Chen et al. ( 1998) point to the fact that Web search results in low precision 

and poor recall. Another problem is slow response due to the limitations of indexing and 

communication methods (bandwidth). Also; it is known that different people tend to use 

different words in expressing similar concepts whereas computer programs use controlled 

language-based interfaces assuming that every user will chose to use the same words for 

expressing the same information need and this leads to the so-called "vocabulary 

problem". Furthermore, the interfaces of most search engines require that the users put 

their needs in a computer-understandable format such as a boolean query. However, a lot 

of users are not sophisticated enough to fully articulate their needs in such a format, and 

the result is yet another information retrieval problem (Chen et al. 1998). 

There is ongoing research on many aspects of the aforementioned problems. 

Limited bandwidth and low speed are general network problems independent of the 

specific form of communication. These problems are addressed by the broad research on 

telecommunication networks. Efforts on possible remedies for the information search 
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problems focus on more efficient ways of information filtering ( e.g. De Bra et al. 1997) 

to pursue higher precision in search results. Filtering is useful in increasing the precision 

of search results especially on relatively small-scale databases. However, by its very 

nature, it does not help in the improvement of recall on the Web. That is, filtering the 

irrelevant information from the search results increases the ratio of the relevant 

information to the irrelevant, but does not increase the chance of retrieving more of the 

potentially relevant information. This remaining problem is addressed by research on 

Web indexing, search algorithms (Chakrabarti et al. 1996, Fox et al.1999) and query 

formulation (Savoy 1997, French et al. 1997). A recent and detailed study on Web search 

algorithms, a:nd a comparison of the major commercial search engines can be found in 

Gordon and Pathak (1999). 

Our research focuses on improving the methods that are used to examine 

information search results. It can be argued that once the search results are collected, the 

exploration of this collection is a browsing task. Following this viewpoint, we propose 

that search success can be improved by means of superior browsing of search results. 

The recent advances in information processing speed and the graphical 

capabilities of today's powerful computers have made it possible to support cognitive 

tasks such as scanning, sorting and selection by means of perceptual (visual) aids in a 

computerized environment. Visualization is a general name given to the use of these aids. 

The same cognitive tasks of scanning, sorting, and selection are also performed in post

retrieval information exploration ( exploration of documents retrieved by a search engine) 

suggesting that visualization can be used as a support for the post-retrieval phase of 
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information search. In the next section, we discuss the basics of information visualization 

in more detail in order to understand its applicability to our problem. 

1.3 Information Visualization 

Information visualization aims to present a collection of information by 

providing visual cues so that it will be possible to process the information by the (visual) 

perceptual system instead of solely depending on cognition. It is argued that the 

perceptual system operates in a time range of 10 to 100 milliseconds whereas this range 

for the cognitive system is from hundreds of milliseconds to a few minutes (Brautigam 

1996). Visualization takes advantage of the fact that information assimilation will be 

faster by several orders of magnitude if the initial processing of information can be 

offloaded from the cognitive system to the perceptual system (Brautigam 1996). Humans 

can quickly understand the relative position of the different entities and their relationships 

in a picture. "Interface designers can capitalize on this by shifting some of the cognitive 

load of information retrieval to the perceptual system. By appropriately coding properties 

by size, position, shape, and color, we can greatly reduce the need for explicit selection, 

sorting, and scanning operations" (Shneiderman 1994). Two important classes of 

visualization paradigms have been studied: scientific visualization and information 

visualization. Both of these paradigms share the same basic principle of using perception 

in support of cognition. Information visualization is different from scientific visualization 

in that it aims at revealing the relatively abstract relationships in multidimensional data. 

An example of this would be the display of demographic trends in a certain part of the 

world. Scientific visualization, on the other hand, is about data that are already low 
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dimensional, but still need elaboration to be clearly perceived, for example the molecular 

structure of an organic tissue where the entities physically exist (in three dimensions) but 

cannot be observed by the naked eye. By this token, information visualization focuses on 

understanding multi-dimensional and implicit relationships whereas the aim of scientific 

visualization is to make it easier to understand the relationships between physical entities. 

Information visualization is a dimension-reduction activity and hence is inherently 

involved with summarization of complex data. Research points to the usability of this 

approach in human computer-interaction, and as mentioned before, our own conviction is 

that information visualization is a potential remedy to the specific information overload 

problem we are studying. 

Shneiderman (1996) points out to the under-utilization of people's perceptual 

abilities in the design of user interfaces and suggests that there is room for much 

improvement in this respect. He summarizes the basic principle of visual design as the 

"Visual Information Seeking Mantra", which is a sequence of the following basic t~sks: 

"overview" first, "zoom" and "filter", then get "details on-demand". His well-known 

"task by data type taxonomy" that consists of seven tasks and seven data types is an 

amendment of this basic principle. The seven tasks that are at a high level of abstraction 

are: 

Overview: Gain an overview of the entire collection 

Zoom: Zoom in on items of interest 

Filter: Filter-out uninteresting items 

Details-on-demand: Select an item or group and get details when needed 

Relate: View relationship among items 
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History: Keep a history of actions to support undo, replay and progressive refinement. 

Extract: Allow extraction of sub-collections and the query parameters. 

The seven data types are I-dimensional, 2-dimensional, 3-dimensional, temporal, multi

dimensional, tree, and network. 

The list of the data types presented in this framework is subject to variation and 

Shneiderman notes that many prototypes use a combination of these data types. This 

taxonomy covers both scientific visualization and information visualization, and its 

purpose is to facilitate discussion leading to useful discoveries. Other work on 

visualization suggests a good amount of evidence to the fulfillment of this purpose. 

When our topic of interest, i.e. visual information browsing, is examined through 

this framework, the initial task can be defined as the reduction of the number of implicit 

dimensions (terms or concepts) in data to two or three thus making the relationships 

"visible". This results in a visible overview (summary) of the information. As will be 

seen by example of the systems in the next chapter, there are a number of different 

paradigms as to how such an overview can be presented. Yet, regardless of the kind of 

the overview, certain subsets of the information space will be of more interest to the 

viewers of the presentation, and these portions will be zoomed. 

Visual systems also differ as to the kind of zooming capabilities they provide. Our 

study focuses on two alternative zooming methods, namely a full zoom system where the 

irrelevant (i.e. not immediately relevant) portions of the overview are filtered out and a 

fisheye zoom system where the irrelevant portions of the overview are summarized to 

provide context. 
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The full zoom approach provides the immediately needed information in 

sufficient detail but eliminates the less relevant information. Yet this "less relevant" 

information forms the global perspective in which the detailed information is useful. 

Hence information may be more useful if organized and presented accordingly. Furnas 

(1986) introduced the concept of generalized fisheye views based on a similar 

observation: "humans often represent their own 'neighborhood' in great detail, yet only 

major landmarks further away. This suggests that such views ('fisheye views') might be 

useful for the computer display of large information structures like programs, data bases, 

online text, etc." 

Since their introduction in 1986, fisheye views have found applicability in 

displaying information structures such as hierarchical tables (Remde et al. 1987; Egan et 

al. 1989), computer graphs (Sarkar and Brown 1992), and hypertext (Feiner et al. 1982; 

Feiner 1988; Noik 1993, Collaud et al. 1995, Bederson et al. 1998). Some of the main 

application domains have been groupware (Greenberg et al. 1995, Gutwin and Greenberg 

1997), and monitoring systems (Schafer et al. 1998). Schafer et al. (1998) and Leung and 

Apparley (1994) present a summary of selected fisheye visualization systems and the 

enabling methods. 

Traditionally, most of the visual information retrieval systems have used full 

zoom2. However, the concept and applications (as briefly mentioned above) offisheye 

views is promising thus motivating us to use the idea in the Web search domain. The 

basis of this motivation is elaborated in the next chapter where we review different visual 

systems and their characteristics. 

2 A detailed discussion takes place in the next chapter 
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1.4 Organization of the Dissertation 

The organization of the rest of the dissertation is as follows: in Chapter 2 we 

review the literature addressing the problems that we identified in this chapter, and 

accordingly formulate our research questions. Chapter 3 discusses the methods used in 

the pursuit of the research objectives. Chapter 4 includes empirical results and their 

analysis while Chapter 5 is devoted to the discussion of the results, contributions of the 

study, conclusions, and directions for future research. 
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2. REVIEW OF RELATED WORK 

In Chapter 1, we outlined the information overload problem that this study 

focuses on, and discussed some of the past efforts towards a solution for the problem. We 

also indicated that our approach to the alleviation of the problem is the use of clustering 

(grouping) and visualization. In this chapter, we review the literature on the use of 

grouping and visualization for knowledge management especially addressing the problem 

of information overload. Most of the studies covered here are about the Web while others 

are about traditional methods of information retrieval, yet are still applicable to the Web 

domain. 

The growth in Web related research is almost commensurate to the growth in the 

Web itself. Especially with the new generation of fast PCs and the huge interest in Web 

based business activities and related software applications, methods for effective· 

information presentation are needed. There is a fast growth in the number of systems 

including visualization based information retrieval systems that are developed in response 

to this need. For this reason, a comprehensive coverage of such systems is not feasible 

hence the review in this chapter is mostly limited to representative applications of the 

main ideas rather than a survey of the state of art in the field. 

The chapter is organized as follows: Section 2.1 reviews previous work based on 

document clustering in information retrieval. Section 2.2 gives an overview of systems 

that aim to take advantage of the visualization idea, and share many of the visual 

principles discussed in Section 1.3. In Section 2.3, we look at distortion-based visual 
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systems that aim to improve over the ones in Section 2.2 by means of the zooming 

capabilities they include. The last section of the chapter summarizes the previous 

literature and describes the research directions pursued in this study. Review of the 

relevant literature continues throughout the later chapters as necessary. 

2.1 Clustering Based Information Browsing and Search 

As mentioned previously, our study proposes a clustering-based approach to the 

organization of Web search results. In this section we review previous work that used 

clustering in information search. While doing this, we put special emphasis on the use of 

clustering for post retrieval exploration of search results since this is of specific interest to 

our study. 

The cluster hypothesis (van Rijsbergen 1979) states that mutually similar 

documents will tend to be relevant to similar information needs. Hence, clustering can be 

used to increase search effectiveness. Cutting et al. (1992) were some of the earlier 

researchers to extend this idea and develop a document browsing method based on 

clustering. This browsing method known as Scatter/Gather is directed towards a focus set 

of documents potentially interesting to the user. The focus set is clustered into smaller 

subsets and summarized to form an outline from which the user can select a smaller focus 

set. The indicated subcollection becomes the focus set, and the process repeats (Cutting et 

al. 1993). Figure 2.1 depicts the Scatter/Gather interface in a typical session. Pirolli et al. 

(Pirolli et al. 1996b) tested the effectiveness of Scatter/Gather as a simple document 

retrieval tool, and studied its effects on the incidental learning of topic structure. Their 
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basic conclusion was that the Scatter/Gather clustering method improved browsing 

effectiveness. Hearst and Pederson (1996) revisited the method·and applied 

Scatter/Gather to retrieval results reaching a conclusion that clustering increased both 

search effectiveness and efficiency. The relevance of the Scatter/Gather studies to our 

specific study is that the corresponding results provide strong evidence to the successful 

use of clustering in information retrieval. 

Figure 2.1 

The Scatter/Gather Interface 
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The clustering algorithm used in Scatter/Gather is reported as being "nearly 

linear". For an on-line system that presents Web search results, the speed of clustering is 

critical. Recent efforts on clustering-based systems focus on this issue. Zamir and Etzioni 

(1998) introduced a linear time clustering algorithm called Suffix Tree Clustering (STC), 
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and used the algorithm to build an interface called Grouper to display results of the 

HuskySearch meta-search engine. Figure 2.2 shows the main results page in Grouper for 

the query "Israel". "Each row in the table is the summary of a cluster - an attempt to 

convey the content of the documents in the cluster. It includes the size of the cluster, 

shared phrases -phrases that appear in many documents of the cluster, and up to three 

sample titles of documents in the cluster. The numbers appearing in parenthesis after each 

phrase indicate the percentage of the documents in the cluster that contain the phrase. In 

the example above only the first five clusters are shown" (Zamir and Etzioni 1999). 

Figure 2.2 

Main Results Page in Grouper 
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The STC algorithm creates its clusters based on the short snippets returned by the 

search engines. The creators of the algorithm observed that the quality of the clusters 

produced based on these snippets was almost as good as that of the clusters based on 

whole documents. The authors also empirically tested the interface. The three metrics 

that were used to compare the Grouper and the ranked list display of the search results 

are the "number of documents followed", "the time spent traversing the results", and 

"the distance between successive user clicks on the document set". Analyzing the log 

files of these two systems, the authors found that the Grouper users followed more 

documents on the average than the ranked list users. However, the results on ''the time 

spent traversing the results" and "the distance between successive user clicks on the 

document set" were not in favor of any specific interface. 

The contributions of the Zamir and Etzioni (1999) study were the much-needed 

improvement in clustering speed that the Grouper system provides by means of the STC 

algorithm and the use of document snippets instead of whole documents. Also the further 

empirical evidence reported as to the usefulness of clustering in post retrieval document 

exploration is valuable. 

Numerous kinds of information can be used to classify or organize collections of 

WWW pages. Among such information are the textual content, the connectivity 

(hyperlink) structure, and various characteristics of the pages including file-system 

attributes and access statistics, usage statistics (Pirolli et al. 1996b ), Web sites that they 

come from, author, and time of publication (Baldonado 1998). The two systems that we 
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have discussed so far use clustering algorithms based on the similarities of the textual 

content of the documents. Our prototype followed this approach as well. The next two 

systems in this section are representative examples of other clustering approaches for us 

to assess the importance and common use of clustering in information retrieval. 

The Cha-Cha System (Chen et al. 1999) uses the hyperlink structure of documents 

within an Intranet to cluster them. In this approach, an outline of the documents is created 

by first recording the shortest paths in hyperlinks from the root page to every other page 

within the Intranet. After a query is issued, these shortest paths are dynamically 

combined to form a hierarchical outline of the context in which the results reside. Chen et 

al. (1999) compared their display system to a traditional ranked list system on the basis of 

performance and user-preference. Their results showed no significant difference on 

performance yet users tended to prefer the Cha-Cha system to the list display. 

The SenseMaker (Baldonado 1998) is another system that helps its users to cluster 

(bundle) search results along multiple dimensions such as Web site and author. The 

system has tools to dynamically organize results. Therefore, one can look at different 

aspects of the document collection. Users of SenseMaker can also add on the structures 

they have created ( add more results in the context of a few specified bundles), or sculpt 

the structures ( eliminate large numbers of results from consideration by removing their 

enclosed bundles). Figures 2.4 and 2.5 show the results to the search query "volume 

rendering" "ray tracing" organized into bundles by author and Web site respectively. 
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Figure 2.3 

The outline view of the current implementation of Cha-Cha search on the query 

"earthquake" 
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Figure 2.4 

Search Results from "Sense Maker" 
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As seen by example of these representative systems in this short review, 

clustering is a promising method that is commonly used for reducing information 

overload. 
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Figure 2.5 

Search Results from "Sense Maker" 
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2.2 Visual Information Retrieval (IR) Systems 

The prototype system that we have developed is based on the visualization of 

Web search result clusters. Accordingly, our aim is to provide not only summarized 

information on context, but also visual representations of this context and the relationship 

between the entities therein. The systems in the previous section only fulfilled the former 

one of these objectives. In this section, we review visual systems that aim to fulfill both . 

objectives. 
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The systems in this review can be divided into two main groups according to the 

contextual information they provide. In one group are those systems that provide 

contextual information by displaying the hyperlink structures in a Web site or in a 

collection of Web documents collected otherwise. In the second group are those systems 

that follow our approach and provide contextual information by displaying clusters of 

Web documents that are formed according to the document contents ( or possibly some 

meta-information). As explained in the previous chapter, we treat post-retrieval document 

exploration as a browsing task. Consequently, the review herein does not differentiate 

between the systems designed for the browsing of an organization of Web pages 

collectedas a result of a search from those designed for the browsing of Web pages 

residing in a Web site. The visual techniques used in both types of systems for supporting 

the visual tasks of overview and zoom are basically indifferent. Consequently, our 

prototype system borrowed ideas from both types of systems, and our review is inclusive 

of both types of IR systems. 

Another point that needs clarification is that the use of visualization has certainly 

not been limited to the Web search problems that we are addressing in this study. For 

example, the TileBars (Hearst 1995) system was designed to help users make first 

judgments about the potential relevance of documents. This system addresses the 

problem with the opaqueness as to how query terms are relevant to search results. As a 

remedy, TileBars provides information about relative document length, query term 

overlap, frequency of the query terms and their distribution in each document. Although 

the value of such a system in enriching one's understanding of individual documents is 

indisputable, it does not show relationships between these documents, and does not 

27 



summarize the document collection as a whole. In that respect, TileBars is not a system 

that is designed to reduce information overload. In accordance with the research problem 

we are addressing, the rest of this section focuses on systems that are built to alleviate the 

overload aspect of the Web-based IR problems. 

Our review of visual systems is based on the different approaches that the systems 

bring to the first visual task in Shneiderman's task by data type taxonomy: "overview". 

Then in the next section, we focus on the second and third tasks, i.e. "zoom" and "filter" 

in this taxonomy paying special attention to systems that adopt distortion-based zooming 

and filtering techniques since these techniques are of interest to us as well. The review in 

this section starts by the systems that adopt real life metaphors for providing visual 

overviews of Web-based information. 

The world we live in is a visual world. People have no difficulty in understanding 

the objects that they are used to seeing all the time and can easily interpret the 

relationships between these objects. Consequently, a natural first thought in visu~l system 

design is the representation of abstract objects by familiar physical entities. In their 1993 

paper, Dieberger and Tromp note that a strong spatial interface metaphor that supports 

orientation within and between hyperlinked documents is needed. One such metaphor is 

the city in which a house with open doors shows a document in strong relation to the 

topic looked for, and a half-closed door represents a weak relation. Similarly, the exterior 

of a house conveys information about internal complexity, age, and functionality of the 

house and hence the document that the house represents. A worn doormat shows a house 

that is entered very frequently. 

In the information city, hypertexts are represented by houses where walking 
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insidea house means navigating the hypertext and traveling the city is navigating 

between hypertexts. Similar information objects are grouped together to form "districts 

of interest", and navigation between different groups is supported by the subway 

metaphor. 

The information city is one of the first attempts to use the idea of visualization in 

the Web domain. The study presents a list of interesting ideas, rather than a complete 

implementation. The lack of usability studies and empirical evidence on the usefulness 

of these ideas is a drawback. Nevertheless, the information city idea is inspirational for 

Web-based visualization applications. 

WebTOC (Nation et al. 1997) is a method to summarize the contents of a Web 

Site by another familiar structure, a hierarchical table of contents. The automatically 

generated expand/contract table of contents provides graphical information indicating the 

number of branches as well as individual and cumulative sizes of these branches. 

WebTOC uses two different strategies in the automatic generation of a hierarchical table 

of contents: following existing links, or using the underlying directory structure. Figure 

2.6 depicts an example WebTOC session where the left part of the figure is the table of 

contents of the original homepage shown on the right When the same hierarchy is 

summarized, the visualization in Figure 2.7 results. The WebTOC system has other 

similar presentation modes such as using the length of bars to represent the number of 

documents in a certain branch of a hierarchy. 
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Figure 2.6 

Details and Context Integrated in "WebTOC" 
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Figure 2.7 

Details and Context Integrated in "WebTOC" 
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WebTOC is a good representative of a group of systems built to present context 

and details simultaneously (Figures 2.6 and 2.7). A problem with this approach in general 

is the inefficient use of screen space and the lack of visual cues to smoothly connect the 

two graphs to each other. Due to these problems, we adopt an alternative method of 

presenting details in context. The details of this alternative approach are discussed in the 

next section, and the later chapters of the dissertation. 

A similar real-life metaphoric approach to in providing a visual overview is 

presented in Golovchinsky and Chignell (1995). They argue that the newspaper metaphor 

provides strong clues to the reader about the relatedness and the relative importance of 

articles. For example, important articles tend to appear closer to the front of the 

newspaper, and related topics tend to be found on the same or adjacent pages. The front 

page gives an overview and has links to various topics. Consequently, the authors argue 

that newspaper-like interfaces should be appropriate for hypertext interfaces, even if the 

hypertext does not contain news-related information. 

Inspired by similar traditional forms of information organization, Card et al. 

(1993) propose two moves from the traditional "one page at a time" display of Web 

pages: 

• A move from the single Web page as the unit of interaction to a higher aggregate 

entity (the WebBook) 

• A move from a work environment containing a single element to a workspace in 

which the page is contained with other entities, including WebBooks (the Web Forager). 
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Examples of a Web Book and a Web Forager can be seen in Figures 2.8 and 2.9 

respectively. The Card et al. (1993) study is an interesting application of the idea of 

organizing Web documents into groups and presenting a visual overview of these page 

groups. This application differs from our application in that the groups in these systems 

are fonned manually by a person whereas we are using an automatic clustering method 

after the documents are collected (by means of a Web search). 

Figure 2 •. 8 

An example WebBook 

• ed lriilf'M H ini:tn:mt · 

. lDJ'HTC: rl 
7 I •:epnrf 

I!" lnDli OOtint:JQlr:P 

32 



Figure 2.9 

The Web Forager 

Real life metaphors are intuitive and hence easy to understand visual paradigms. 

On the other hand, their implementations are relatively complicated and computing 

intensive. There are numerous alternative structures to the real-life metaphors to present 

visualizations of Web-based information spaces. Most of these structures have been in 

use for more traditional information spaces for a fairly long time. 

A graph is one such familiar structure that can be useful in representing 

similarities within a group of objects. A recent study by Liu et al. (2000) reports on a 

system that is designed to cluster the results to a Web query according to the contents of 
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the documents, and to visually display these clusters and their similarities by means of a 

graph where the vertices represent the clusters and the edges represent the relationships 

between them. This system, being developed for the Florida Center for Library 

Automation, provides insightful representations, but still lacks visual cues to smoothly 

connect the context and details to each other. 

A well-known way to represent hierarchies (including hypertext) is by means of 

another familiar structure: a tree. Ina tree display, the overall hierarchy is overviewed by 

means of a tree, and areas of more interest (i.e. branches) are zoomed as needed. 

Individual information objects are located at the leaves of the tree. The PDQ 

Tree-browser is a representative system based on this principle, and was designed to help 

information users to browse hierarchies in searching for the nodes of most interest to 

them. PDQ stands for "Pruning with Dynamic Queries" where the purpose of pruning is 

to reduce the set of alternatives for a decision. In the 1995 paper, Kumar and colleagues 

describe the basic PDQ requirements as follows: 

• Browse the entire tree and view at different levels 

• Query nodes at all levels on the basis of attribute values. 

• Hide uninteresting nodes and branches rapidly, and thus reduce the data set 

progressively. 

The PDQ Tree-browser is displayed in Figure 2.10. As seen in Figure 2.10, the 

PDQ tree is designed to provide summarized context and detailed information on two 

separate graphs on the same screen. Similar to the problem in the Liu et al. (2000) 

system, the problem with the PDQ tree is that the visual cues to smoothly connect the two 

.graphs to each other are still not very strong. 
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Figure 2.10 

The PDQ Tree-browser 
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3-dimensional (3-D) trees are not as common as their 2-dimensional (2-D) 

counterparts, yet they have the advantage of being able to display a larger portion of the 

information space than that a 2-D tree can. Like 2-D trees, 3-D trees are used to visualize 

hierarchies where certain branches of the hierarchical tree can be brought into focus by 

rotating the whole tree or by stretching a branch of interest. 

By far, the best-known example of 3-D trees comes from Xerox PARC and is 

known as Cone Trees (Robertson et al. 1991 ). Figure 2.11 shows a cone tree where 

Figure 2.12 depicts the same tree through rotational and elastic (stretched-out) zooms. 
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The advantage with such a system is the ability to display more information on one 

screen yet an important problem is the occlusion of a certain portion of the tree by the 

focused branch. Nevertheless, it is a promising structure to visualize hierarchies, and has 

the potential to be more effective when the transitions between the views are supported 

by animation. 

Figure 2.11 

A Cone Tree 
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Figure 2.12 

Zooming of a Cone Tree 

Cat-a-Cone (Hearst and Karadi 1997) is a more recent application that uses the 

Cone Tree structure that integrates search and browsing of very large category hierarchies 

with their associated text collections by using existing 30+ animation interface 

components. (Cat-a-Cone integrates category hierarchies into Cone Trees). The prototype 

system is designed to separate the graphical representation of the category hierarchy from 

the graphical representation of the documents allowing a fluid, flexible interaction 

between browsing and search, and between categories and documents. However, this 

separation also causes the same problems (i.e. difficulty to conceptually connect the 

two views) that the WebTOC and PDQ systems have. 
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Figure 2.13 

The Cat-a-Cone Interface 

Geographic maps have a long history of providing spatial clues to people by 

means of an overview of the geographical area of interest. A map can similarly be used 

to present an overview of an information space. On such a map, different regions 

represent different groups (clusters). The proximity of regions means the underlying 

concepts have close semantic contents while the size of a region is an indicator of the size 

of the corresponding cluster. This idea has been extensively used in information retrieval. 
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Some common examples of 2-D maps used for the Web are WebSOM from the 

Helsinki University of Technology (Lagus et al. 1996), the CategoryMap from University 

of Arizona (Chen et al. 1998, Roussinov 1999), the Visual Site map from the University 

of Kentucky (Lin 1997), the Galaxies visualization in SPIRE (Wise et al. 1995), and 

Cartia's Themescape. These systems are developed using Kohonen's self-organizing 

maps. Figure 2.14 displays one such system, the ET (Category) Map. On this map, 

different regions correspond to different entertainment topics. In a recent application, 

Roussinov (1999) used a variant of this approach to create an overview of results to a 

typical Web search. The basic idea in this applic1;1tion was to take the clustering approach 

one step further, and make the clusters visible. The particular application was based on 

the partitioning (non-hierarchical clustering) of the search results. Roussinov empirically 

showed that his approach incn~ased search speed and it was preferred by most of its users. 

2-D maps have the characteristic of being relatively simple and easy-to

implement from the application developer's perspective, and intuitive and easy-to

understand from the user's perspective. For these reasons, they are fairly popular 

representations and are attractive for many practical applications including the one that 

we have developed. 

Similar to 2-D maps, 3-D maps (landscapes) may be the visualizations of a 

number of clusters or they can be used to visualize a hierarchy such as a directory 

structure or a Web site. The Vxlnsight™ from Sandia National Laboratories is a system 

that displays relationships within large databases by means of clustering the database 

entities and mapping similarities to 3D terrain maps. It is designed as a mining tool for 
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very large databases to recognize implicit structures such as a collection of papers in an 

academic discipline. 

Figure 2.14 

The ET Map 
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The 3-D FSN-file System Navigator© from Silicon Graphics is another example 

of visualizing a hierarchy. It is a system created by 3-D bar charts that are connected by a 

topology on an extended landscape plane (Figure 2.15). The purpose of the system is the 

managing oflarge collections of hierarchically structured data such as computer file 

systems. In Figure 2.15, there are two panels that show the same file system from 

different perspectives. The virtual landscape is built by cells (directories) containing data 

blocks (files). The volume of data blocks represents the size of the files and the volume 

of the pedestals represents the cumulative size of the files within a directory. The 

spotlight in the upper panel marks a selected file and moves the object of interest in the 

foreground. 

Figure 2.15 

3-D FSN-File System Navigator 
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WebScape© (Netscape) is an interactive 3-D user interface for popular Web 

browsers such as Netscape© (Figure 2.16). The 3-D viewer is similar to the FSN, and it 

supports the Virtual Reality Modeling Language (VRML), an open architecture, 

platform-independent file format for 3-D graphics on the Internet. 

Figure 2.16 

Webspace© Viewer 

Although attractive, 3-D maps are not as practical as their 2-D counterparts since 

they are more computing-intensive and harder to implement. There are other 3-D 

visualization systems that are based on sophisticated clustering algorithms and/or more 
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complex visual paradigms such as the 3-D Nirve (Sebrecths et al. 1999), Asplnquiry, 32D 

Hypercube (Miller et al. 1997), Cosmic Tumbleweed (Miller et al. 1997), and Rainbow 

(Hetzler and Miller 1998) details of which are beyond the scope of this review. An 

important point about 3-D systems in general though is the lack of empirical evidence as 

to their usefulness and superiority over their relatively simple 2-D counterparts (Swan 

and Allan 1998, Cugini and Sebrecths 1999). 

2.3 Distortion-Oriented Systems 

A common feature in the visual systems that were reviewed above is that they 

give undistorted views of an information space. There are two main groups of such 

systems according to the zooming capabilities they provide. One group of such systems 

display the zoomed-in area of the visualization in full detail and prune the area that is not 

in the zoom (strict filtering) while the others provide separate views of the context and 

details. In this section, we discuss an alternative ( distortion-oriented) zooming method 

that wehave adopted for this study. The main promise of this method is the smooth 

integration of context and details. A majority of distortion-oriented systems are based on . 

Furnas' (1986) fisheye view approach that we mentioned in Chapter 1. 

In the original paper by Furnas (1986), the basic motivation for fisheye views 

was described and the "degree of interest (DOI) functions" concept was introduced to 

formalize generalized fisheye views. According to his formulation: 

DOifisheye(x,y) = API(x) - D(x,y) (Eqn 2.1) 
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where D0Ifisheye is the user's degree of interest in a given point, x, given that the 

given point of focus is y, 

API(x) is the given a priori importance ofx, and 

D(x,y) is the distance between x and the current pointy. 

Using this formulation, fisheye views could be defined in a number of different 

structures. Furnas demonstrated an application for tree structures and a specific example 

for tree structured text files. 

As explained in Leung and Apparley (1994), there a number of ways a fisheye 

view can be created. Sarkar and Brown (1992) used a formulation similar to the original 

one introduced by Furnas and applied the fisheye view technique for viewing and 

browsing computer graphs. They introduced layout considerations into fisheye 

formalism, and built a framework to incorporate arbitrary structures by redefining the 

"distance" concept. 

Lamping and Rao (1996) describe an implementation for presenting a 2-D graph 

through a fisheye zoom. The hyperbolic browser provides a smoothly varying "focus + 

context" view where the display space allocated to a node decreases continuously with 

the distance from the focus, yet does not disappear abruptly. Display of a specific node in 

the graph within the context of the other nodes is shown in Figure 2.17. Figure 2.18 

shows the effect of carrying a node on this graph to the focus. The Site Lens™ system 

from Inxight Software, Inc. is based on this principle and it produces maps of Web sites 

which display "details + context" of a Web site similar to that illustrated in figures 2.17 
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and 2.18. The fractal projection of an information space as described in Miller et al. 

( 1997) is another system working on similar principles. 

The Perspective Wall (XEROX PARC, XSoft) uses a 3-D technique that 

integrates detailed and contextual scale-reduced views of an information space 

(Figure 2.19). The wall moves a selected item into the center panel with a smooth 

animation. The ratio of the context and detail can be adjusted where a selected item is 

explored in detail within the context. 

Figure 2.17 

An organization chart 
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Figure 2.18 

Changing focus on the organization chart in Figure 2.17 

Figure 2.19 

The perspective Wall 
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Collaud et al. (1995) introduced their CZWebtool that makes use of two 

techniques, fisheye views and continuous zoom to help users navigate the Web. The 

prototype displays a network in a rectangular 2-D display space. A hierarchy of nested 

triangles is created by recursively subdividing this area into smaller rectangular areas. 

This hierarchy is used to display some Web pages in great detail and the others in less 

detail or not at all. 

Bederson et al. (1998) developed a Web-browsing prototype in Pad++, a 

multiscale graphical environment. This prototype displays multiple Web pages and the 

links between them instead of showing one page at a time. A fisheye view approach is 

used in this display method where the page in focus is clearly readable whereas the others 

are shown in smaller scales to provide context. This approach was compared to the 

traditional display method of Netscape in several different scenarios, and the authors 

found that after some changes to the prototype, subjects using Pad++ answered questions 

23% faster than those using Netscape did. 

There have been other approaches to the visualization of the hierarchical data · 

structure on the Web by embedding details and context. Two such systems that use a 

graph data structure as their visual representations are the Navigational View Builder 

(Mukherja et al. 1995, Mukherja and Foley 1995), and the Auditorium Visualization 

system by Terveen and Hill (1999). Terveen and Hill introduced a novel data structure 

called "clan graphs" that work on the Web site instead of the Web page as their basic 

data unit. 
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As evident from the brief discussion in this section, distortion-oriented, or more 

specifically fisheye view systems have found applicability in information visualization 

especially in the visualizations of complex spaces. The idea to smoothly integrate the 

context and details is promising, but needs to be modified for specific implementations. 

Our implementation of the technique is one such modification while being committed to 

the original design principle shown by means of the examples covered here.· 

2.4 Summary and Research Directions 

The previous literature on Web search agrees that the search methods used 

presently are not successful enough in the sense that commercial search engines usually 

overload their users with the large number of results they return. The linear display of 

search results is not very efficient unless the information that the user is seeking is among 

the first few pages of the list. There is very little structure in the list display of Web 

search results. fu this respect, summarization of search results by grouping content-wise 

similar pages together is helpful since it imposes a structure on the information space. 

Northern Light (www.northernlight.com) -one of the most popular search engines today

has already adopted the clustering approach in presenting search results as an addition to 

the traditional list display. Northern Light's patented custom search folders organize the 

search results into non-overlapping groups. For example a search for "fractal" on 

Northern Light returns 182,592 results, and this list is obviously very difficult to explore 

in a linear fashion. However, the search engine also presents these results organized into 

fourteen groups among which are "fractals (mathematics)", and "programming 
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algorithms". This approach is intuitively promising as a first attempt in reducing 

overload. 

Past research has also focused on the use of visualization as an effective way of 

presenting summary information since visual cues speed up people's understanding of 

information. The different visual paradigms introduced for browsing complex 

information spaces are promising. Today's cheaper and powerful computers together with 

the recent positive experience make visualization a viable method for reducing 

information overload. Observing the promise of clustering and visualization in the 

successful support of information search (by reducing overload), we state our first 

research question as follows: 

Can a (clustering-based) visual presentation system improve search success 

over one without such a support? 

For answering this question, we developed a system that is based on 

the previous work on visual information search systems as well as a slight modification 

of the four-phase framework for clarifying information search proposed by Shneiderman 

et al. The four phases in this framework are "formulation" (identification of information 

sources, query formulation, etc.), "action", "review of results", and "refinement of the 

formulation" respectively. Figure 2.20 depicts an extended version of "the model of 

information search with clustering and visualization support" previously displayed in 

Figure 1.1. The model suggests a number of research questions in each of its steps, and a 

large amount of research is already addressing some of these possible questions. The aim 
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Figure 2.20 

Information Search with Clustering and Visualization Support 
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of our study is to apply previously untried design guidelines in the pursuit of the 

clustering and visualization tasks and testing their success. 

The previous literature suggests that a major problem in browsing a large 

information space is the disorientation problem. Especially in the visualization of search 

results where the boundaries between different areas in the visual space are rather 

imposed than natural, it may be desired to examine local detail without losing awareness 

of global context. A fisheye view is a potential way to provide such a global context. To 

our knowledge, the only system that has attempted a fisheye view approach for the 

visualization of Web search results is VITESSE (Nigay and Vernier 1998). This system 

uses a visual display of search results without any content-wise or link-based 

organization, i.e. clustering, hence, the benefit of this system in reducing information 

overload is limited. This leads to the formulation of our second research question: 

Can a ( clustering-based) visual presentation system supporting fisheye zoom 

improve search success over one with full zoom only? 

For answering this question, we built a system that supports the fisheye zooming 

of the (clustered) information space, and empirically compared its success to that of the 

full zoom system. 

The review of the past literature reveals that a good number of the studies on 

system development are usually not supported by empirical user tests. For this 

reason, the usability of most of the approaches is not very well known. Accordingly, 

there is an obvious need to perform such user studies for better understanding of the 
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concepts we are studying. The next chapter displays the details of our plan for the 

prototype implementation and for the empirical testing of the system design ideas stated 

within the research questions and implemented within the prototype. 
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3. METHODS 

This chapter discusses the details of our approach towards the treatment of the 

problem we identified in the first part of the dissertation. Section 3.1 discusses the 

methods employed in the prototype design. Section 3.2 explains the operationalization of 

the conceptual variables (constructs) that are used in the formulation of the research 

questions. The hypotheses of the research are formulated according to this 

operationalization. Section 3.3 discusses the experimental design. 

3.1 Prototype Design 

The design of a prototype for ( clustering-based) visual information search entails 

making decisions on the design parameters (i.e. methods) in each step of the model 

depicted in Figure 2.20. As mentioned before, this study proposes a fisheye zooming 

alternative to the full zoom visualization of Web search results. We chose to use 

hierarchical clustering to better facilitate the fisheye zooming by means of aggregating 

lower level clusters to provide a contextual summary. Our aim is to test the effectiveness 

of the combined use of hierarchical clustering and visualization (with the two alternative 

zooming methods). To be able to do that, we have built a proof-of-concept prototype 

system, which requires the implementation of methods for performing the tasks in all five 

steps of the model. For this reason, we briefly describe all these steps hence presenting a 

more complete picture of our prototype. 
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3.1.1 Query Formulation and Search 

For this module of our system, Digital Corporation's Alta Vista, a popular 

commercial search engine, is used. Alta Vista can handle Boolean as well as natural 

language queries and hence gives its users a relatively flexible interface for expressing 

their information needs. The Alta Vista engine has an indexed database of over_ 130 

million pages. It provides the opportunity to search by specific language, and has 

features such as rudimentary language translation and sophisticated techniques for 

refining searches and ranking results. Being a compact product, Alta Vista includes the 

indexed database, and the search algorithm with the query interface. As a result, it 

supports query formulation, and performs the search (the first and second steps of our 

model). 

The completion of these tasks results in a ranked list of (Web) documents 

potentially relevant for the expressed information needs. 

3.1.2 Document Representation 

As mentioned in Chapter 2, the major methods for clustering a collection of Web 

documents are based on either the documents' textual content, or the connectivity 

(hyperlink) structure, or various other characteristics including file-system attributes, 

access statistics, usage statistics (Pirolli et al. 1996b ), Web sites that they come from, 

author, and time of publication (Baldonado 1998). In our model, we are using textual 

contents of the documents to cluster them. Accordingly, the document representation 

method is based on the documents' (semantic) contents. 
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We adopt a method commonly used in information science for this purpose. This 

method requires that each document be represented as a vector where each element in the 

vector corresponds to a term in the total collection of documents (Salton 1989). An 

element in a vector represents the weight of the corresponding term in the specific 

document that the vector represents. The calculation of weights is performed on a list of 

terms (words or phrases) in each document that remain after the elimination :of noise 

words, those that are used :frequently in the English language but do not carry unique 

meanings in each document. Some such words are "is", "the", "a", "of', "but" and "an". 

In some applications (e.g. Roussinov 1999), the term weight is limited to two 

values, namely a O to represent nonoccurrence, and a 1 to represent the occurrence 

of the term. To understand this idea by means of an overly simplifiedexample, consider 

the following paragraph: 

"Many people believe that information technology is the key source in MIS. 

Indeed, information technology is a critically important set of tools for working with 

information and supporting the information and information processing needs of your 

organization. " (Haag et al. 2000, p.5) 

Indexing this paragraph, the following terms would be extracted: ''people", 

"information", "technology", "key", "source", "MIS", "set", "tool", "support", 

"process", "need", and "organization ".3 Now, let's look at the following paragraph: 

3 the list of index terms may change depending on the noise words list , stemming algorithm, etc. used 
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"But information technology is not a panacea. You have to realize that the 

success of information technology as a set of tools in your organization depends on the 

careful planning for, development, management, and use of information technology with 

the twoother key business resources -people and information " (Haag et al. 2000, p.5). 

The terms "information", "technology", ''panacea", "success", "set", "tool", 

"organization", ''planning", "development", "management", "use", "key", "business", 

"resource", ''people", and "information" would be extracted as a result of indexing this 

paragraph. 

If these two paragraphs were the only ones of interest 4, then we would only use 

the terms ''people", "information", "technology", "key", "source", "MIS", "set", 

"tool", "support", ''process", "need", "organization", ''panacea", "success", 

"planning", "development", "management", "use", "business", and "resource" for 

representing both pieces of text. Since there are 20 index terms, every document ~ould 

be coded as a 20 dimensional vector. For example, using the above index terms, the 

second paragraph would yield a vector representation of [I 1 1 1 0 0 1 1 0 0 0 1 1 1 1 1 1 

1 1 l} since the terms ''people", "information", "technology", "key", "set", "tool", 

"organization", ''panacea", "success", ''planning", "development", "management", 

"use", "business", and "resource" exist in the paragraph while the terms "source", 

"MIS", "support", ''process", and "need" do not. 

Although appealing because of its simplicity, this coding scheme does not reflect 

the importance of the terms in the documents, because there is no distinction between 

frequently and infrequently used terms. As an improvement, term frequencies can be used 

4 As mentioned before, this is an oversimplification. 
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instead of binary values to represent the importance of terms in documents. Using the 

above example, the secondparagraph would be coded as [1/20 41203/201/20001/20 

1/200001/201/2011201/201/20 11201/201120 1/20} since the total number of terms 

is twenty, the term "information", and "technology" appear four and three times 

respectively while the other terms appear only once. This approach is an improvement 

over the binary valued vectors, yet is still incapable of representing the unique 

importance of a term in a document. A third approach to document coding is based on 

this observation, and calculates the weight as a function of the term frequency and 

inverse frequency. The inverse frequency is defined as the ratio of the number of 

documents that include a given term to the total number of documents in the collection. 

This third approach of vector representation has a conceptual appeal. 

The vector representation algorithms described above are adopted from previous 

work of Salton (1989). Below is a summary of the general algorithm: 

• Identify the individual words occurring in the documents of a collection 

• Use a stop list of common function words (noise words) (is, the, a, of, but, an, 

etc.) to delete the frequent but too general words from the text 

• Use an automatic suffix stripping routine to reduce the remaining words to 

word-stem form (e.g. analysis, analyzer, and analyzing are all reduced to analyze) 

• For each word stemj in document i calculate a weight wu in one of the three ways 

(binary, frequency, both frequency and inverse frequency) as described above. 

One common formula to calculating this weight as a function of frequency and 

inverse frequency is: 

57 



Wij = f;j * log ( N/dfj) (Eqn 3.1) 

where f;j is the frequency of word j in document i, 

dfj is the number of documents that includes the word j, 

and N is the total number of documents in the collection. 

• Represent each documentj with a vector composed ofwij's as calculated before. 

Tkach (1998) observed that using single words or concepts for extracting 

representative terms for the document collection is a very tedious task. An alternative to 

using singe words for document representation is the use of lexical affinities. "A lexical 

affinity is a correlated group of words, which appear frequently within a short distance of · 

one another. Lexical affinities include phrases like "online library" or "computer 

hardware" as well as other less readable word groupings. They are generated 

dynamically, thus they are specific for each collection. A set of semantically rich terms 

can be obtained without a need to hand-code a specialized lexicon or a thesaurus" (Tkach 

1998). IBM's IntelligentMiner uses this principle in indexing a group of documents, and 

in this study, we use this tool for indexing and document representation. 

As a result of indexing and vector representation, the documents are in a form 

that is suitable for further mathematical processing. Our system uses the same tool 

(IntelligentMiner) for indexing, document representation and clustering. Nevertheless, we 

contend that it is worthwhile to cover the basics of the clustering idea before moving to 

the next step hence the next section includes the details thereof. 
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3.1.3 Document Grouping (Clustering) 

Document grouping is essential for summarizing the document collection and 

identifying patterns. Clustering is performed to build uniform groups of documents that 

are significantly different from each other. This group structure is an important element 

in visualizing the similarities between the documents within a group and the differences 

between the documents in different groups. Our visual information search model depends 

on the visualization of search result groups to provide an overview for information 

searchers to get necessary details if and when demanded. In our model, visualization is 

independent of what technique is used for grouping the documents. Rather, it takes the 

document clusters as input and gives a visual representation of the grouped structure. For 

this reason, document clustering in our prototype is an activity that is separate from 

visualization, unlike the case in the previously discussed (also see the next paragraph) 

Self Organizing Maps (SOM) based systems where the clustering and visual 

representation are done simultaneously. 

There are two main types of clustering algorithms differing according to the final 

groupings that they create. Nonhierarchical techniques divide (partition) a data set into a 

series of subsets, where these subsets are comprised of similar objects, and there is no 

hierarchical relationship between them. An example of such a partitioning is the "custom 

folders" structure that the Northern Light search engine created in response to a search on 

"fractals" as mentioned in Chapter 2. The cluster structure resulting from a 

nonhierarchical technique is dependent on a number of parameters specified by the 

researcher such as the desired number of clusters, and for that reason tends not to be very 

stable (Willet 1988). Recently, artificial intelligence techniques, particularly Self-
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Organizing-Maps (SOM's) have also found applicability as alternative (nonhierarchical) 

clustering techniques ( e.g. Lin 1997, Chen et al. 1998, Rousinnov 1999). SO M's are 

unsupervised networks inspired by the organization capabilities of the human brain, and 

are known to yield relatively stable cluster structures. 

A hierarchical cluster scheme is composed of clusters within larger clusters 

where the largest cluster is the whole collection of objects that are being clustered. This is 

a tree-like structure where the individual objects reside on the leaves and larger and larger 

clusters are reached when one goes higher in the tree towards its root. A very well known 

example of a hierarchically clustered collection of objects would be the directory structure 

on a computer's hard disk. In such a structure, there are a number of directories (starting 

from the root) within which files and/or other directories are stored. 

For the specific application we have developed, a hierarchical clustering 

algorithm is preferred to a nonhierarchical one for the following reasons: 

• Nonhierarchical algorithms require some parameters to be specified in advance 

assuming that there is some prior knowledge about the vector space. In an automated 

system, this kind of prior knowledge is not (always) available. 

• When the number of objects to be clustered is high, nonhierarchical clustering 

algorithms either create too many clusters, or they group too many objects in one 

cluster. This kind of a structure may not reduce the overload to a desired level. 

• In a fisheye zoom system, as one looks at the information objects (pages) in one 

cluster, the other clusters need to be summarized to provide a context. This requires 

combining similar clusters at a higher level and hence assumes a hierarchy. 

Two main strategies for the construction of hierarchical clusters are the 
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agglomerative and divisive strategies. An agglomerative strategy works bottom-up by 

considering each object as a cluster of its own and then iteratively joining clusters to form 

larger ones until there is only one cluster. Conversely, a divisive strategy starts by one 

cluster containing all the objects and divides this cluster into smaller and smaller pieces 

based on some measure of dissimilarity or distance. Divisive strategies have some 

inherent theoretical disadvantages (Willet 1988). As a consequence of these 

disadvantages (details of which are beyond the scope of this study), agglomerative 

clustering strategies are by far the most popular. 

Agglomerative methods in hierarchical clustering can be described by the 

following general algorithm: 

FOR i = 1 to N-1 do 

FORj = i+ 1 to N do calculate SIM (i, j) 

REPEAT 

search similarity to identify the most similar pair of clusters; 

combine this pair, K and L into one and form a new cluster KL and 

update SIM (i, j) by calculating the similarity between KL and every remaining 

cluster 

UNTIL there is only a single cluster 

The various agglomerative clustering methods differ in the definition of similarity 

(e.g. the Euclidean distance or the cosine of the angle between the vectors) that is used 

for the selection of the most similar pairs of clusters and for the updating of SIM in the 

algorithm above (Willet 1988). 
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As mentioned in the recent two sections, we use lntelligentMiner's hierarchical 

clustering module, which is based on the principles that are discussed in this section. This 

clustering module integrates document indexing, representation, and clustering functions. 

The output of this module is a hierarchy of Web documents. 

3.1.4 Visualization 

A common way of document cluster visualization is displaying an overview of 

the clusters at a certain level of the hierarchy and facilitating the zooming on one of these 

clusters when needed. Figure 3.1 gives a 2-D map overview of the entertainment 

directory from Yahoo (Chen et al. 1997). In Figure 3.3 we can see another overview this 

time that of the Library of Congress. This visualization is created using the SiteLens 

software from lnxight. The regions of more interest on both of these overviews can be 

explored in further detail by zooming-in. Depending on the zooming method, the area 

that is out of the zoom can either disappear from view (full zoom) or can be kept in view 

to provide a context (fisheye zoom). The prototype systems that have been developed so 

far for visualization of Web search results have used the full zoom method (Lin 1991, 

Lagus et al. 1996, Roussinov 1999). Our study compares a full zoom method to our 

fisheye view approach. 

As an example of the full zoom method, one can examine the ET-map displayed 

in figures 3.1 and 3.2. Figure 3.2 is the resulting map when one focuses on the music 

related documents (bottom right comer) on the map of Figure 3.1. Figure 3.2 displays the 

information objects under the cluster labeled as "music" and every other cluster in the 

overview of Figure 3.1 is eliminated from the view. 
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Figure 3.1 

The ET Category Map (Chen et al. 1997) 

+CD (l 1) 

+Y R'S OSCAR (548.) 

As an alternative to this approach, we can examine Figure 3.3 and Figure 3.4. 

When one focuses on the Copyright Office section of Figure 3.3 to examine that specific 

part of the figure in greater detail, the visualization in Figure 3.4 results. This is an 

example fisheye view where the context and details are smoothly integrated. Our study 

uses both of these visual paradigms, and different methods of zooming, and applies them 

63 



to the Web search results space. The remainder of this section explains the details of our 

approach to creating the visual overview of document clusters and the two different 

methods of zooming. 

Figure 3.2 

The Music Category 

+ ET (182) 
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Figure 3.3 

"Hyperbolic Tree" of Library of Congress Library 

LIBIHRY OF CONGRESS 
BI CENTENNIAL 
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Figure 3.4 

Zoomed View of the Copy Right Office 

LIBR\RY OF CO~GllESS 
BICENTENNL\L 

I· 't 

' . 4, 
'' 1 ~ ~ \ \ 

• 

-;?? 
/ /,' 

,,/' / 

/ ' .,,/ / 
. / / ,./ i 

11~·1•1••4111
•@•1• / // ,>;:. I ... 

/ .. / .//,1/ ,/ / / .,-· .. / / I . ,/II/ ~('.;,?~~"' · .. 
/ :/ .. l// II ,/ // ' I, /''('/,,,\'-:;';_\;~~~:.::::-~ 

/ / / i ' I ... .: .: ! ! I/ I I I '. ,. \\'·-:-.. ·-.'·· /11/ ·' - / _.··· .·· ·' i \ 'I I\\\\\\:·<·• 
1111 •

1 

~ -- .-· .1 I ·,. i' ., \-.\'-.'·_.-.. ·-
, ·•.. \ ', ' BIi \· .. 

.. ,,:·:\ J;,f;.}t, .. ' •. 
/:' j\\·_ (i(!t/.:\·,·, 

66 



In this study, we adapted the treemap algorithm of Johnson and Shneiderman 

(1991) for creating an overview of the document clusters that are obtained as described in 

the previous section. The treemap algorithm is a space preserving technique for 

visualizing large hierarchies. It is based on the observation that a tree representation of a 

hierarchy is space-inefficient, therefore, is not appropriate for large hierarchies despite its 

intuitive appeal. As discussed in Chapter 2, maps are popular representations of an 

information space, and are easily understood by many information users. Hence, the 

treemap technique uniquely integrates a popular way of organizing information 

(hierarchical clustering) with a popular way of representing it (2D maps). 

The treemap algorithm stems from a simple "slice-and-dice" idea. The available 

map space is split into vertical slices where every slice has an area proportional to the 

weight of the first level cluster it represents. These weights can be defined differently 

according to the requirements of the specific application. In our application, the initial 

weight of a cluster is defined as the total number of documents in the cluster and this 

weight is adjusted while zooming. After the first level slicing, a similar partitioning is 

applied to each vertical slice this time creating horizontal slices of lower level clusters 

where again the areas of these slices are proportional to the weights of the corresponding 

subclusters. 

For a simple illustration of this technique, let's look at the hierarchy depicted in 

Figure 3.5. Assuming that the lowest level nodes C, D, E, H, I, J, and Kare all individual 

files with a weight of 1, the weights of the other clusters will be 3 for A, 4 for B, and 2 

for each ofF and G. According to this weight structure, a treemap of the hierarchy is 

formed as follows: initially the map space is divided into two since there are only two 
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first-level clusters: A, and B. The ratio of the area allocated for A to the area allocated for 

B will be 3 to 4 since A has a weight of 3 and B has a weight of 4. After the first slicing, 

the area for clusters A and B are partitioned similarly where the area of the A is divided 

into three equal portions (between C, D, and E), and the area for B is divided into two 

equal portions (between F and G). Finally, the areas for F and G are both divided into 

Figure 3.5 

A simple hierarchy 

Root 

A B 

C D E F G 

H I J K 
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two equal portions to represent H and I, and J and K respectively. The resulting treemap 

is shown in Figure 3.6. 

Figure 3.6 

The treemap of the hierarchy in Figure 3.5 

C 
H I 

D 

J K 

E 

In the original treemap algorithm by Johnson and Shneiderman (1991), the 

partitioning of the available map space continues until each individual document is 

represented on the map. In our application, we stop the partitioning before the area of a 

slice drops below a certain visibility threshold that we define. One caveat to this approach 

is that some clusters will always be too small, and will never be visible unless this 
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threshold is ignored for a first-level cluster or a cluster that is one level below the 

zoomed-in cluster. Accordingly, our approach ignores this rule for those first-level 

clusters and the clusters that are one level below the zoomed-in cluster. 

Since the original treemap algorithm shows every detail of the information 

structure on the overview, it does not require further zooming. As explained in the above 

paragraph, our implementation makes the clusters visible only if they are large enough 

(according to a predefined visibility threshold) hence there is a need for zooming to 

visualize the details of a cluster that are not available on the overview. For this reason, we 

propose an original approach to the design of the zooming capabilities in the 

visualization. Our implementation of the full zoom method simply entails redrawing the 

treemap taking the zoomed-in node (cluster) as the root. This approach is equivalent to 

assigning a weight of zero to all out-of-focus clusters. 

Our approach to fisheye zooming is one out of many possible implementations of 

the idea. We propose a method of zooming that requires that the area of every clu~ter is 

redefined by increasing the weight of the zoomed-in cluster and all of its descendents 

such that all sub clusters of the zoomed-in cluster become visible i.e. exceed the visibility 

threshold. This entails that the size of the smallest sub cluster of the zoomed-in cluster 

would determine the scaling factor. In case this smallest sub cluster is too small to be 

visible even with the highest possible scale factor (a factor that would effectively result in 

full zoom) the threshold is ignored for that cluster, and it is allowed to be displayed as it 

was done in the case of the first level clusters. The scale factor is then calculated in a 

way to make the next to the smallest sub cluster exceed the visibility threshold if 

possible. This process is repeated until a large enough sub cluster is found, and the scale 
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factor is calculated accordingly. Meanwhile, the out-of zoom clusters are allocated less 

space since the ratio of their weights to the weight of the overall hierarchy decreases. By 

this decrease, the areas of some of the out-of zoom clusters may drop below the visibility 

threshold. In case these clusters do not have a sibling in zoom, the algorithm modifies the 

view such that only the parents of the clusters below the visibility threshold are 

displayed. This way, the out-of zoom area is summarized to provide a context within 

which the zoomed-in details are visible. On the other hand, if an out-of zoom cluster is 

below the threshold and one of its siblings is in zoom, it.can not be combined with its 

siblings since that would not allow the zoomed-in sibling to be visible. In that case, the 

cluster below the threshold is simply left as it is. 

After a cluster is zoomed as described, the viewer of the visualization may be 

interested in one of the sub clusters thereof and want to further explore that sub cluster, 

or may focus on an out-of-zoom cluster. In the former case, the weights are adjusted 

exactly similar to the way it was done in the previous zoom. In the latter case, the weights 

of the zoomed-in clusters from the previous zoom are reset (i.e. set to their originals) 

before the procedure of weight adjustment is performed for the new zoomed-in cluster. 

The reason for this extra step is the need to make the visualizations independent of the 

previously visited clusters unless the browsed area is still inside those clusters. 

The original treemap algorithm and the pseudo-code for some of our most 

important extended features are listed on figures 3.7, and 3.8. 
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Figure 3.75 

The Original Treemap Drawing Algorithm 

by Johnson and Shneiderman 1991 

DrawTree() The node gets a message to draw itself 

{ 

} 

PaintDisplayRectangle(); 

Switch (myorientation) { 

case HORIZONTAL: 
startSide = myBounds.left; 

case VERTICAL: 
startSide = myBounds.top; 

if (myNode Type== Internal { 

ForEach (childnode) Do { 

The Root node is set up prior to the 
original recursive call 

doneSize = O; 
The percent of this subtree 
drawn so far 
The node sends itself a 
Paint Message 
Decide to slice this node 
horizontally or vertically 

Set start for horizontal slices 

Set start for vertictal slices 

Set up each child and have it 
draw itself 

Childnode->Setbounds(startSide, doneSize, myOrientation); Set 

Childnode->Set Visual; 

Childnode->DrawTree(); 
}}} 

Setbounds( startSide, done Size, parentOrientation) 
{ doneSize = doneSize + mySize; 

switch (parentOrientation) { 

case HORIZONTAL: 
myOrientation = VERTICAL; 

child's bounds based on the 
parent partition taken by 
previous children of parent 
Set visual display properties 
(color, etc.) 
Send child a draw command 

How much of the parent will 
have been allocated after 
this node 
Decide which direction 
parent is being sliced 

Set direction to slice this 

endSize = parentWidth * doneSize I parentSize 
node for its children 
How much of the parent 

SetMyRect (startSide + offset, 

will have been sliced after this 
node 
Left side, off.set controls the 
nesting indentation 

5 We appreciate the cooperation and access to Treemap97 code from Ben Shneiderman and the Human
Computer Interaction Lab at the University of Maryland 
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Figure 3.7 (ctd.) 

parentBooods. top + offset, 
parentBooods.left + endside - offset, 
parentBooods.bottom - offset); 

Top 
Right 
Bottom 

startSide = parentBounds.left + endside; 
case VERTICAL: 

Set start side for next child 

myOrientation =HORIZONTAL; Set direction to slice this 
node for its children 

endSize = parentHeight * doneSize I parentSize 

SetThisRect (parentBounds.left + offset, 
startSide + offset, 
parentBounds.right - offset, 
parentBounds.top + endSide - offset); 

startSide = parentBooods.top + endside; 

Figure 3.8 

Extended Features 

Left side, 
Top 
Right 
Bottom 
Set start side for next child 

Combine() For only drawing the large enough clusters starting 
at the second level and below 

{ifmynode.size I totalsize < threshold If a node size is belmv the visibility 

parent.visible = true; 
visible = false; 

ForEach (sibling) Do 

Zoom() 
{ 

Sibling.visible = false; 

Smallest= FindSmallestchild(all children); 

SmallestSize = Smallest.size; 
If SmallestSize < mynode.size * threshold 

threshold 
{ 
Repeat 
{ 

threshold 
Make the parent visible 
Make the node not visible 
Make the siblings not visible so that only their parent 
is displayed 

Zooming in fish eye view 

Find the smallest child among all 
children 
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Figure 3.8 (ctd.) 

smallest.visible= true; 

Smallest= FindSmallestchild(all but the previous smallest); 

SmallestSize = Smallest.size; 
} 
until SmallestSize >= mynode.size * threshold; 
} 

Make the smallest child visible 
regardless of the threshold 
Find the next to the smallest 
child and check if that can 
exceed the threshold 

until a big enough one is found. 

Scale= (threshold* (totalsize - mynode.size)) I (SmallestSize - (threshold* mynode.size)); 
Now calculate the scale to make the big enoug~ child exceed the threshold 
Foreach (descendent) do 

{mynode.size = mynode.size * scale;} 
DrawtreeO 
} 

3.1.5 Implementation 

Modify the weights 
Redraw the tree with the new weights 

We implemented a working prototype system as a proof of concept for the design 

ideas discussed in the previous parts of this section. The system facilitates the processes 

displayed in Figure 2.20 and performs them sequentially. A simple HTML form (see 

Figure 3.9) was designed to let the Web searcher enter a query. This form sends this 

query to an Active Server Pages (ASP) document6 that communicates with the Alta 

Vista search engine. The query is sent to Alta Vista in a format to receive the first 100 

search results, and the "Alta Vista Results" page including these 100 results is received 

by the ASP document. Next, the "Alta Vista Results" page is parsed using a nonstandard 

ASP component (ASPTear) that has the built-in functionality to parse (tear) a given 

HTML document. This way, the title and URL of each search result is extracted from the 

"Alta Vista Results" page. The name (see the following paragraphs for an explanation), 

6 We are thankful to Mr. Vishal Jangla for this part of the system development 
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the title, and the URL ( obtained as explained above) of each of the I 00 search results is 

stored in an index file. Next, the ASP document retrieves each of these results by calling 

their URLs. The resulting documents are in html format; therefore they are first converted 

to text files by stripping the html tags. The resulting text files are locally saved under 

their unique names, and they are already in the index file. The unique file names for the 

search results are for internal use by the system's clustering component. The clustering 

component, (IntelligentMiner' s hierarchical clustering routine) works only with these 

names for creating a hierarchical cluster scheme. This clustering scheme is saved to a 

file, and is inputted to the visualization procedure. 

Figure 3.9 

The input form 

Pkase enter yotr Web search query below: 
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Figure 3.10 

Flowchart of the Process for Visualizing the Hierarchy of Documents 

Cluster file 

Read object at 
the current level 

Yes 

Set the current level 
to one 

Draw all objects at 

Go to t e next level 

Update the weight 

Weight Index 

Go to the next level 
the current level ... ----------1 

No 

I Combine with siblings I ( Stop ) 
~------~•~: ~ ---~•· '-----~· 
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We implemented a Java applet7·8 that reads the hierarchical scheme information 

from the output of the clustering routine and the index file that is created by the ASP 

document. The applet visually displays the documents of the hierarchy based on our 

modification of Johnson and Shneiderman's (1991) TreeMap algorithm as discussed in 

the previous section (see figures 3.7 and 3.8). The applet uses the output of the 

clustering routine to label the clusters. Leaves of the hierarchy, i.e. individual files, are 

labeled by looking up the corresponding title for each file name in the index file that 

was created as explained before. Figure 3 .10 displays the flowchart for the algorithm 

that performs this functionality. 

As an example of this implementation, Figure 3.11 displays the visual overview 

of documents returned in response to the query "Name five different kinds of music that 

Sony is publishing". 

Users of our system interact with this applet by focusing on a part of the displayed 

hierarchy. The algorithm for the zooming functionality of the visualization was explained 

in Figure 3 .8. Figure 3 .12 displays a :flowchart of the algorithm that performs the 

(fisheye) zooming function of our system. When a user reaches a leaf of the hierarchy, 

i.e. an individual file, and then clicks on that part of the visualization to further explore 

the individual page, the applet looks up the URL of the file from the index file and 

retrieves the page accordingly. 

Figure 3 .13 summarizes the functionality of our system. This summary includes 

the main processes, the inputs and outputs produced, and the specific program segments 

7 Mr. Sonieshwar Baldawa is highly appreciated for his contribution in the coding of the algorithm. 
8 For the sake of convenience, we refer to this applet as applet.java in the following discussions 
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Figure 3.11 

The Visual Overview of Documents Returned in Response to the Query 

"Name five different kinds of music that Sony is publishing." 

"Name five different kinds of music that Sony is publishing." 

Query Results 

jName : music,sony 

0 

r 
h r 
e 

! 
I I 

that execute each of the processes. Two of these main processes, namely 

"Visualize hierarchy" and "Zoom" are performed by means of the Java applet, the 

implementation of which is based on the algorithms of figures 3.7 and 3.8, and is 

explained by means of the charts in figures 3.10 and 3.12 respectively. Figure 3.13 is a 
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Figure 3.12 

Flowchart of the Process for Fisheye Zooming a Part of the Visualization 

Mouse clicked 

' .. 
\J 

Calculate scale factor based on the smallest child 

Update weights by 
multiplying size of all 
descendents by scale 
factor 

Redraw the hierarchy 

1 

1 

Calculate scale factor based on the next smallest child 
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Search 

Query 

Receive Search Query 

inputsearch.asp 

Send Search Query to Alta Vista 

runsearch.asp 

Parse the "Alta Vista Results Page" 

runsearch.asp 

Retrieve the search result from the list 

runsearch.asp 

Strip the files of html tags 

runsearch.asp 

Figure 3.13 

The System Flowchart 

14------~----1 Cluster the documents 

text version of 

search resu It 

No 
Yes 
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IBM Text Miner 
imzhclst.exe 

Visualize hierarchy 

appletjava 

Zoom 

applet Java 

STOP 



more detailed version of the system chart in Figurel.l. In Section 3.3.3, we describe how 

we used this prototype in our user study. Before that, we discuss the details of the 

conceptual research model and the statement of research hypotheses in the following 

section. 

3.2 Hypotheses 

As displayed by the model diagram in Figure 1.2, four main independent 

variables, namely the presentation method (interface), task, amount of training, and 

contextual (individual) variables have an effect on end-user success and satisfaction. 

The only independent variable that is manipulated in the study is the presentation 

method of Web search results, and it can take three levels: fisheye view visualization, 

full zoom visualization and no visualization. The other independent variables are 

either held constant ( amount of training and task) or controlled ( contextual variables). 

· Of the dependent variables, end-user success has two dimensions: effectiveness 

and efficiency. We operationalize effectiveness and efficiency as suggested by Roussinov 

( 1999), Morse ( 1998), and Tan and Benbasat ( 1990) among others. The number of 

correct answers given in a limited time to a set of objective questions that have their 

answers within the search results is a surrogate measure for effectiveness while the time 

tocomplete the task of answering these questions is a surrogate for efficiency. End-user 

satisfaction is measured by the users' satisfaction survey scores for each display. 

According to this operationalization, the (alternative) hypotheses of the study are: 
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Hla: Existence of visualization increases the number of correct answers. 

Hlb: Existence of visualization reduces the time to complete the task of 

answering the questions. 

Hlc: The visual systems result in higher user satisfaction than the text-based 

system does. 

The hypotheses in this first group aim to measure the success of visualization. 

The second group hypotheses aim to measure the success of the fisheye zoom method in 

comparison to the full zoom method, and are formulated similarly as follows: 

H2a: Use of the fisheye zoom instead of the full zoom increases the number 

of correct answers. 

H2b: Use of the fisheye zoom instead of the full zoom reduces the time to 

complete the task of answering the questions. 

H2c: The fisheye zoom system results in higher user satisfaction than the full 

zoom system does. 

As we mentioned before, few studies on visual information retrieval include and 

report on usability of the approaches and related empirical tests. This study addressed 

this issue by the empirical testing of the above hypotheses by means of a controlled 

experiment. The details of the experimental design are presented in Section 3.3. 
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3.3 Experimental Design 

3.3.1 Subjects 

The subjects of the experiment are college students enrolled in upper level 

undergraduate or graduate business (mostly MIS) classes in a large northeastern 

university. 

3.3.2 Tasks 

Finding the right tasks to test the usability of a design idea is a challenging 

endeavor, especially in Web-based empirical studies. Our main motivation in this study 

is to support the browsing of the results of a search query that retrieves a large number 

of pages (hits). Accordingly, our first criterion for the search tasks for the experiment 

is that they result in a large number of hits. Similarly, we want the tasks to have multi 

aspects and to produce a large number of clusters. 

The purpose of our experiment is to test the success of our design principles 

hence we do not want the personal traits or backgrounds of the subjects to influence the 

results. For this reason, another criterion for the search tasks is that they be on general 

topics so that a group of subjects will not be systematically more knowledgeable about 

the search tasks compared to the other subjects. 

Searching for information on the Web is a cognitive task. To that effect, it is 

worthwhile to briefly review the major groups of cognitive tasks to gain a deeper 

understanding of the experiment's objectives. According to an old taxonomy by Bloom 

(1956) there are six major areas in the cognitive domain. 

1. Knowledge: The ability to recall or recognize ideas, facts, etc. in a situation. 
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2. Comprehension: The ability to receive ideas, etc. and make use of them 

without relating it to other materials or seeing its implication. 

3. Application: The ability to use abstraction, rules, methods, and principles in 

concrete problems or situations. 

4. Analysis: The ability to breakdown a communication or concept into its 

constituent elements. 

5. Synthesis: The ability to combine pictures, parts, and elements to form a new 

pattern or arrangement. 

6. Evaluation: The ability to make quantitative and qualitative judgments about 

the extent to which materials and methods satisfy criteria. 

We argue that depending on the search purpose, information search tasks can 

require one or a combination of knowledge, analysis, synthesis, and evaluation. Along · 

the same lines, Marchionini (1995) defined the common goals of information search in a 

range from finding a narrow set of items in a large collection that satisfy a 

well-understood information need (known-item search) to developing an understanding 

of unexpected patterns within the collection (browsing). Based on these general 

guidelines, Shneiderman (1997) classified information search objectives into the 

following general groups: 

1. Specific fact-finding (Searching directly for a readily identifiable outcome) 

2. Extended fact-finding (Searching indirectly for relatively uncertain but 

replicable outcomes) 

3. Open-ended browsing (Gaining an understanding of a general subject area) 

4. Exploration of availability (self explanatory) 
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In the Web domain, the availability of material is subject to continuous change. 

Hence, it is not easy to pursue the fourth search objective. Open-ended browsing is 

invaluable in real-life information search activities. However, in a controlled experiment 

it is very difficult to measure the outcomes of a loosely defined objective such as 

"finding new work on voice recognition in Japan", or "possible relationships between 

carbon monoxide levels and decertification". Subsequently, the search tasks-in this study 

were mainly on (specific or extended) fact fin4ing., 

Roussinov (1999) used questions discussed by the panel on Web Search at the 

1998 ACM Conference on Advances in Informat~on Retrieval (see Table 3.1) in an 

experimental study, and found significant differences between the performance of 

different search tools for some of these questions. Five of these questions (1, 2, 6, 7, 10) 

can be considered the specific fact-finding kind. Roussinov concluded that two of these 

ten questions (6 and 8) were extremely difficult since no subject could correctly answer 

them. Among the remaining eight questions, four of them (1, 3, 9, and 10) were identified 

as ''tough" questions where the others (2, 4, 5, and 7) were identified as "easy'' ones. 

Roussinov also found that the performance of the subjects was not significantly different 

between the easy and difficult questions. 

Using specific fact-finding questions is a good way to test the success of a 

presentation system. These questions have their answers in (a) particular site(s) within the 

collection of search results yet finding those answers, especially in a fast manner, 

requires the ability to quickly overview the document collection as well as easily 

focusing on a specific part of a collection when needed. We believe that the visual 
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systems especially with the fisheye zooming would facilitate this kind of a fast focusing 

and refocusing, and will better support the information seekers. 

Table 3.1 

Roussinov's experimental questions 

1. I want to find where Max Beerbohm, the English caricaturist, lived in at the end 

of his life . 

. 2. What does it cost to ride on the upper deck of the Star Ferry across Hong Kong 

harbor to Tsimshatsui? 

3. Where can I get good pfeffersteak in Hagerstown, MD, USA? 

4. Ifl visit Singapore, what, if any, buildings designed by I. M. Pei's can I see there? 

5. · Names of hotels in Kyoto (Japan) that are near the train station. 

6. What is the cost of overnight train tickets, including sleeper accommodations ( double 

occupancy) from Paris to Munich? 

7. How long does it take to get by train from Copenhagen to Oslo? 

8. Was the Ring Cycle performed at Bayreuth, Germany, in summer 1998? 

9. I'm looking for the names of campgrounds around Lake Louise (Canada) that have 

showers. 

10. I need a map showing the location of the Penfold's winery in Australia. 
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Extended fact-finding questions require more synthesis than specific fact-finding 

questions. The indirect nature of the search to find answers to questions of this sort makes 

it essential to have a general understanding of the information space to connect different 

pieces of information. The visual system particularly with the fisheye zooming 

capabilities as described should be a good candidate to render this kind of a general 

understanding and the ability to quickly browse through different areas on the 

information map. Shneiderman (1997) lists three example questions of extended 

fact-finding as seen in Table 3.2. Note that the answers to each one of these questions 

constitute a list rather than a single entity. To be able to make the answers to these 

questions less vague and easier to evaluate, we modified them and appended the list with 

three more questions of this sort to constitute the list in Table 3.3. 

Table 3.2 

Shneiderman 's extended fact-finding questions 

1. What other books are by the author of Jurassic Park? 

2. What kinds of music is Sony publishing? 

3. Which satellites took images of the Persian Gulf War? 

87 



Table 3.3 

The extended fact-finding questions 

1. Find two other books by the author of Jurassic Park. 

2. Find five different kinds of music that Sony is publishing. 

3. Name three satellites that took images of the Persian Gulf War. 

4. How many swimming medals did the country that had won the most gold 

medals in swimming in the 1972 Olympics win in the 1996 Olympics? 

5. What are the two most recent movies by the director of"Shining"? 

6. Which one of Luxembourg's neighbors has the highest literacy rate? 

Using the questions from tables 3.1 and 3.3 we designed three tasks: Task A, 

Task'B, and Task C with virtually similar difficulty levels. This similarity allows us to. 

control for the "task" variable in the conceptual model of Figure 1.2. To establish this 

similarity, we_picked one "easy" and one "tough" question according to Roussinov's 

findings from Table 3.1 for each task. A similar reasoning was applied in assigning the 

questions of Table 3.2 to each task. According to this arrangement, the tasks in Table 3.4 

were formed. Our next task was to do the initial testing on this list to finalize the tasks 

that would be used in the user study. 
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Table 3.4 

The experimental tasks 

Task Questions 

1. Where can I get good pfeffersteak in Hagerstown, MD, USA? 

2. If I visit Singapore, what, if any, buildings designed by I. M. Pei's 

can I see there? 

A 3. Find two other books by the author of Jurassic Park. 

4. Name three satellites that took images of the Persian Gulf War. 

1. Find the names of hotels in Kyoto (Japan) that are near the train station. 

2. I'm looking for the names of campgrounds around Lake Louise 

(Canada) that have showers. 

3. Find five different kinds of music that Sony is publishing. 

B 4. How many swimming medals did the country that had won the most 

gold medals in swimming in the 1972 Olympics win in the 1996 

Olympics? 

1. How long does it take to get by train from Copenhagen to Oslo? 

2. I need a map .showing the location of the Penfold's winery in Australia. 

3. What are the two most recent movies by the director of "Shining"? 
C 

4. Which one of Luxembourg's neighbors has the highest literacy rate? 
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3.3.3 Control Variables 

The amount of training was held constant for each subject. Therefore, the 

"amount of training" variable is controlled similar to the task variable. Age, sex, native 

language (English vs. other), cognitive style, and Web search experience are used as 

control variables. 

Figure 3 .14 displays our research model with the complete set of operational 

variables based on the conceptual model of Figure 1.2. 

3.3.4 Measurements 

The measurement of "gender", "age", "native language", and "number of correct 

answers" variables are straightforward. The "time to complete task" was measured by 

including a timestamp to mark the beginning of each phase of the experiment, and the 

time each subject submitted his/her answer. To measure "Web search experience", we 

adopted and used a two-item scale (Wang et al. 2000) composed of the frequency, and 

the duration of Web search engine use. Table 3.5 displays the survey that was conducted 

to collect demographic data and Web search experience. 

We used the Group Embedded Figure Test (GEFT) (Witkin et al. 1971) for 

determining "cognitive style". This test is known to measure a very salient, i.e. field 

dependence, dimension of cognitive style, and has been shown to be fairly reliable 

(Witkin et al. 1971). Subjects of the GEFT are shown simple figures that are 

"embedded" in more complex ones and are asked to identify the simple figure within 

90 



Presentation type: 
1. List, 
2. Full zoom, 
3. Fisheye view 

Gender 

Native language 

Cognitive Style 

Web search 
Experience 

Contextual 
variables 

Task 

Amount of 

Effects 

Figure 3.149 

The Research Model 

Number of 
correct answers 

Time to 
complete task 

Satisfaction 
survey 
score 

~ Construct 

__ ..,. ... ~ Effects that are tested 

............................. Operationalization 

Operational 
variable 

9 This model does not explicitly show interaction between the independent variables, or dependent 
variables yet the existence of interactions must be tested for in an empirical study. 
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the larger one. Depending on how many such simple figures they can identify , they are 

assigned a score on a range between O and 18. The subjects that score high on this test 

Table 3.5 

The Initial Questionnaire 

Please answer the following questions. 

1. What is your age group? 

A) 19 or younger B) 20-22 C) 23-25 D) 26 or older 

2. What is your sex? 

A) Male B) Female 

3. What is your native language? 

A) English B) Not English 

4. How long (approximately) have you used a search engine (e.g. Lycos, AltaVista, 

Northern Light, etc.) to search for information on the Web? 

A) Never 

B) For two or less than two years 

C) For more than two, but less than four years 

D) For four or more years 

5. How often (on the average) do you use a search engine (e.g. Lycos, Alta Vista, 

Northern Light, etc.) to search for information on the Web? 

A) Never 

B) Once a month or less often 

C) More often than once a month, but not as often as once a week 

D) Once a week or more often 
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are considered to be more field independent. Although some authors have made the 

assumption that for relatively field dependent individuals the Web is expected to be a 

much more difficult environment (Wang et al. 2000), we refrain from making that 

assumption, but rather use field-independence to control for individual differences. To 

that effect, in our further analyses, we refer to the field-independence with the 

assumption that the reader has an understanding of its role in our study. 

The final scale we discuss is a multi-item one adopted from Stasko et al. (2000) 

that was used for measuring "satisfaction". The satisfaction survey is based on a 7-point 

Likert scale and contains the items displayed in Table 3.6. 

Table 3.6 

The Satisfaction Survey 

1. · There are definitely times that I would like to use this system. 

2. I would like this system availabie for my use all the time. 

3. I found this system useful. 

4. I found this system confusing to use. 

5. I liked this system. 

3.3.5 Procedure 

The first step we took before conducting the user studies was to validate the 

usability of the experimental tasks (questions) that we had identified. For this purpose, 
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we ran the queries one by one to find out whether the answers to the questions can be 

found within the first one hundred results that are returned by the search engine, and 

whether finding the answers required some nontrivial effort. We decided this kind of a 

prescreening would enhance the quality of the data that are collected, and the need to 

eliminate questions after data collection would be less likely. During this screening 

process we found out that since some of the questions on our list were part of different 

experiments before, they were extensively studied and the answers were explicitly 

published on the Web. This led to the elimination of the first two questions from both 

tasks A and C, and the second question from task B. We replaced these questions by 

similar questions that we made. We also discovered that the fourth questions of tasks A 

and C were too difficult to answer just by consulting the first hundred Web pages, and 

they were replaced by more reasonable questions. Finally, we decided that the effort to 

answer the third questions of tasks B and C were too trivial for us to keep them on our 

list, and we replaced those questions with more nontrivial ones. This modification in the 

tasks led to the final list of questions to be tested in the experiment as seen in Table 3.7. 

We conducted controlled experiments with several groups of business (mostly 

MIS) students from a large northeastern university to empirically test the hypotheses 

formulated in the previous section. Each experiment session started with the subjects' 

filling out a questionnaire on demographic data (the control variables) such as age, 

gender, and native language (English vs. other). Data on the subjects' Web search 

experience were also collected by means of the same questionnaire. In addition, the 

subjects went through a cognitive style test. The details of the instruments used for these 

measurements were discussed in part 3.3.4. 
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Table 3.7 

The modified list of the experimental tasks 

Task Questions 

1. Where can I get good filet mignon in Madison, WI? 

2. What was the population of Hong Kong in 1998? 

A 
3. Find two other books by the author of Jurassic Park. 

4. Name three shows that took stage in Broadway in 1989 

1. Find the names of two hotels in Kyoto (Japan) that are near the train 

station. 

2. How long does it take to get by train from Paris to Munich? 

B 3. I need a map ofKusadasi, Turkey. 

4. Where did William Shakespeare die? 

1. I'm looking for the names of campgrounds around Lake Tenkiller 

(Oklahoma) that have showers. 

2. How many track medals did the country that had won the most gold 
C 

medals in track in the 1972 Olympics win in the 1996 Olympics? 

3. What are the two most recent movies from the director of "Full 

Metal Jacket"? 

4. Which countries are the neighbors of Ukraine? 
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For the purposes of the experiment, the subjects were randomly assigned to one 

of three groups. Every subject underwent a training session, which resembled the 

experimental phases, and familiarized the subjects with the experimental procedure and 

the Web-based forms that they were asked to fill in. For training, we used a similar task 

(see Figure 3.11) to the ones that they would actually be working on (Table 3.7) during 

the experiment. 

After the training, each group of subjects underwent three phases of 

experimentation. In each of the three phases, subjects were given tasks A, B, and C in the 

same order. The difference was in the presentation of search results. For the first group, 

Task A had no visual support while Task B was supported by the full zoom visual system 

and Task C was supported by the fisheye zoom visual system. For the second group, 

Task Chad no visual support while Task A was supported by the full zoom visual system 

and Task B was supported by the fisheye zoom visual system. Finally for the third group, 

Task B had no visual support while Task C was supported by the full zoom visual system 

and Task A was supported by the fisheye zoom visual system. See figures 3.15, 3.16, 

3 .17, and 3 .18 for the alternative ways of presenting the results to the query for answering 

the second question of Task A. Figure 3.16 is the visual overview, which is common to 

both methods of visualization. Figures 3 .17 and 3 .18 display the alternative ways of 

zooming the "populous world" section of the overview in Figure 3.16. 
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Figure 3.15 

Text-based Presentation of Search Results to Query 2 

rjWha! was !he population of Hong Kong m 1998? - M1c1osoltlntetnel Explo1er ' .•·· • ~-{ }: icd!];;;,!~@ 
Jjelp 

.. ~ }1 ~ ·~ :1;J :J 
Back Stop Refresh Home 

JA~;;.. j@] f-llp/iw,,;:;~,temple.edwtu1e;~.n/ll21Q2~sp _ 

Search Favro.es ~isl~,y 

"What was the population of Hong Kong in 1998?" 

Query Results Page 1 

I. Populalion.com 
News semce dedicated to World Population 
URL: www.populalion.com/ 
Translate J Related pages 

2. Stock ofForeign Pop11/alion of Hong Kong (1990 to 1994) 

~- & ~ .& c;p 
Mai Prirl Edit Discuss Menenget Realcom 

Stock ofForeignPopulation of Hong Kong (1990 to 1994) Source: Asian and Pacific Migration Journal. Vol. 4. No. 4. 1995 Country of 
Passport ... 
URL: www. userpage. fu-berlin. de/-migratio/Statistik/ashokOO 1.htln 
Translate More pages from this site \,!J Related pages 

3. Seattle Times: Hong Kong's popuuliion problem 
seattletimes. com: Hong Kong's population problem .. 
URL: seattletimes. com/news/riation,worldlhtml9 .. .i_ 19990519 .html 
Translate More Nges frorii this site '1l Related pages Facts about: Seattle Times Co 

4. Hong Kong P·eople and populailon page mtroduce you HongKong people and Cantone 
HongKongNet comprehensive guide for Travel to HongKong Island,living in HongKong, Hong Kong Facts full of Hotels 
introductions,Dining & restaurant. .. 
URL www.hongkongnet.net/DirectorylF acts!Popu ... population html 
Translate 1.iforc pages from this site i.) Related pages 
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Figure 3.16 

Visual Overview of the Search Results to Query 2 
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Figure 3.17 

"Full" zooming of the "populous world" section of Figure 3.16 

"What was the population of Hong Kong in 1998?" 

Query Results 

fertility,.rate 

Metr~ive News &amp; Issues I Population Bomb 
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Figure 3.18 

"Fisbeye" zooming of the "populous world" section of Figure 3.16 

"What was the population of Hong Kong in 1998?" 

Query Results 

(Name : hong,kong 
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The experimental design that we described facilitates all three modes of 

presentation methods to be used for all three tasks. Assuming that the order that the 

subjects are exposed to the presentation methods has no significant effect (i.e. no 

phase-task combination and learning effect), the success (number of correct questions 

and time to finish the task) and satisfaction of the subjects using a specific presentation 

method can be found by aggregating the success (i.e. performance) and satisfaction 

measures from the three different groups, and the data collected by this design can be 

analyzed as if they were collected by means of a repeated measures design. We test the 

validity of the assumption in Chapter 4. The reason that we chose such a design over a 

regular repeated measures design where all subjects would go through the same task and 

presentation method combination in the same order is to control for the effect of the 

sequence the subjects are exposed to the differing presentation methods. If significant 

differences between presentation methods were found with a regular repeated measures 

design, we would have no way of knowing whether this was a learning effect, and the 

difference was caused because of this learning, i.e. the different sequence that the 

subjects were exposed to the presentation methods. For that reason, it is obvious that the 

internal validity of a regular repeated measures design would not be as good as the one we 

are proposing herein. Our experimental design is displayed in Table 3.8. 

During an experimental session, the subjects were given 12 minutes (an average 3 

minutes per question) for the completion of each experimental phase, and were reminded 

of the time left for the specific phase every three minutes. At the end of each phase, the 

subjects were asked to evaluate the mode of presentation that they had experienced in that 
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particular phase. The details on the instrument to render this evaluation were displayed in 

Table 3.6. 

A total of six sessions of the experiment (each time with a different sample) were 

held. The first one of these sessions was used for testing the experimental procedure, and 

the second one did not yield usable data due to a technical problem with the connection 

of the Web forms to the central database. This resulted in a total sample size of 78 

subjects. 

Table 3.8 

The Experimental Design 

Phase Task/Support 

Group 1 Group 2 Group 3 

Task A Task A Task A 

Phase 1 No visualization Full zoom Fisheye zoom 

TaskB TaskB TaskB 

Phase 2 Fisheye zoom No visualization Full zoom 

TaskC TaskC TaskC 

Phase 3 Full zoom Fisheye zoom No visualization 
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4. RESULTS 

In this section, the results of the experiment and statistical analyses of the data are 

discussed. 

4.1 Preliminary Analyses 

4.1.1 Data Representation 

Before the statistical analyses, it is worthwhile to discuss the representation of the 

data for a better understanding of the analysis process. As will be recalled from the 

discussion of the scales, two of the independent (control) variables, "sex" and "native 

language" in our research model were originally measured on single-item categorical 

(nominal) scales (male vs. female, and English vs. Not English) therefore there is no need 

to transform these variables for analysis purposes. Similarly, the "age" variable was 

measured on an ordinal scale where the first category represents the youngest age group, 

and the last one represents the oldest hence this variable does not require any further 

transformation, either. Two of the dependent variables, "number of correct answers"10 or · 

briefly "score", and "time" (to complete each task, in seconds) variables were measured 

on a continuous (ratio) scale, and are not transformed. The other variables in our model 

are not as amenable for numerical analyses therefore needed further elaboration. Next, 

we discuss this further effort in transforming those variables for the facilitation of data 

analysis. 

10 The number of correct answers was determined simply by following the URLs that the subjects provided 
as the most relevant sources for answering the questions and finding out whether the answers to the 
questions can be found therein. 
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The measurement and interpretation of the control variable, "cognitive style" was 

explained in the previous chapter. Originally, this measurement yields a score that is an 

integer between O and 18, which does not provide categories of cognitive style that we 

can classify our subjects into. Witkin et al. (1971) classify their subjects into four 

quartiles based on their score distribution. Similarly, the exploration of the distribution of 

the scoresof our subjects led us to categorize our test sample into four different cognitive 

style groups, where the first group constitutes the most field independent individuals, and 

the fourth group constitutes the most field dependent ones. 

The "Web search experience" ("Web Experience") variable was measured 

through two items, and therefore does not have a simple representation. A quick 

overview orthe answers that were given to the two "Web search.experience" questions 

(i.e. questions 4 and 5) of the survey in Table 3.5 revealed that there were four natural 

categories of subjects in our sample: the subjects with "high" Web search experience 

marked "D" for at least one of the questions 4 and 5, i.e. they indicated frequent Web 

search engine use, or long period of familiarity with Web search engines. On the other 

hand, the subjects with "very low" Web search experience marked "A" for both questions 

meaning that they had not used a search engine before, and those with "low" Web search 

experience marked "B" for both questions indicating that they had a relatively short 

exposure to web search engines (less that 2 years), and that they very seldom use Web 

search engines (once a month or less frequently). We classified all the other subjects, i.e. 

those who marked "C" for both questions, into the "moderate" Web search experience 

category. This way the "Web search experience" variable is transformed into a 

categorical one with four levels, and was represented by labels 1 through 4. 
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As displayed in the last section of Chapter 3, the measurement scale we used for 

our third dependent variable, "satisfaction" is a 7-point Likert scale with five items. In 

order to decide whether this scale is reliable (i.e. repeatable) and whether these different 

items can be combined into a single satisfaction score, we performed two different 

analyses. First, to measure the reliability of the scale, we calculated coefficient a.11 • This 

calculation is possible if the scale is a ratio, or at least an interval scale therefore would 

not be possible with the original categorical coding of the variable. For this reason, the 

values ofresponses for items 1, 2, 3, and 5 in the scale were represented on a scale that 

ranges from 1 through 7 (1 representing minimum possible satisfaction, and 7 

representing the maximum). A very similar transformation was applied for item 4, yet 

this time doing the opposite representation for the different answers, namely representing 

the answer "A" by 7, and "G" by 1 since this item captures a negative opinion, and strong 

agreement with the statement here implies low satisfaction. 

After the mentioned transformations, coefficient a. is calculated, and as shown in 

Figure 4.1, the value of a. is fairly high for this scale hence it is safe to assume that the 

scale is reliable. 

11 For this and the following statistical calculations and analyses, we used SPSS, version IO 
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Figure 4.1 

Reliability Calculations (SPSS Output) 

Method 2 (covariance matrix) will be used for this analysis 

R E L I A B I L I T Y 

1. P1S1 
2. P1S2 
3. P1S3 
4. P1S4 
5. P1S5 

Correlation Matrix 

P1S1 
P1S2 
P1S3 
P1S4 
P1S5 

P1S1 

1. 0000 
.7768 
.7534 
.3610 
.8081 

N of Cases= 

Reliability Coefficients 
Alpha = . 8966 

A N A L Y S I S 

P1S2 

.1. 0000 
.8690 
.4008 
.8343 

77.0 

5 items 

P1S3 

1.0000 
.3638 
.8945 

S C A L E 

PlS4 

1. 0000 
.3561 

Standardized item alpha .8996 

Correlation Matrix 

P2S1 
P2S2 
P2S3 

P2S4 
P2S5 

N of Cases = 

P2S1 

1.0000 
. 9113 
. 8723 

.4240 

.7981 

76.0 
Reliability Coefficients 

Alpha = .9100 

P2S2 

1. 0000 
.8861 

.4537 

.7810 

5 items 

Standardized 
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P2S3 P2S4 

1.0000 

.3872 1.0000 

.7737 .4947 

item alpha .9133 

(A L P H A) 

P1S5 

1. 0000 

P2S5 

1.0000 



Figure 4.1 (ctd.) 

Correlation Matrix 

P3S1 P3S2 P3S3 P3S4 P3S5 

P3S1 1. 0000 
P3S2 . 8017 1.0000 
P3S3 .8082 .8155 1. 0000 
P3S4 .3297 .3232 .2670 1. 0000 
P3S5 .8072 .8063 .7925 .3331 1. 0000 

N of Cases 75.0 

Reliability Coefficients 5 items 

Alpha= .8832 Standardized item alpha .8860 

Next, to understand whether the scale measures a single concept (i.e. the assumed 

satisfaction construct) or multiple concepts, we performed a factor analysis. The results 

of this analysis are shown in Figure 4.2. As can be seen in the figure, a single factor 

explains most (73.5%) of the variance for these five variables and the scree plot supports 

this observation. This leads us to conclude that the scores for the items in this scale can 

be combined into a single "satisfaction score" and hence providing us with a surrogate for 

the "satisfaction" variable in our research model. What is left to be decided then is the 

weight distribution of these variables, i.e. how much of the satisfaction each variable 

actually measures. The component score matrix of Figure 4.2 suggests that the weights of 

the variables in explaining satisfaction are close enough to each other. For practical 

purposes, we consider these weights equal. With this observation, we proceed with our 

transformation by simply averaging the score of each individual on the five items and 

calculating a single "satisfaction score" as the third dependent variable of the model. 
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Figure 4.2 

Factor Analysis Results 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. 

Bartlett's Test of 
Sphericity 

Approx. Chi-Square 

df 

Sig. 

Communalities 

Initial Extraction 
P1S1 1.000 .787 

P1S2 1.000 .867 

P1S3 1.000 .876 

P1S4 1.000 .262 
P1S5 1.000 ;883 

.843 

326.017 

10 

.000 

Extraction Method: Principal Component Analysis. 

Total Variance Explained 

Initial Eigenvalues Extraction Sums of Squared Loadings 

Component Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 3.675 
2 .797 
3 .272 
4 .166 
5 .938E-02 

73.502 73.502 

15.943 

5.440 

3.327 

1.788 

89.445 

94.886 

98.212 

100.000 

Extraction Method: Principal Component Analysis. 

Scree Plot 

I 

Component Number 
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Figure 4.2 ( ctd.) 

Component Matrii' 

Com pone 
nt 

1 
P1S1 .887 
P1S2 .931 

P1S3 .936 
P1S4 .512 
P1S5 .940 

Extraction Method: Principal Component Analysis. 

a. 1 components extracted. 

Rotated Component Matrii 

a. Only one component was extracted. 
The solution cannot be rotated. 

Component Score Coefficient Matrix 

Com pone 
nt 

1 
P1S1 .241 
P1S2 .253 
P1S3 .255 
P1S4 .139 
P1S5 .256 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 
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4.1.2 The Experimental Design Revisited 

As explained before in Section 3.3.4, the experimental design that was used to 

collect data for this study is very similar to a repeated measures design, and the collected 

data can be analyzed as if they were collected through a repeated measures design ifwe 

can make the assumption that the order that the subjects were exposed to different 

presentation methods, (presentation method is the main effect that we are trying to 

test),has no significant effect on their performance and satisfaction. Accordingly, the next 

step in the data analysis process is to test the validity of this assumption. We start this 

step by revisiting our experimental design as done in Table 4.1, and by naming each of 

the nine cells in the diagram from 1 to 9 as illustrated. 

Three factors differentiate these nine cells from each other: the presentation 

method, task, and phase. We are interested in the effect of the presentation method. 

Hence, to isolate the effect of the task and phase combination from the effect of the 

presentation method, we performed a test to compare the levels of the three dependent 

variables of our conceptual model between cells 1, 5, and 9, between cells 2, 6, and 7, 

and between cells 3, 4, and 8 separately. This way, we only compare the effect of the 

task and phase combination since the "method" in each of these comparisons is constant 

and hence controlled for. This comparison requires three different tests where the 

independent variable is the phase-task combination and the control variables are the 

"age", "sex", "native language", "cognitive style", and "Web experience" of the subjects. 

Accordingly, we performed a separate Multivariate Analysis of Variance (MANOVA) 

for each different presentation method. The two most common statistics used for 

significance testing in MANOV A are Wilks ' lambda and Roy's greatest characteristic 

110 



root (gcr). According to Hair et al. (1995), "the measure to use is the one most immune to 

violations of the assumptions underlying MANOV A and yet maintains the greatest 

power. There is agreement that either Wilks' lambda or Pillai's criterion best meets these 

needs, although evidence suggests that Pillai's criterion is more robust if sample size 

decreases, unequal cell sizes appear, or homogeneity of covariances is violated." 

Accordingly, we test the significance of these two statistics in the rest of our analyses in 

this chapter. 

Table 4.1 

The Repeated Measures Design 

Phase Task/Support 

Group 1 Group2 Group 3 

1 2 3 

Phase 1 
Task A Task A Task A 

No visualization Full zoom Fisheye zoom 

4 5 6 

Phase 2 
TaskB TaskB TaskB 

Fisheye zoom No visualization Full zoom 

7 8 9 

Phase 3 
TaskC TaskC TaskC 

Full zoom Fisheye zoom No visualization 
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Figure 4.3.a 

Preliminary Analyses for the Comparison of the Groups with "No visualization" 

Descriptive Statistics 

i , GROUP Mean Std. Deviation N 

. . . - -~-~ 

I 1 1.5769 

I Score 

·- ..... ,_. -·· .. 
l 

2 1.0417 

3 1.7143 
.. . 

Total 1.4366 
.. 

j 1 509.7692, ! 
I .. 
I 
!Time 

2 559.7500 

; 13 .J ...... ?.~?·619? j ... -·· '""'""'" 

___________ 1~tal ____ _ L .. 543.4789. 

' I 
. 1 3.6538, 

Is · r · I at1s action E~~l 3.8667 

1 

I 
L. 
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Figures 4.3, 4.4, and 4.5 display the results of MANOV A for the non-visual, full 

zoom, and fisheye zoom techniques respectively. 
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Figure 4.3.(ctd.) 

Comparison of the Groups with "No visualization" 
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Figure 4.3.a shows descriptive statistics, and the results of Box's M Test, which 

point to the appropriateness of MANOV A for the purpose of comparing different groups 

and hence the different phase-task combinations. 

Figure 4.4 

Comparison of the Groups with "Full Zoom" 

Descriptive Statistics 

j GROUP Mean Std. Deviation N 

l 
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1.3286 

487.5652 
1 
>.. 

510.2917 

458.2609 

-·-······ ·······---·----

.9881 , 23 
- •••••••-,•-•••m --

.9696 24 

.9023 23 
----·- -·- - ··- ·---····-

.9437 

162.8384 23 

151.7221 24 

116.4467 L~3 

485.7286 l 144.6153 ! 70 
.-! .... j . .. 

Total 
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Tests the null hypothesis that the observed 
matrices of the dependent variables are equal across 
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Figure 4.4 (ctd.) 
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Figure 4.5 

Comparison of the Groups with "Fisheye Zoom" 

r--------
1 Descriptive Statistics 

· GROUP Mean Std. Deviation N 
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matrices of the dependent variables are equal across 

116 



Figure 4.5 (ctd.) 
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Figure 4.3.b shows the results of the test that is of main interest at this point. As 

seen in the multivariate tests of differences between groups (and hence the different 

phase-task combinations), there is no significant difference at the 0.05 level of Type I 

error. For this reason, the univariate tests are skipped with the conclusion that the phase

task combination has no effect when the subjects are given the text based (i.e. the non

visual) system. 

Figures 4.4 and 4.5 are identical to Figure 4.3 in terms of the purpose and 

meaning of the performed tests, the only difference being that they are performed for 

the other two methods of presentation, i.e. full zoom visualization, and fisheye view 

visualization. The interpretation of the results in these figures is very similar to the 

previous one, thus it is not repeated here. The conclusion that is drawn from the three 

figures altogether is that the phase-task combination has no significant effect in the 

performance (i.e. success) and satisfaction of the experimental subjects. 

This conclusion may be indicative of either one of two facts. There is either no 

phase effect and no task effect therefore we can discard the order that the subjects 

received the methods, and treat this design as a repeated measures design; or there is a 

phase effect opposed by a task effect hence none of them is observable. 

At this point, we can return to the assumption that we made about the tasks after 

their selection, and based on that assumption, conclude that there is no phase (and hence 

learning) effect since the tasks are virtually identical, and there is no task effect. Yet even 

without this assumption, it can be observed that there is no need to find out the individual 

effects of task and phase since they are not the objects of our main analysis, and as long 

as their combined effect is zero, we can proceed with testing the effect of the presentation 
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method. Furthermore, an effort to separate the effect of one of these variables from that 

of the other would require that the same group of subjects be presented the same task 

using a different order of the presentation methods, and in this case, a learning effect 

· would be inevitable, and this would hamper our analyses. 

The conclusion that the order (phase-task combination) does not affect the 

dependent variables of the model simplifies our hypothesis testing effort to a considerable 

extent. As a result of this conclusion, the dependent variable measures from each subject 

can be treated as the repeated measures of the same variables with a ''within subjects", 

i.e. repeating, factor of presentation method. This way, the group membership becomes 

irrelevant, and the whole sample can be considered as one group receiving different 

treatments at three different times and being measured on the same variables (the 

dependent variables); Accordingly, the test of hypotheses can be performed 

simultaneously by means of a Repeated Measures Multivariate Analysis of Variance 

(MANOV A) and multiple (paired) comparisons. 

4.2 Analysis of the Revised Data 

4.2.1 MANOV A Assumptions 

To find out whether MANOVA should be preferred to three separate Repeated 

Measures Multivariate Analyses of Variance (ANOVA), we first test to see whether at 

least two of the three dependent variables ("number of correct answers", "time to 

complete the question set", and "satisfaction") variables are correlated. For this purpose, 

the correlations between the dependent variables are analyzed for each different treatment 

(presentation method) as displayed in Figure 4.6. Figure 4.6 suggests that there are a 
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number of significant correlations between the dependent variable measures therefore a 

MANOV A can be justified. 

Another assumption of MANOV A is that the dependent variable measures 

collected from the subjects in the three groups are normally distributed (multivariate 

normal). There is no test of multivariate normality hence this assumption is tested 

through separate univariate normality tests. Figures 4. 7 through 4.9 display Normal P-P 

plots where the distribution of the dependent v~ables for each different presentation 

method in comparison to an ideal normal distribution (the straight line in each graph) can 

be seen. These plots suggest that the distributions_ of the dependent variables are 

sufficiently close to normal hence we can assume the (univariate) normality condition is 

satisfied. 

In the light of these analyses, it is appropriate to analyze the data and test the 

hypothes.es with MANOV A. 
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Figure 4.6 

Correlation between the Dependent Variables 
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Figure 4.6. (ctd.) 

r--- -
I Correlations with "Full Zoom Visualization" 
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Figure 4.7 

Plots for "No Visualization" 
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Figure 4.8 

Plots for the "Full Zoom" Visualization 
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Figure 4.9 

Plots for the "Fisheye Zoom" Visualization 
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4.2.2 Hypotheses Testing 

For convenience, the hypotheses of our study are restated in Figure 4.10. 

Figure 4.10 

Hypotheses of the Study 

Hla: Existence of visualization increases the number of correct answers. 

Hlb: Existence of visualization reduces the time to complete the task of answering the 

questions. 

Hlc: The visual systems result in higher user satisfaction than the text-based system 

does. 

H2a: Use of the fisheye zoom instead of the full zoom increases the number of correct 

answers. 

H2b: Use of the fisheye zoom instead of the full zoom reduces the time to complete the 

task of answering the questions. 

H2c: The fisheye zoom system results in higher user satisfaction than the full zoom 

system does. 

To test these hypotheses, we conducted a MANOVA with a within subjects factor 

of presentation "method", and between subjects factors of"sex", "native language", 

"age", "Web experience", and "cognitive style" (field independence). We included 

multiple (paired) contrasts in the analysis in order to compare the "visual" systems to the 

"non-visual", and the "fisheye zoom" system to the "full zoom system" without the need 

for separate tests. 
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Figure 4.11 

The factors of the model 

Within-Subjects Factors 

Dependent 
Measure METHOD Variable 
SCORE 1 SCOREFUL 

2 SCORE FIS 

3 SCORE NO 

TIME 1 TIMEFULL 

2 TIMEFISH 

3 Tl MENO 

SAT 1 SATFULL 

2 SATFISH 

3 SATNO 

Between-Subjects 

N 
AGE 1 1 

2 44 

3 18 

4 15 

SEX 1 37 

2 41 
LANGUAGE 1 47 

2 31 

Web 1 2 

Experience 2 3 

3 12 
4 61 

Cognitive 1.00 21 
Style 2.00 12 

3.00 19 

4.00 26 

The original data set contained missing variable values for a total of 12 cases. We 

chose to treat these cases by a method that is very commonly used in data analysis. Given 

that there were only one or a few missing values for each of these cases, we chose to 
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replace these missing values by the average of the variable (the values of the variables. 

from the other cases) instead of eliminating these cases all together. This way the original 

sample size is conserved (this was a convenience sample, and was limited in size). We 

continue our analyses with this larger sample, ( of size 78) hence obtaining higher power 

and improved generalizability (i.e. external validity). 

The factors of the model and the descriptive statistics based on the "method" 

factor are displayed in Figures 4.11, 4.12, 4.13, and 4.14 respectively. 

Figure 4.12 

Descriptive Statistics for "Score" 

. 

l Mean J_std. Deviation• N 
l 
I. .. ' .. 

Full Zoom 1.2885 .9518. 78 

.. --·- -- ··-

j Fisheye Zoom 1.1923 .9125 78 

J ······-·- -·-·--·--··--· -··-·· -·-·--········--·· • .e ·•···· ···- ·-····-··-·· 

No visualization 1.4026 .9570 78 

' .. - -·- .. .. 

As seen in Figure 4.12, on the average, the subjects had the highest scores, i.e. 

found the largest number correct answers, without visualization. Following that was the 

score obtained by the full zoom visualization method, and then that with the fisheye view 

method. This observation of the score variable is in direct contrast with our hypotheses. 

While the observed result may be due to the effect of the presentation method, it may also 

be caused by other factors, or may be pure selection error. 
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Figure 4.13 

Descriptive Statistics for "Time" 

·- - ··-· ---·- -

l Mean I Std. Deviation N 
- -·---·- -- - ·- -

Full Zoom ; 481.2051 141.0319 78 
' 

Fisheye Zoom 453.6667 143.9846 '8 
---·-···- ·-· --- "" ...... "''""""- ·-·····--··-· - -- ····---- - - . ··- ·-- ·-- ---·-···· ·---· .. 

I No Visualization ' 543.8974 1 156.8787 78 
I :i 

--- -- --· 

Figure 4.14 

Descriptive Statistics for "Satisfaction" 

Full Zoom 3.182 

I Fisheye Zoom 3.3013 
I 
, No Visualization j 3.8462, 
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td. Deviation j N 

1.5854 
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Figure 4.15 

Multivariate Tests 

- ··-- -
! 

Hypothesis Error ! Within Subjects Effect Value F Sig. 
! df df 

""' " 

I 
Pillai's Trace .107, 2.459 6.000 262.000 .025 I METHOD 

-

Wilks' .894 2.505(b) 6.000 260.000 .022 

I M~THOD. AGE 

Lambda 

Pillai's Trace .105 .799 18.000 396.000, .703 
-······-· - -·--·-··----- -·-- ·--·-·· --- ----·-- . ··----- . --·-··· -- ·-··-·~ ·- -··--

,~::s• .897 .797 18.000' 368.181 .704 
bda 

-
Pillai's Trace .033 .731 6.000 262.000 .625 

·--- -·· --·-·----· ····-·····-·-·· ., ....... _ -'-···-·- - - ... ··---··-·--·-- ... ·- .. 
, METHOD * SEX ' j 
I ilks' .967 • .727(b) , 6.000 

260.~~~J 
.628 I bda 

J,, """''""-' --· - ---·-·-- ·--·- ···········-·-···-··-··· 

I METHOD* 
llai's Trace .029 .648, 6:000 262.000 .692 

I LANGUAGE 
- -·- - ·····-- - ·-·-·· 

ilks' .971 .644(b) • 6.000 260.000 .695 
mbda 

I --·············---·----····--········ ---- . ·-····- -·-···---······--· .. ··----- '-·--····""" ·-···--··-··--

i Pillai's Trace .182 1.418 18.000' 396.000 .119 I I METHOD * Web -

, Experience Wilks' 1 

Lambda 
.826 1.430 18.000' 368.181 .114 

·--- ----·-·----········ ·--- ··--- -- ........... -······ - ··---··-·····- --·---

Pillai's Trace .178 1.389 18.000. ::;.~1<::j I METHOD * Cognitive --
1 Style Wilks' 

.8291 1.398 18.000 i Lambda l 
1 i 

Figures 4.13 and 4.14 show that the relationship between the presentation method 

and the time to complete the tasks is in the hypothesized direction 

(time jisheye < time full zoom < time no visualization), and that between the presentation method 

and satisfaction is partially in the hypothesized direction 

(satisfaction fisheye > satisfaction full zoom, and satisfaction no visualir.ation > satisfaction fisheye). 

Yet as mentioned before, we do not yet have evidence as to the cause of these observed 
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outcomes. Subsequently, we explore the statistical significance of these results to find out 

the actual cause of the observed levels of the score, time, and satisfaction variables. 

Figure 4.15 displays the significance testing of the main effect of our model, as 

well as that of the interaction of the main effect with the control variables at the 

multivariate level. It has been repeated a number of times before that the main effect of 

interest in this study is the presentation method, and that the role of the other variables is 

mainly in the form control variables. Accordingly, our hypotheses are formulated to test 

the effect of"presentation method", and for this reason we do not discuss the significance 

of the effect of the other independent variables in detail. Nevertheless, it may be 

interesting to note that the only control variable with a significant effect on the dependent 

variable set was "native language" (p=0.001). 

Figure 4.15 shows that at the 0.05 level of a, the effect of "presentation method" 

is significant (p=0.025), and that of all interaction terms is not. This result simply implies 

that there is an overall difference between the success of the three different presentation 

methods, and that this difference is independent of the level of the control variables. 

However, we still cannot decide whether this means that there is a significant difference 

between the three different presentation methods in how they affect the individual 

outcomes, i.e. "score", "time", and "satisfaction". Being able to test our hypotheses 

depends on that decision for which we follow a stepwise approach, and look at the 

univariate tests for the "method" effect next, as displayed in Figure 4.16. 
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Source , Measure 

SCORE 

Figure 4.16 

Univariate Tests 

· Greenhouse
Geisser 

. Huynh-Feldt 

Lower-bound 

Type III Sum of 
Squares 

.929 

df 

.929 1.796. 

.929 2.000 

.929 1.000. 

Mean 
Square 

.4 

F 

.570 

.517 .570 

.464 , .570 .567 

.929 

Sphericity 
Assumed 

97222.259 2 48611.129 

METHOD TIME 
· Greenhouse
' Geisser 

r_···· . .. . .. ·····. 

I Greenhouse-
l SATISFACTION Geisser 

97222.259. 

972 

1.500 

1.500 

1.977 

2, 

1.708 

"''-····--

2.000 

49169.681 

···-----.. ·······-···-···"" -···--------·-

48611.129 • .001 

97222.259 6.655 .011 

.750 .639 .530 

----,--•=-'·""'"'··· 

.878 .506 

. -·-
.750 .530 I Huynh-Feldt ___ J 

L___--~_....~~~~~ ....... -Lo-w_e_r--b-o~un_d~~-1~~~~~~--~.......s~~~~_,_~.....,..~__, ;.~~~ i 1.000 ' 1.500 . .639 .427 
I 

Figure 4.16 displays that the effect of the presentation method is significant for 

the "time" variable only. We have two hypotheses, i.e. Hlb, and H2b about the effect of 

the presentation method on time. Following on the stepwise analysis approach, these two 

hypotheses are tested by means of the a priori defined paired comparisons, results of 

which are displayed in Figure 4.17. According to the comparison in Figure 4.17, the only 

significant effect of the method is on the time it took the subjects to complete the tasks 

using the visual systems as opposed to the text-based system (Hlb), and the direction of 
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the effect is in the hypothesized direction as previously mentioned (see Figure 4.13). We 

continue the discussion on the results of the analyses in the next section. 

Source Measure 

SCORE 

Figure 4.17 

Paired Comparisons 

Type III I 
METHOD Sum of df: 

Squares 
-- ·---. - . . . - -·- ... ·-.. 

Level 2 vs. 
Level 1 

.805 1 

Level 3 vs. 
Previous 

.790. 1 

1.409 1 i 
I 

... I 

1.193 J I I 
i 

4.3 Post Hoc Analyses 

Mean 
Square 

-· ........ 

.805 

.790 ! 

F Sig. 

.580 .449 

.562, .456 

1.618 .208 

The results of the previous section partially support our hypotheses since they 

point to the fact that visualization significantly increases the speed of the information 

seekers browsingthe collection of Web search results. However, we take caution in 

interpreting this result since it may be indicative of the fact that while using the visual 
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methods, the subjects quit searching for the answers and finished the tasks faster hence 

resulting in lower average scores. Although not significant, the results on the effect of 

"score" support this sort of an explanation as well. fu order to rule out this alternative 

explanation, we performed our analyses again, this time with a subset of the overall 

sample that was formed by eliminating those subjects who did poorly (only one correct 

answer or none in all three phases) in finding the right answers to the experimental 

questions. The analyses using this restricted sample were performed following the same 

procedure as with the original sample. 

Figure 4.18 

Descriptive Statistics for the Modified Sample 

Dependent 

Variable 

Score 

Time· 

Mean Std. Deviation . N 

.. ··············- ··-·········· .. 4. ..... - ... -· ··········-·· 

Full Zoom i 1.4825 1.0175 
·······. - .......... . . . .. ··- .. -.... 1.... .. ·-········-· ····· 

t~isheye_ Zoo-~-_ .. 11.4386 l .... .9067 . ]57 
· No Visualization: 1.6737 .9477 

i. 57 l' 
:] 

' Full Zoom 507.2105 125.5025 

Fisheye Zoom 
479.4035 141.4043 57 

1·~0Vis~alizati~n 1580.1053:. 149.4160 ~ .~ .. ~ l 
1 Full ~::~--. . . J _~:-~-~:-.~-. -1=. ~_1_-:~-... ~-~l-...... =4-'i-57'---'····· 

Satisfaction · .. Fis~eye Zo~ I .. 3.3421 J 1.4490 j 57 I 
l No Visualization r;-·.-8-7-72-:r-=~1-.4~6~52~=+=5=7--1 

1 I I 
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Figure 4.19 

Multivariate Tests for the Reduced Sample 
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; 
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L 
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Wilks' 
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Wilks' 
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Wilks' 
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Pillai's 
Trace 

.203 l 3.426 6.000 182.000 .003 

.799 3.563(b) 6.000 180.000 .002 

.239 1.327 18.000 276.000 .170 
- .. -· . .l 

.770 1.371 18.000 255.044 .146 

.165 1.337 12.000 276.000 .197 

.841 1.342 12.000 238.409 - .196 
,_,, ·-' - ·-

.065 1.017 6.000 182.000 .416 
-··· -··· ·······-··-- ··-··-·····-·· ··-· ··-·-···· . J ..... 

.936 J: l.009(b) 
·---·------·······-·-' ······- . . ·- ·---· -· ··- -·-- ... - . 

6.000 180.000 .421 

.030 i .459 6.000 I 182.000 , .838 

Wilks' ~ 
Lambda_ 

1 
__ :~.70 L .455(b) 6.0oo ___ 180.000 ~ .841 

Ii~!~'_ J _.221 i .. 1.2~_1, ... _1sooo, 2~0~~1.243 

.7911 1.2231 18.000 I 255.044 J.243 I Wilks' 
. Lambda 

The descriptive statistics of Figure 4.18 agree with the descriptive statistics of the 

original sample, and the multivariate tests of Figure 4.19 show that there is a main 

"method" effect, and no significant interaction effects. As was done previously, the next 
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step is to check the significance of the effect of method on the three dependent variables 

individually. For this purpose, the univariate tests of Figure 4.20 are performed. 

Figure 4.20 

Univariate Tests for the Reduced Sample 

I Source 
I Type III 

Mean l 
Measure Sum of df 

Square F Sig. 
' l 
! 

I 
1 
j 

i 

' 

--

SCORE 

METHOD i TIME 

1 

i 
l 
I 
1SAT 
j 

l 
1 
J 
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·------- -····· --· -- ·- ·-·-···-·--··-·""' 

Sphericity l 
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Assumed l 
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,, .. ·-·- ""'·-·-· -=-·- "' --

Huynh.:. 
2.785 2.000 1.392 1.387 .255 

Feldt 
·-·--·-······-·····- ···-····--··-··-···----· 
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2.785 1.000 2.785 1.387 .245 

bound 

Sphericity 
2l 75802.247, 

i 
Assumed 

151604.494 8.883 .000 
it .. 

Greenhouse- . 151604.494 1.971 76900.844 8.883 .000 
Geisser 

-·. ·-· 

Huynh- · 151604.494 2.000 · 75802.247 8.883: .000 
Feldt ! 

- . ·- .. ·-· ·--··-·---·· ·--·····-J .... 

1 .. f 1-- · I Lower- I 151604.494 . 1.000 l 151604.494. 8.883 \ .005 
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' ! .... J .. - __ t..... J I 

I I 1 

.2361 
I 

1 Spbericity 
.472 I 2 I .214 '.j .808 

____ l·_·I A=~s~_u_m_ed __ j1·~-~~~'"-c-'1 =~ .. ---·~.-==-~=a.;.···,i~-·-~~ 
I Greenhouse- ! J 1.614 1 _293 j ' 1 
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As was the case with the original sample, the only outcome that is significantly 

affected by "method" at the 0.05 level is "time". Subsequently, as the final step in 

validating our previous conclusions as to the supporting of the research hypotheses, we 

look at the paired comparisons for the reduced sample as in Figure 4.21. 

Source 

Figure 4.21 

Paired Comparisons for the Reduced Sample 

Measure ' METHOD 
i Type III Sum df 

of Squares 
Mean 

Square 
- - ----·--- ········-- ·-··-····-· -"'"-" 

·scoRE 

Level 2 vs. 
Level 1 

I Level 3 vs. 
Previous 

4.459 1 

. --·-·-· 

.832 1 

71515.541 1 

4.459 

....... -- ·-· ·-
j 

.832 

71515.541 

F Sig. 

2.455 .124 

.505 .481 

4.470 .040 
Level 2 vs. 
Level 1 

METHOD TIME p-~~~~.:~~~~~~~~~~='?~~"'4=-==--

1 
Level 3 vs. 

1 ....... .. . . ...... ... . ... . L~re~ious I ~ I L~-··~=~=i=2--v-s.="'F"===-==~=iF=====*==~~~ 

!SAT FtL=e=v=e=l=l==--4=======+===il====--=+~====i=~· 
I 

Level 3 vs. 
Previous 

173770.086 1 173770.086 12.776 I .001 
···--

.155 1 .155 .123 .727J 
I ·····-·····-··--·--···----'j _ ·-·-····'·········-·---···-······-··-

.5921 
1 ' 

.592 . .2so 1.620 I 
I 

·:i . - I 

The results displayed in Figure 4.21 are interesting in the sense that they do not 

only sustain our previous convictions as to the level of support that the statistical analyses 

provide for our hypotheses, but they actually support a hypothesis (H2b) that the analysis 
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with the original data set had not supported. Since this modified sample is more carefully 

selected, we will have more faith in the results thereof. 

In the light of these observations, Table 4.2 displays a summary of the results of 

our data analyses. As can be seen in this summary, our empirical findings give partial 

support to our research hypotheses suggesting that the use of visualization in the 

presentation of Web search results significantly increases the search efficiency, i.e. the 

speed of finding specific pieces of information among the results (Hlb is supported by 

the analyses with both samples), and a fisheye zoom visual system results in a more 

efficient search than a full zoom system (H2b is supported by the reduced sample). 

Table 4.2 

Summary of the Data Analyses Results 

Hypothesis Original Test Sample Reduced Test Sample 

Hla No support No support 

Support in hypothesized Support in hypothesized 
Hlb 

direction direction 

Hlc No support No support 

H2a No support No support 

Support in hypothesized 
H2b No support 

direction 

H2c No support No support 
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In their 1992 paper, Todd and Benbasat discuss the validity of the general 

assumption, which proclaims that if decision makers are provided with expanded 

processing capabilities, they will use them to analyze problems in more depth and, as a 

result, make better decisions. According to the authors, a possible explanation for why 

this proposition has not been supported empirically can be found in behavioral decision 

making theories. "The literature on behavioral decision making indicates that the 

conservation of effort may be more important than increased decision quality in some 

cases. If this is so, then the use of a decision aid may result in effort savings, but not 

improved decision performance" (Todd and Benbasat 1992). According to the empirical 

evaluation in the mentioned study, the subjects behaved as if effort minimization was an 

important consideration, and did not produce higher quality when they used better 

decision aids. 

Although the experimental tasks used in our experiments are not traditional 

decision-making tasks, we believe a very similar explanation applies to why the use of 

our visual systems increased efficiency (reduced effort), but did not significantly affect 

effectiveness. Based on such an explanation, it can be said that our hypotheses were 

based on a too optimistic assumption. In that case, a possibly better, i.e. more realistic 

way of formulating our research questions into research propositions would be as 

follows: 

Proposition 1 a: In case the subjects spend the same amount of effort, i.e. time for 

working on the search-related tasks, the visual systems will result in higher 

effectiveness than the text-based system does. 
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Proposition 1 b: The subjects using the visual systems will be as effective as the 

ones using the text-based system by spending less time on the search-related 

tasks. 

Proposition 2a: In case the subjects spend the same amount of effort, i.e. time for 

working on the search-related tasks, the fisheye zoom system will result in higher 

effectiveness than the full zoom system does. 

Proposition 1 b: The subjects using the fisheye zoom visual system will be as 

effective as the ones using the full zoom system by spending less time on the 

search-related tasks. 

It is our conviction that the above propositions will find a substantial amount of 

empirical support if used in future studies. The next chapter continues the discussion on 

our empirical results along with the other studies of the dissertation in a broader context. 
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5. CONCLUSIONS AND DISCUSSION 

5.1 Brief Summary 

In the previous chapters, we reported on our study that addresses an important 

Web-related information overload problem: users of commercial Web search engines 

often get overloaded by the long textual list ofresults. The causes of the problem are 

numerous, and are being studied by various groups of researchers, and yet there is not an 

overall comprehensive solution because of the complexity of the problem. Our approach 

to the alleviation of the problem was to create an extra layer between the information 

seeker and the search engine. This function of this layer is to hierarchically cluster the 

search results and present a visual representation of these clusters while allowing the 

users of the system to further explore the details of the collection by alternative zooming 

techniques. We developed a model of this process as depicted in Figure 2.20, and 

implemented two prototype systems based on this model. The only difference between 

these two systems is the use of different zooming methods for users to explore the details 

of the document collection. We proposed that the combined use of clustering and 

visualization would lead to higher success than the traditional textual presentation of 

search results, and that the visual system that uses a "fisheye zoom" method would lead 

to higher success than the system that uses the "full zoom" method. We empirically 

tested the hypotheses that are the operational form of these propositions and found partial 

support such that the use of visualization in the presentation of Web search results 

significantly increased the speed of finding specific pieces of information among the 

results. Furthermore, a fisheye zoom visual system resulted in a more efficient search 
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than a full zoom system since the users of the former system found answers to the 

experimental questions faster than the users of the latter. 

The rest of this chapter starts with a discussion on the contributions of the study. 

Afterwards, the results of the prototype development effort and the empirical studies are 

elaborated identifying the weaknesses and possible directions for future research. 

5.2 Contributions of the Study 

As Roussinov (1999) quotes from Gey et al. (1999): 

There is a growing opinion in the Information Retrieval community that a 

key to improving information access systems is to focus attention on the 

human-computer interface. 

From this point of view, research that aims to enhance the quality of IR system 

interface is valuable, especially in today's world, where information is used by people 

with various backgrounds and varying degrees of computer experience for a myriad of 

purposes ranging from online entertainment to online shopping. The following comment 

from one of our experimental subjects provides anecdotal evidence on this: 

Excellent job! It is time savmg and easy. (Refers to the fisheye zoom 

system) 

In that sense, we believe that the results of our research effort have the promise of 

significant improvements in the interface design of practical IR systems, especially 

considering that there is an important tendency towards user-friendly desktop 

142 



applications, and that visual aids such as windows, frames, icons, and images are 

inevitable elements of user-friendly interface design. 

Our review of the previous work on visual information retrieval systems showed 

that there were a few conceptual models of the information visualization process. In that 

sense, Shneiderman' s ''visual information seeking mantra" (1996) is very insightful since 

it is a fairly complete model. However, this model is very broad, and does not concern 

itself with any specific information-seeking paradigm. To that effect, we believe that our 

overall analysis of clustering-based visual information search (Figure 1.1) makes a good 

contribution by providing a logical sequence of tasks that need to be performed by a 

visual system such as the one that we developed and reported in this study. The simple 

model of Figure 1.1 can be useful for future visual information search system designers, 

at least as a good starting point. · 

The approach that we used for the visualization component· of the prototype was 

adopted from Johnson and Shneiderman (1991). To our knowledge, the visualization of 

Web search results is a new domain for the use of their treemap algorithm hence the 

modification of this algorithm for our problem domain is a specific contribution of this 

study. The original algorithm does not include a zooming feature since it requires all 

details of an information space to be presented in a single level. The heuristic rules that 

we used for creating an overview of the overall information space, and the zooming 

facilities, especially the fisheye technique as described in Chapter 3 are original. We 

consider this set of extra features as something that the community of interface designers 

may use for enhanced designs. These design features do not have to be limited to 

information search engine interfaces or W eh-based information retrieval systems by any 
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means, meaning that their applicability may have much further reaches than what we 

have elaborated within this research. 

Testing of the usability of systems by means of empirical studies is essential for 

the IS field. Much research has been done on the success or appropriateness of different 

information presentation systems, yet with few consistent and insightful results due to the 

lack of well-founded theory and conceptual models (Vessey 1991). In this research, we 

tried to base our empirical studies on a sound conceptual model. However, to our 

knowledge a complete model on the causal relationships of interest to us did not exist. 

Subsequently, we combined the theoretical models that were developed for different parts 

of the causal system that we have been studying. This led to the conceptual model of 

Figure 1.2. We believe that this model has the capability of explaining system success, 

and can be used as a base model for empirical research in the field. 

As any conceptual model, the model of Figure 1.2 tries to show relationships 

between constructs, i.e. latent variables. The success of empirical studies based on such a 

model depends on how well the latent variables are operationalized. Our specific choices 

for the operationalization of the constructs in our conceptual model led to the research 

model of Figure 3.14. We followed the same approach as the one that we used for 

constructing our conceptual model for developing the operational model in Figure 3 .14. 

This approach involved reviewing the literature and finding a different study for 

appropriate operational variable(s) for each different construct in our model. It is our 

belief that the operational variables developed as described are good surrogates for the 

constructs, and are easy to measure and therefore can be adopted by future empirical 

studies. 
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For testing our hypotheses, we conducted a controlled experiment, which is 

known as a method with high internal validity. Yet, a common concern involved in 

controlled experiments is the trade-off between higher control and a large sample size. 

The experimental design of Table 3.8 provided us with the control that would lead to 

such high internal validity, while suppressing the disadvantage caused by the small 

sample size due to the repeated nature of the design. This resulted in the extra advantage 

of high power and enhanced the generalizability of our results. We believe that our 

design has substantial promise for future experiments especially in the lack of a large 

sample, and hence an important contribution of this dissertation. 

The empirical part of our study did not produce results to fully support our 

hypotheses. However, as explained in the last section of Chapter 4, our hypotheses may 

be based on an overly optimistic assumption. Accordingly, the lack of support for 

hypotheses Hla and H2a (improved system effectiveness) may be understable especially 

considering that our hypotheses on improved system efficiency (H2a and H2b) were 

empirically supported. In any case, this research made an important contribution by 

providing empirical results for answering important research questions 

5.3 Discussion and Directions for Future Research 

5.3.1 The Prototype System 

The building of the prototype system involved many decisions on the selection or 

implementation of the system components. These decisions were determinants of the 

quality of the prototype system, and hence are worth discussing for identifying the 

weaknesses of the system and possible improvement efforts. 
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The Alta Vista search engine was used as the back end of our systems to facilitate 

the actual search process. Alta Vista is one of the hundreds of commercial search engines 

available today. Our choice of Alta Vista instead of the other possible alternatives was due 

to the fact that it is one of the more powerful engines in terms of the indexed database, 

and flexibility in query formulation. Furthermore, the format of the "Alta Vista results" 

page is relatively easy to parse for further processing. 

Despite these reasons, our selection of the search engine was still not the result of 

a comprehensive comparison, but rather, was somewhat arbitrary. While this may not be 

considered a particular weakness of our system, it may still be worthwhile to consider 

and experiment with other search engine alternatives. Also, after the development project 

was initiated, it came to our realization that Alta Vista changes the way it formats its 

"Search Results" page every so often. This entails a periodical modification of the code 

that parses this page to extract the title and URL information. This is another viable 

reason to consider alternative Web search engines that has comparable power to 

Alta Vista while lacking the aforementioned disadvantageous features. 

Although not in depth, our brief evaluation of other plausible Web search engine 

alternatives suggests that there is promise for the Northern Light search engine, which is 

especially interesting in that it provides an alternative clustering-based presentation of 

search results. Considering that our approach is based on the clustering of the search 

results, the clusters that are readily available from Northern Light can be used for 

visualization purposes. Furthermore, since the phase before clustering, namely, the 

retrieval and local saving of the documents is the most time consuming step of the 

process our prototype follows, this feature may be even more promising for our system, 
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because it will add the much needed speed that the system needs to find more practical 

applicability. 

The clustering feature in Northern Light is relatively recent, but still shows 

potential as discussed. On the other hand, the idea of presenting clusters of search results 

can easily be adopted by other commercial search engines. Northern Light or any other 

search engine that chooses to include the clustering feature as part of their system can 

adopt our visual design ideas, and implement a system with better integration of the 

individual components. Such a holistic approach would yield higher system efficiency. 

That being an implication for the future, three is still a need to do further research to 

address the issue of finding the right search engine that matches with our specific design 

guidelines for the rest of the prototype system. 

Another pointthatis related to the speed of the system is the approach that was 

followed to represent each search result. Currently, the system follows the hyperlink from 

each result to retrieve the whole Web page, and saves the text portion of those pages 

locally as text documents. Since it is prone to network traffic and the performance of the 

communicating servers, the retrieval process is the most time-consuming component of 

the system. Our reason for following this approach for acquiring the search results was 

the conviction that the quality of the resulting clusters would be higher if we used the 

whole pages in clustering instead of using only the title or a summary for each result. We 

were aware of the speed degradation such an approach would lead to, yet our aim was to 

test the success of the visualization component rather than the overall system, and the 

practical use of the system has not become our major priority yet. Accordingly, our 

experiments were designed to control for the speed of the system by running the queries 
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in advance instead of letting the users work with the whole system. While the speed of 

the system did not hurt the success of our experiments, we realize that system speed is 

critical for practical use, and that one way to improve the speed of our system is to find 

an alternative approach to using the whole pages for representing the search results. 

Zamir and Etzioni (1999) found that using snippets instead of full documents for 

clustering did not lead to significantly lower cluster quality while improving the 

clustering speed considerably. Based on that finding, a speed improvement in our system 

can be achieved by just using the short snippet that the search engine provides in the 

"results" page instead of following the links and retrieving the whole documents. 

In this study, we used a tool based on one of numerous possible techniques for 

clustering the documents. Some of the human subjects in the user studies complained 

about the quality of the clustering making comments such as "Some of the groups are too 

small." Our choice of the clustering tool was mainly based on convenience, i.e. 

availability and accessibility. Intelligent Miner is very fast in creating a cluster structure 

and needs no further processing in the way it presents its output. Nevertheless, we believe 

that some of the weaknesses of the system caused by the specific clustering scheme can 

be remedied by experimenting with different clustering techniques. This is an open issue 

that requires further investigation, and we will pay specific attention to this particular 

point in our future research. 

Our research reported in this document involves experimentation with a specific 

(and original) implementation of the fisheye view technique. Consequently, the insights 

gained from the development and testing effort has only limited generalizability as to the 

success of the fisheye zooming, or in general terms, details embedded in context idea. It 
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is our conviction that the general principles of fisheye views are fairly applicable in the 

specific domain of application we addressed, and further research should explore the 

application of different techniques for fisheye zooming of visual overviews for Web 

search results. A natural extension of this idea would be the exploration of different 

methods to create visual overviews of the document hierarchy, and compare them to the 

map representation that was implemented in this study. An example method of this kind 

is the hyperbolic tree that we had discussed in Chapter 2. Hyperbolic trees are 

particularly good fisheye view implementations although their applicability for large 

collections is debatable since the visual presentations that they produce are not space 

efficient. However, it would be very interesting to compare this method to the one we 

developed in this study in the future. 

5.3.2 The Empirical Study 

As discussed before, the conceptual basis of the empirical portion of our study is 

the model in Figure 1.2. The formation of this model was a result of our effort to 

integrate simpler conceptual models that were developed for different purposes. Due to 

the lack of much theoretical background, we chose to be simplistic in forming this model, 

for example, by avoiding to include explicit interactions between the independent 

variables. To that effect, there is need for more theory building research to possible 

enhance our conceptual model. 

The research model of Figure 3 .14 reflects a choice of one specific set of 

operational variables in the model ofFigure 1.2. Although this operationalization was 

intuitively appealing, it is by no means a standard. A natural result of this observation is 
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that it would be interesting to experiment with different operational variable alternatives, 

for example the quality instead of quantity of correct answers, and to compare the results 

obtained thereof to the ones reported in this study. Obviously, the freedom in the choice 

of these operational variables depends on the selection of the tasks. One idea that is worth 

exploring is to test the systems for complex tasks such as "finding relevant information 

for writing a report on a well-known philosopher", and evaluating the quality of the 

resulting information, and using this as a surrogate of interface effectiveness instead of 

the quantity-based score that we used in this dissertation. 

In this study, we tested the combined effect of our system features, i.e. clustering, 

visualization, etc. Accordingly, we have no way of identifying the individual effects of 

the different techniques employed on the system success. To that effect, it would be 

interesting to examine the individual effects of at least two of the more important system 

features, namely clustering and visualization. As we mentioned before, we clearly see the 

need to experiment with different clustering and visualization algorithms in the future. 

Based on the observation made in this paragraph, we find it worthwhile to not only test 

the effect of one technique at a time, but to test different clustering-visualization pairs to 

find out the most effective combination in case there exists an interaction between the 

clustering technique and the visualization technique. 

Although our empirical study is based on a theoretical conceptual model, and the 

groups were formed randomly, there were still some inevitable effects that hurt the 

internal as well as external validity of the study. One of the complaints that we heard 

about our experimental design was about the formulation of the search queries. For 

example, on subject wrote: 
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The systems (referring to the visual systems) were good. The search could have 

been formulated better. 

It was a straightforward observation that such complaints came from more experienced 

Web searchers, which suggests that there.was an interaction between task and Web 

search experience that we had not previously envisioned and had no statistical way of 

detecting, since we had only one type of task. We did not give the subjects the freedom of 

writing their own queries, hence controlling for that aspect of the task. 

Similarly, we did not consider the fact that our visual presentation systems are 

unfamiliar to the subjects, and that this may cause some variation in the dependent 

variables, especially in the satisfaction scores, that our model cannot explain. The 

following comment form an experimental subject is a good example of some of the 

behavioral variables we failed to address in our model: 

I thought it (referring to the fisheye zoom system) looked cool, but I 

wouldn't have the patience to use it 

This was an obvious threat to the internal validity of our experimental design. 

Related to this, we also observed that the subjects who were not involved with the 

experiment had harder time learning and using the visual systems. This observation 

points to the existence of an interaction between the method and an omitted contextual 

variable "subject involvement". In later studies, either this variable should be integrated 

into the model, or its effect should be minimized, for example by providing more training 

on the use of the visual systems. 
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The following comment from another experimental subject further supports our 

views on the lack of stronger support for our research hypotheses 

It is sometimes hard to get people out of a paradigm. Anyway, when I went 

home and thought about it. I realized that I was faster in finding info using 

your project (referring to the visual systems). 

In spite of the mentioned weaknesses in the empirical portion, we believe that our 

study was a promising first step in the application of a new paradigm in the design of user 

interface for information retrieval systems. We are convinced that we will find better 

support for our hypotheses when the above-mentioned weaknesses are addressed in 

future studies. 
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APPENDIX A 

A Sample from the Java Code for Visualizing the Hierarchy of Documents 

public void paint(Graphics g) 
{ 
int len,n len;String dots=" ... ",Nam; 
for(int i:o;i<number+l;i++) 

{ 
if(drawdata[i) .visible) 

{ 
center=new Point( 

((drawdata[i) .left_topl .x+(drawdata[i) .right_bottom) .x)/2, ((drawdata[i) .left_top) 
.y+(drawdata[i) .right_bottom) .y)/2); 

node=drawdata[i]; 
g.setColor(node.RectColor); 

g. fillRect ((node. left_top) .x, (node. left_top) . y, ( int) node. width, (int) node .height); 
g.setColor(Color.black); 

g.drawRect((node.left_top) .x, (node.left_top) .y, (int)node.width, (int)node.height); 

FontMetrics fm = getFontMetrics(getFont()); 
len=(fm.stringWidth(node.Name)); 
g.setColor(Color.black); 

//if rectangle is vertically oriented or width below 100,name is 
printed in vertically rotated manner. 

if((drawdata[i] .width<lOO)&&(drawdata[i] .width<drawdata[i] .height)) 
{ 
int S_len=(node.Name) .length(); 

len=(g.getFontMetrics() .getHeight()-6)*S_len;//remember we 
have substracted '6' while drawing vert.string. 

4)) .concat(dots); 

if(len>drawdata[i] .height) 
{ 
float ratio=(float)drawdata[i] .height/(float)len; 
Nam= (node .Name) . substring (0, (int) ( (S_len*ratio) -

I I n_len= (fm. stringWidth (Nam)); 
n_len=(g.getFontMetrics() .getHeight()-6)* Nam.length(); 

//the integers are the result of trial and error method for better placement 
of the names in the rectangles. 

/* 

DrawVert(Nam,g, (center.x-3), (center.y - n_len/2 +6)); 

Graphics2D g2d = (Graphics2D) g; 
g2d.rotate(-Math.PI/2,center.x,center.y); 
g2d.drawString(Nam, (center.x-n_len/2), (center.y)); 
g2d.drawString(Nam, (center.x), (center.y)); 
g2d.rotate(Math.PI/2,center.x,center.y) ;*/ 
} 

else 
{//the integers are the result of trial and error method 

for better placement of the names in the rectangles. 

DrawVert(drawdata[i] .Name,g, (center.x), (center.y-
len/2+6)); 
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II 
II 
II 
len/2), (center.y)); 
II 

Graphics2D g2d = (Graphics2D) g; 
g2d.rotate(-Math.PI/2,center.x,center.y); 
g2d.drawString(drawdata[i) .Name, (center.x-

g2d.rotate(Math.PI/2,center.x,center.y) ;*/ 

else 
{ 

4)) .concat(dots); 

} 

if(len>drawdata[i] .width) 
{ 

else 

float ratio=(float)drawdata[i] .width/(float)len; 
int S len=(node.Name) .length(); 
Nam= (node .Name). substring (0, (int) ( (S_len*rat.io) -

n len=(fm.stringWidth(Nam)); 
g~drawString(Nam, (center.x-n_len/2),center.y); 
} 

g.drawString(drawdata[i] .Name, (center.x-len/2) ,center.y); 

}//method paint. 

public void mouseMoved(MouseEvent me) 
{ 
Point point= me.getPoint(); 

GetNode(point); 
ap.NameShow(curr name); 
} -
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APPENDIXB 

A Sample from the Java Code for Zooming a Part of the Visualization 

public void PointClicked(Point location,AppletContext appContext) 
{ 
int i;boolean gotit=false; 
int x=location.x; 
int y=location.y; 

for(i=O;i<number+l;i++) 
{ 
if(drawdata[i] .visible) 

} 

{ 
if( (drawdata[i] .left_top.x < x)&&(drawdata[i] .right_bottom.x > x) 
&&(drawdata[i] .left top.y < y)&&(drawdata[i] .right_bottom.y > y) ) 

{ -

} 

gotit=true; 
lucky node=i; 
} -

if (gotit) 
break; 

if (drawdata[lucky_node] .weight==l) 
{ 
openurl(drawdata[lucky node].URL, appContext); 
leaf=true;//we don't process if the clicked node is a leaf. 
} 

else //if the clicked node is cluster. 

leaf=false; 
if((lucky_node!=O)&&(drawdata[lucky_node] .DOI==l))//if the node being 

clicked first time teset the others's DOI's 
for(i=O;i<number+l;i++) 

drawdata[i] .DOI=l; 

//code for adjusting scaling factor "SCALE". 
if (gotit) 
{ 

float min_weight,next_min_weight, par_wt,total_wt; 
Vector temp_ch=new Vector(); 
if(drawdata[lucky node] .NumberOfChildren>O) 

{ -
total_wt=drawdata[O] .weight;//total weight is weight of node O; 
par_wt=drawdata[lucky_node] .weight; 
temp_ch=drawdata[lucky_node] .children_IDs; 

min_weight=drawdata[(((Integer)temp_ch.elementAt(O)) .intValue())] .weight; 
next_min_weight=min_weight; 

min_weight=find_min(drawdata[lucky_node]); 
if( (min weight/par wt)<=THRESHOLD) 

{ - -

is to be invisible. 

parent_invisible=true;//flag if parent is invisible. 
invisible_parent_node=lucky_node;//remember the parent which 
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no of visible nodes=O; 
fo~(i:o;i<temp ch.size() ;i++)//remember the children numbers 

who are visible, irrespective of their weights. 

addMouseMotionListener(new MouseMotionAdapter() 
{ 
public void mouseMoved(MouseEvent me) 

{ 
Point point= me.getPoint(); 

GetNode(point); 
ap.Na~eShow(curr_name); 
} 

} ) 

public void reset() 
{ 
for(int i=O;i<number+l;i++)//adjust the DOI. 

drawdata[il .DOI=l; 
reset=true; 
parent_invisible=false;//so that the manipulated cluster resets. 
UpdateDrWeights(); 
SetVisibility (); 
CalcDimensions(); 
repaint(); 
} 
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