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Classification of Stellar Age and Galaxy Components within 

Spiral Galaxies by use of Hubble Space Telescope Imagery 

and Machine Learning 

Abstract 

Galaxies have complex formations of components such as stars, dust, and gas, whose spatial 

and temporal relationships can help us to better understand the formation and evolution of 

galaxies, and ultimately the Universe. The main objective of this study is to test how machine 

learning can be used to classify galaxy components and stellar ages within spiral galaxies based 

on values of pixels in Hubble Space Telescope imagery, Euclidean distance calculations, 

textural features, and band ratios. We develop two machine learning models using maximum 

likelihood, random forest, and support vector machine algorithms. We find the models are 

successful for classification of galaxy components and stellar age, with Euclidean distance and 

textural features being the most important parameters. These methods can contribute to the 

rapid processing of high resolution astronomical imagery of galaxies and other celestial 

phenomena.  
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Summary for Lay Audience 

The Universe is thought to have formed around 14 billion years ago, with our Milky Way 

galaxy forming soon after. The Milky Way and all other galaxies are made of components such 

as stars, dust, and gas. Different types of galaxies exhibit different patterns of components: 

elliptical galaxies are round in shape and host a large population of older stars, spiral galaxies 

are characterized by arms extending from them and have a higher population of young stars, 

and irregular galaxies lack patterns, exhibiting random distributions of young and old stars. 

Temperature and brightness determine the colour of stars we observe. Younger stars are hotter 

and brighter and appear bluer in colour, while older stars are colder and dimmer, appearing 

redder in colour.  

In this thesis, we use remote sensing techniques to observe galaxy components and the ages of 

stars within two spiral galaxies. Remote sensing can be defined as the gathering of information 

about different types of phenomena by distant observation; for example, by using satellites or 

telescopes. We take information gathered from light emitted by components within the spiral 

galaxies in the form of Hubble Space Telescope imagery. The Hubble Space Telescope is able 

to take images using filters that filter out different types of light (e.g., blue light) and focus on 

specific colours of light emitted from phenomena.  

We train a computer to automatically classify stellar age and galaxy component membership 

of each pixel in the Hubble Space Telescope images; this process is called machine learning. 

We use information stored within images to train the computer: Hubble Space Telescope 

images in several colours of light, distance of pixels from the spiral arms and galaxy center 

within the galaxies, patterns of spatial distribution of the galaxy components and stellar ages, 

and band ratios that compare the amounts of different colours of light emitted from the galaxies 

(e.g., blue light divided by green light). By observing the different ages of stars and the spatial 

relationships between the components with galaxies, we can better understand the formation 

and evolution of galaxies, the Universe, and ultimately how matter formed. 
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Chapter 1  

1 Introduction 

1.1 Background 

1.1.1 Galaxies and Galactic Components 

Astronomy is defined as the study of celestial phenomena such as stars and planets. 

Researchers study celestial phenomena to gain a better understanding of how our universe 

and matter was formed. Everything we can see in the universe can give us hints to these 

processes. An excellent study area is the galaxy we exist within, the Milky Way. The Milky 

Way is thought to be made up of over 100 billion stars (Bennett et al., 2015), where each 

star is estimated to have at least one planet orbiting it (Cassan et al., 2012). By studying 

light from other stars and galaxy components we can better understand the formation of 

our Milky Way galaxy and matter within our Solar System. One limitation in astronomy is 

that we cannot observe the full structure of the Milky Way because we exist within it, so 

we can only look through it. To address this issue we can observe other galaxies outside of 

our own.  

Galaxies are massive aggregations of matter such as stars, dust, and gas. The three main 

types of galaxies are spiral, elliptical, and irregular (Figure 1-1). Spiral galaxies have arms 

extending from them and have larger populations of young stars that are bluer in 

appearance. Elliptical galaxies are round in shape and have a larger population of old and 

red stars. Irregular galaxies cannot be classified as spiral or elliptical, as they lack similar 

structural characteristics (Bennett et al., 2015). This thesis focuses on spiral galaxies that 

have a diversity of galaxy components and stellar ages. Galaxies are important to study 

because they can help us better understand how the Universe, Milky Way galaxy, and all 

matter formed. All matter we find on Earth is a product of our galaxy’s formation, making 

us deeply connected with the components within it. 
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Figure 1-1. Examples of the three main types of galaxies: a) spiral galaxy (image 

credit: Hubble Heritage Team, ESA, NASA); b) elliptical galaxy (image credit: 

NASA and ESA; Acknowledgment: A. Levan (U. Warwick), N. Tanvir (U. 

Leicester), and A. Fruchter and O. Fox (STScI)); c) irregular galaxy (image credit: 

NASA and ESA; Acknowledgment: T. Roberts (Durham University, UK), D. 

Calzetti (University of Massachusetts) and the LEGUS Team, R. Tully (University 

of Hawaii), and R. Chandar (University of Toledo)). 

The main substructures within spiral galaxies include a disc, bulge, bar, and spiral arms. 

All spiral galaxies have discs which are the flat portion of the galaxy that is filled with the 

galaxy components. Bulges of spiral galaxies are in the center of the galaxy and have a 

large concentration of older stars. A bar is defined as a bar-like structure filled with stars 

that extends through the galaxy center; bars are not characteristic of all spiral galaxies. 
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Spiral arms also vary between galaxies with some having stronger spiral arm structures 

than others. There are several types of spiral galaxies including grand design, interacting, 

and flocculent, with each of these types having different characteristics of substructures. 

Grand design spiral galaxies have two well-defined spiral arms. Interacting spiral galaxies 

are those that have a companion galaxy that they are merging with through gravitational 

influence. Flocculent galaxies do not exhibit clear spiral structures like those seen in grand 

design type galaxies. Some spiral galaxies exhibit age gradients where young stars are 

found mainly along the spiral arms and older stars are found in between the spiral arms and 

in the galaxy center. Spiral density wave theory helps to explain these age gradients; as the 

density wave moves throughout the galaxy, it compresses gas and ignites star formation, 

creating star clusters that are concentrations of many stars in a small area (Lin & Shu, 

1964). As the density wave continues moving throughout the galaxy, it may leave some of 

the newly formed star clusters behind. These young stars slowly age and disperse, creating 

a stellar field of many old stars. In nearby galaxies we are able to observe stellar 

populations in great detail.  

Many studies have been undertaken to find evidence of these density waves within nearby 

spiral galaxies through the identification of age gradients (e.g., Abdeen et al., 2022; 

Sánchez-Gil et al., 2019; Shabani et al., 2018). Researchers have disagreed upon the 

existence of age gradients. One reason for this is the use of different methods of age 

gradient identification. One method of age gradient identification involves analysis of the 

mid infrared emission peaks within the galaxy. Mid infrared emission is a good identifier 

of stellar mass, so is useful for identifying the high mass within the spiral arms 

(Scheepmaker et al., 2009). Tracing dust lanes along the spiral arms has also been tested 

(Shabani et al., 2018; Bialopetravičius & Narbutis, 2020). Dust lanes along the spiral arm 

are approximations of the galactic shock front; the shock front is defined as the region 

characterized by the compression of gas by the density wave that creates dust lanes and 

ignites star formation (Shu, 2016). The characteristics of spiral galaxies affect their ability 

to produce age gradients. Several studies have identified grand design spiral galaxies as 

exhibiting clear age gradients (Sánchez-Gil et al., 2011) while interacting and flocculent 

galaxies are found to not exhibit clear age gradients (Dobbs & Pringle, 2010).  
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Galaxy components exhibit different spatial and temporal patterns: younger stars are much 

more compact, clumpier, and bright than older stars (Whitmore et al. 2011; Jensen et al. 

1981). Typically older stars can be found spread out within regions called stellar fields. 

Older stars are also not surrounded by as much ionized gas or dust as young stars due to 

their location in the inter-arm regions where there is less density of galaxy components. 

Texture features or image descriptors, a method of identifying patterns within digital 

imagery, have been tested for galaxy morphology (Diaz-Hernandez et al., 2016; Ntwaetsile 

& Geach, 2021) and outlier identification (Shamir, 2021). However, there is a lack of 

texture feature testing for galaxy components and smaller scale structures within galaxies.  

1.1.2 Observation Methods 

We study celestial phenomena such as galaxies through the use of remote sensing. Remote 

sensing can be defined as the observation of phenomena and acquiring of data without 

direct contact (Lillesand et al., 2015). Remote sensing focuses on electromagnetic radiation 

emittance and reflectance. Electromagnetic radiation is defined on a spectra ranging from 

longer wavelengths to shorter ones where a wavelength is denoted by λ. Frequency 

describes the number of wavelengths occurring within a certain time and is denoted by ν. 

On the electromagnetic spectrum, the shorter the wavelength of radiation the higher its 

frequency. Remote sensing for Earth-based observation is typically done through satellites 

orbiting Earth or by unmanned aerial vehicles (UAV) flying over Earth’s surface. 

 For celestial observation, astronomers perform remote sensing using telescopes that can 

capture images of astronomical phenomena in specific wavelength ranges on the 

electromagnetic spectrum. Observing celestial phenomena is done through passive remote 

sensing where the telescopes capture the incoming electromagnetic radiation. For Earth 

observation, passive sensors rely on illumination from the Sun as a source of 

electromagnetic radiation. The second type of observation, active remote sensing, is where 

a remote sensor sends electromagnetic radiation to an object, the electromagnetic radiation 

then bounces back, and the remote sensor gathers information such as distance to the object 

or the height of the object off of the ground. An example of this is the use of radar, where 

a remote sensing device is capable of sending pulses of radiation to an object and making 

measurements based on the return time and the strength of the returning signal (Lillesand 
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et al., 2015). For celestial observation, active remote sensing is limited to objects within 

our solar system due to the vast distances of extrasolar phenomena.  

Astronomers observe celestial phenomena in two ways, through imaging and spectroscopy. 

Imaging involves creating images of celestial phenomena by capturing the light emitted 

from them. Telescopes take images using filters designed to filter out light in specific 

wavelengths on the electromagnetic spectrum. For instance, younger and bluer stars emit 

strongly in the ultraviolet or blue wavelengths and less so in the near-infrared wavelengths, 

so filtering out the near-infrared light can help to observe young stars better. Older and 

redder stars on the other hand have stronger emission in the red and near-infrared 

wavelengths and less emission in ultraviolet or blue wavelengths (van den Bergh, 1975). 

Dust lanes that run through the galaxy absorb some of the light from the stars behind them, 

preferentially the bluer light, making the dust lanes appear darker in bluer bands and 

brighter in the longer wavelength bands. We are only able to see visible wavelengths 

(colours of the rainbow), so imaging helps astronomers observe galaxy components and 

processes that we would not normally be able to identify with our eyes alone. The 

equivalent to imaging in Earth-based remote sensing is multispectral sensing. This method 

takes several images in broad and narrow bands. Broad bands sense a larger range of 

electromagnetic radiation whereas narrow bands sense a smaller range. 

Spectroscopy is the study of the spectra of celestial phenomena. Spectra shows the 

electromagnetic radiation emission of phenomena by splitting the incoming light into a 

spectrum; this is similar to when we see rainbows in the sky (Pössel, 2020). Spectroscopy 

helps astronomers identify properties of stars such as temperature, composition, and size 

of the star. Therefore, analyzing spectra of celestial phenomena is important for 

understanding the populations of stars within galaxies. Further, by studying the spectral 

emission from galaxies, astronomers can determine the redshift – the stretching of 

electromagnetic radiation wavelengths due to the vast distances that the electromagnetic 

radiation has to travel (Bennett et al., 2015) – that tells us how far away the galaxy is from 

us (Long & de Souza, 2017). The remote sensing equivalent to spectroscopy is 

hyperspectral sensing which is useful for analyzing phenomena using spectral information 

in many narrow bands that capture very specific wavelength ranges (Lillesand et al., 2015). 
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Astronomers use narrow bands to identify specific emission lines in both spectroscopy and 

imaging; for instance, the high ultraviolet output resulting from OB star formation ionizes 

hydrogen gas which can be seen through the Hydrogen-alpha emission line at 657 nm on a 

spectra. Narrow band images are denoted by an N in Hubble Space Telescope imagery – 

for instance, the Hydrogen-alpha band F657N – whereas broad bands are denoted using a 

W (e.g., blue band F438W).  

In this thesis, we focus our methods on processing imaging data from the Hubble Space 

Telescope (HST), a famous space telescope that is capable of producing high-resolution 

imagery. High-resolution telescopes allow us to see great detail and structure of galaxies, 

but have limited wavelength sensing capabilities. For instance, HST is only able to take 

images in far ultraviolet to near-infrared wavelengths. Some examples of other high-

resolution telescopes include James Webb Space Telescope (Gardner et al., 2006), Euclid 

Mission (Laureijs et al., 2011), Nancy Roman Space Telescope (Spergel et al., 2015), and 

The Cosmological Advanced Survey Telescope for Optical and UV Research (CASTOR; 

Coté et al., 2019). To capture images in longer wavelengths such as radio emission, a larger 

telescope is needed (Barmby, 2019). Ground-based telescopes are often used for this 

purpose because radio waves are capable of penetrating Earth’s atmosphere and 

astronomers are able to use an array of many telescopes on the Earth surface 

(interferometry) to obtain a higher resolution (Bennett et al., 2015). The smaller the 

wavelength being sensed, the smaller the telescope mirrors can be, so space telescopes are 

often used to sense smaller wavelengths. Putting large telescopes in space is costly and 

poses many risks. 

1.1.3 Literature Review: Galaxy Component and Stellar Age 
Estimation Methods 

This Thesis focuses on galaxy components and stellar populations within spiral galaxies. 

Galaxy components are organized in spatial and temporal relationships. All components 

are directly related to each other. For instance, the density waves within spiral galaxies 

compress gas, creating dust lanes and stars. The stars age and eventually die, returning to 

dust. Within the shock front where gas is compressed into dust lanes, O and B stars are 

produced and their locations are used by researchers as identifiers of star formation within 
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galaxies. The OB stars are young, hot, and bright, emitting strongly in ultraviolet 

wavelengths which is capable of ionizing Hydrogen gas surrounding the star forming 

complex. The direct relation between the ultraviolet emission from the OB stars and the 

Hydrogen gas is helpful for identification of stellar age (Sánchez-Gil et al., 2011; 2019).  

One method of age estimation of stellar populations within galaxies is using a diagram 

describing brightness (luminosity) and temperature of stars called the Hertzsprung-Russel 

(H-R) diagram (Bennett et al., 2015). An example from the H-R diagram are the OB stars 

previously mentioned that are extremely hot and bright, using up their fuel (Hydrogen gas) 

in a shorter time span. At the opposite end of the diagram are M stars which have the lowest 

temperature and luminosity, making them red and dim in appearance. We can produce 

different version of the H-R diagram called colour magnitude diagrams (CMDs) which 

compares magnitude in one wavelength band such as visual (V) to a ratio of two 

wavelength bands (referred to as colours in astronomy), for example, the blue (B) band 

divided by the visual (V) band (B-V). Colour-colour diagrams are also used, where colours 

are plotted on both axes; for example, B-V on the horizontal axis and U-B (ultraviolet 

divided by blue) on the vertical. CMDs can provide information on the star formation 

history of stellar populations within galaxies, making them useful for understanding 

formation and evolution of galaxies and their components (Brown, 2005). 

As shown by the H-R diagram and CMDs, stars emit unique ratios of wavelengths of 

electromagnetic radiation. Many methods have been developed to estimate stellar 

properties of galaxy components such as age and metallicity. Simple stellar population 

(SSP) models are used for understanding star cluster properties; SSPs describe stellar 

populations that were created simultaneously from the same gas cloud within the same 

region of space, and therefore all have the same composition (Bruzual A., 2010). Models 

of SSPs are used to compute spectral energy distributions (SEDs) that describe the 

complete set of stellar populations within a galaxy. As an example, Wei et al. (2021) use 

SED model fitting to produce maps of stellar properties in a spiral galaxy M51 and its 

companion galaxy NGC 5195. The authors make use of 28 images ranging from UV to 

mid-infrared that are taken by several telescopes. They find that spiral galaxy M51 has a 

large population of younger stars while elliptical galaxy NGC 5195 has a large population 
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of old stars. From SED model fitting, Wei et al. (2021) are able to understand the recent 

star formation history of these two galaxies. For the same galaxy system, Lee et al. (2011) 

use a method of fitting called a pixel colour magnitude diagram (pCMD) that estimates 

properties of stellar populations within pixels based on CMDs produced. They use high 

resolution BVI imagery from the HST. The authors identify several age groups ranging 

from millions to billions of years. Their findings agree with those of Wei et al. (2021) 

where they concluded that the spiral arms of M51 display active star formation. Both papers 

used different methods and came to similar conclusions, however, Lee et al. (2011) made 

use of higher resolution imagery.  

SED modelling is common within the astronomical research community, however, it does 

have its own limitations. Galaxies are much more complex than depicted by the SED 

models (Walcher et al., 2011). SED models often require images in many wavelength 

bands from multiple telescopes, many with different pixel resolutions. Due to the 

inconsistency, resampling of the pixel resolution is performed; resampling involves 

reducing the images containing pixels of higher resolution down to the same resolution as 

the images with the lowest pixel resolution. This averages the pixels, creating a loss of 

important information. SED model fitting is also time consuming, so the development of a 

model requiring less data while reducing the time to complete SED fitting would be 

beneficial for astronomical research. 

One of the overarching goals of astronomers is to understand the formation and evolution 

of our universe. Studying galaxies is an excellent way to achieve this goal (King, 1971). 

Studying the spatial and temporal relationships of stars and galaxy components can help 

describe the processes that take place within galaxies and govern how galaxy components 

are organized. Galaxy formation and evolution occurs over a timespan of billions of years; 

we cannot observe these processes in real time, so astronomers need to study galaxies in 

many stages of life and make inferences about how processes occur over celestial time. 

High resolution telescopes such as the Hubble Space Telescope are able to see great detail 

within galaxies, and will also able to see further into space as telescopes improve. 

Observing nearby galaxies can help us to analyze galaxy component distribution and 
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attempt to recreate how those galaxies might have formed through simulations (Bovy et 

al., 2016).  

Identification and study of structures within spiral galaxies such as the bar, disc, and bulge 

have been performed in order to better understand the formation and evolution of galaxies 

(Lingard et al., 2020). Morphological identification of galaxies has also been widely 

studied (Lintott et al., 2008). Pixel-based analysis and mapping of galaxies is becoming 

more common as high resolution imagery is more readily available, and astronomers often 

use complex models and many images or spectra to analyze the pixel-level information of 

imagery. Pixel-level analysis of galaxies can contribute to a better understanding of the 

processes taking place within the substructures of galaxies. Further, galaxies of the same 

morphological type and of the same life cycle stage show differences in their galaxy 

component populations (Sánchez-Gil et al., 2011), so pixel analysis can help to better 

understand how these differences occur. 

1.1.4 Research Objectives 

Higher resolution telescopes being launched and the massive amounts of data we receive 

from those telescopes is an advancement for the astronomical field, but presents a problem. 

Processing all of the data requires a significant amount of time to complete. SED models 

are common for stellar property estimation based on known spectra of galaxy components. 

However, with the limitations that SED models present, the development of a more rapid 

model that estimates stellar properties using less data would contribute to astronomical 

research. In an attempt to speed up the data processing, analysis by artificial intelligence 

such as machine learning and deep learning has become more prominent (Fluke & Jacobs, 

2020). Machine learning and deep learning models can be trained using the same data 

required for SED models, such as telescope imagery. After training, the model can then 

automatically classify many other data such as images. In this Thesis, we train machine 

learning models using manually selected training sites from Hubble Space Telescope 

imagery in order to determine how machine learning can contribute to improvement of the 

galaxy component and stellar age classification methods. Because SED models are not able 

to account for the diverse populations of components within galaxies, manual selection 

may account for this, thus improving stellar property estimation. Texture features used for 
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morphological classification and outlier identification in astronomical research can 

contribute to a more efficient method of stellar age classification due to the different 

patterns observed in stellar populations of different ages. Here we also attempt to fill this 

knowledge gap and test texture features for galaxy component and stellar age classification.  

This Thesis includes the research done in two separate studies: one focusing on 

classification of all galaxy components within UGC 2885, and the other focusing on 

classification of stellar age within M83. The overall objective of this thesis is to determine 

how machine learning can be used to automate classification of components and their 

properties within spiral galaxies. We identify the following objectives: 

1. Evaluate how machine learning methods can be used to classify galaxy components 

and stellar age within spiral galaxies and determine how reference data affects 

classification accuracy of stellar age; 

2. Determine the most useful parameters for galaxy component and stellar age 

classification; 

3. Determine which galaxy components and stellar ages are best classified. 

1.2 Study Areas 

In this thesis we focus on two spiral galaxies. The first is UGC 2885, about 79.1 

megaparsecs (Mpc) or about 258 million light years away from us, which is one of the most 

massive spiral galaxies in the nearby Universe (Figure 1-2; Hunter et al., 2013). We study 

the galaxy component populations within UGC 2885 as it is an excellent study area due to 

the diversity of galaxy components within it. The second is M83, sitting much closer at 

4.61 Mpc or 15 million light years, and exhibiting high amounts of star formation (Figure 

1-3; Blair et al., 2014). We study the age of stellar populations within M83.  

UGC 2885 has a diameter of 5.5 arcminutes as projected on the sky (Rubin et al., 1980). 

Although UGC 2885 is a larger galaxy than M83, M83 appears larger on the sky with a 

diameter of 11.5 arcminutes due to its nearer proximity (Sánchez-Gil et al., 2019). 
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Arcminutes are the celestial coordinate system equivalent to minute measurements used in 

Earth-based coordinate systems. 

 

Figure 1-2. Hubble Space Telescope image of galaxy UGC 2885. Image credit: 

NASA, ESA, and B. Holwerda (University of Louisville). 
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Figure 1-3. Hubble Space Telescope image of galaxy M83. Image credit: NASA, 

ESA, and the Hubble Heritage Team (STScI/AURA); Acknowledgement: W. Blair 

(STScI/Johns Hopkins University) and R. O'Connell (University of Virginia). 
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Chapter 2  

2 Galactic Component Mapping of Galaxy UGC 2885 by 
Machine Learning Classification 

2.1 Introduction 

Galaxies contain stars, dust, and gas that make up larger bulge, bar, disc, and spiral arm 

structures. Nearby galaxies – galaxies in close enough proximity that their components can 

be resolved in high resolution imagery – are particularly useful for study of the spatial and 

temporal relationships. By studying galaxies, we can learn about the structure and 

evolution of our own Milky Way galaxy. Studying the evolution of galaxies is an important 

step to understanding how all matter formed. Further, by focusing on nearby galaxies we 

can apply our gained knowledge to more distant galaxies that we cannot observe in full 

detail (Bianchi et al., 2014; Kalirai, 2018). It is also known that deconstruction of spiral 

galaxies into their components plays a key role in understanding the nature of galactic 

evolution and the structural properties of components such as stars, dust, and gas (Lingard 

et al., 2020). Therefore, studying the spatial distribution of galactic components will 

broaden the understanding of the photometric properties of galaxies. By automating the 

process of galactic component analysis, the same methodologies can be applied to high-

resolution imagery of similar nearby galaxies such as the Legacy ExtraGalactic Ultraviolet 

Survey (LEGUS) and the Physics at High Angular Resolution in Nearby GalaxieS with the 

Hubble Space (PHANGSHST) survey (Calzetti et al., 2015; Lee et al., 2021). 

Bulge-disc decomposition of galaxies – the photometric or spectroscopic separation of the 

bulge and disc regions of a spiral galaxy within digital imagery – is a well researched area 

of study (a recent example: Pak et al., 2021). However, to our knowledge, identification 

and mapping of all galactic components within a galaxy’s bulge and disc has not been done. 

Although an expert can perform visual inspection and identification of galaxy components, 

the automation of this process can shorten the time required to analyze digital imagery of 

galaxies. By classifying each component within digital imagery of spiral galaxies, the fine 

details we observe and identify are remnants of star formation history of the galaxy and 

can provide clues to the evolution and formation of matter within the galaxy (Peng et al., 
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2002). The use of human visual interpretation is not a new idea, but no study has used this 

method for pixel-by-pixel component identification of high resolution imagery. Citizen 

science based projects such as Galaxy Zoo (Lingard et al., 2020; Lintott et al., 2008) work 

to expand upon the traditional bulge-disc classification by having participants identify 

components within digital imagery of galaxies. However, these studies focus on identifying 

substructures within the bulge and disc such as spiral arms and bars. The success of human 

visual interpretation to identify galaxy structures demonstrates the usefulness of visual 

observation of digital imagery. By surpassing the traditional bulge-disc decomposition and 

digging deeper into galactic structure, we can aid in the quantitative understanding of 

galactic component distribution and evolution (Lingard et al., 2020). 

In recent years, there has been growing interest in machine learning (ML) for digital image 

analysis (Baron, 2019; Thanh Noi & Kappas, 2017). By supervising the identification of 

pixels that represent different classes, the machine learns the photometric characteristics of 

classes and can then automatically classify individual pixels in digital imagery based on 

the algorithm’s acquired knowledge. Several recent studies have used pixel-based ML to 

classify galaxies. Hausen & Robertson (2020) use ML methods to classify morphologies 

or types of galaxies within a Hubble image by use of a pixel-based method. 

Bialopetravičius & Narbutis (2020) use ML to identify star clusters within a nearby nearly 

face-on galaxy. Both studies emphasize the need for automation of high resolution galaxy 

classification methods. However, their focus on morphology and star clusters neglects 

other significant galaxy components such as dust lanes and stellar populations that are not 

members of clusters. This knowledge gap is significant as pixel based classification of 

galactic populations is necessary for mapping complex distributions of galactic material 

and for better understanding the complex relationships within galaxies. Further, the 

upcoming Euclid (Laureijs et al., 2011) and Roman Space Telescope (Spergel et al., 2015) 

will make available more high-resolution Hubble-like data for nearby galaxies, making 

pixel-based mapping more feasible. 

Texture analysis is a commonly used image processing technique in earth-based remote 

sensing. Several studies have explored the usefulness of texture for morphological analysis 

of galaxies (Au, 2006; Ntwaetsile & Geach, 2021; Pedersen et al., 2013; Schutter & 
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Shamir, 2015; Shamir, 2009; Shamir, 2021). Ntwaetsile & Geach (2021) find that texture 

analysis is particularly useful for radio galaxy morphology analysis and recommend that it 

be applied to large imaging surveys. Similarly, Shamir (2021) notes the usefulness of 

texture analysis for identifying outlier galaxies in optical imagery of galaxies. Both 

examples demonstrate the diverse applications of texture for astronomical imagery. 

However, to our knowledge texture has yet to be tested for identification of galactic 

components within digital imagery. Because texture is useful for summarizing imagery, 

we expect texture to be particularly useful for identifying the differences between the fine 

details of galaxy components within high resolution digital imagery. 

A geographic information system (GIS) method not commonly used in classification of 

celestial phenomena is distance as calculated for the pixel contents of a digital imagery. 

Because components of galaxies are arranged based on spatial and temporal patterns, 

distance measures commonly used in GIS for Earth-based phenomena are compatible with 

these galaxies. In one particular instance of use of distance for astronomical research, 

Bialopetravičius & Narbutis (2020) make use of distance from galaxy center and spiral 

arms to observe the relationship between distance from spiral arms and galaxy center to 

the age of stars within galaxy M83. However, the distance measures are implemented for 

post classification analysis only. To our knowledge no study has incorporated per pixel 

distance measures within the galaxy plane to classify all galaxy components within digital 

imagery. 

By addressing the below research objectives, we hope to better understand dynamics of 

nearly edge-on nearby galaxies and the most efficient method of identifying galactic 

components within digital imagery through machine learning classification: 

(1) Evaluate how machine learning can be used to classify galactic components, 

(2) Determine which input parameters are most useful, 

(3) Determine which machine learning method is most useful. 
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2.2 Methods 

2.2.1 Study Area 

Galaxy UGC 2885 or ‘Rubin’s Galaxy’ is an unusually large and late type (Sc) spiral 

galaxy sitting 79.1 Mpc or approximately 258,000,000 light years away (Hunter et al., 

2013; Figure 2-1). Rubin’s Galaxy is at a suitable distance for observation of galactic 

components; at these distances, the stellar field is so dense that most pixels contain the 

integrated light from multiple stars. The massive size of UGC 2885 –approximately 44.4 

kpc or 145,000 light years in diameter (Hunter et al., 2013) – makes it an interesting case 

study for mapping of the populations within it. By studying the distribution of galactic 

components within UGC 2885, we can better understand the nature of spatial and temporal 

patterns within the galaxy, as well as how massive galaxies differ from galaxies with more 

common properties. UGC 2885 is also inclined 74 (Hunter et al., 2013), meaning that it is 

nearly edge-on, where a completely edge-on galaxy is 90. The inclination of a galaxy is 

defined relative to the point of view of an observer.  

At the center of UGC 2885, a supermassive black hole has been identified (Holwerda et 

al., 2021). The massive size of UGC 2885, the presence of a supermassive black hole, and 

the lack of star formation within the galaxy make UGC 2885 defy easy morphological 

classification. As Holwerda et al. (2021) note, classifying the small structures within the 

galaxy can contribute to a better understanding of UGC 2885 and similarly unusual 

galaxies. Ultimately, UGC 2885 is an optimal study area for galactic component mapping 

due to the large population of components within the galaxy. This particular galaxy also 

exhibits spatial and temporal gradients of stars. For instance, the galactic center is redder 

due to the large number of old stars within it. On the contrary, the spiral arms have a larger 

concentration of young stellar populations making them appear bluer. 
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Figure 2-1: HST colour composite map of UGC 2885 where the F475W band is 

displayed in blue, the F606W band is displayed in green, and the F814W band is 

displayed in red. This image is in celestial orientation; therefore, east is towards the 

left rather than to the right of the north direction. Parsecs refers to a measure of 

distance equaling approximately 3.26 light years. Image credit: NASA, ESA, and 

B.W. Holwerda (University of Louisville). 

2.2.2 Data 

We use the Hubble Space Telescope (HST) multispectral digital imagery – the highest 

resolution imagery currently available in visible and near infrared wavelengths – for UGC 

2885 in three wavelength bands. Holwerda et al. (2020) generously provide mosaics for all 

three wavelength bands. Observations in three wavelength bands – band F475W, F606W, 

and F814W – are available as part of HST program 15107, The Cluster Population of UGC 

2885 (Holwerda, 2017). Figure 2-2 shows the filter wavelength ranges. Band F475W 

shows the blue-green (B) emission (Fukugita et al., 1996) and covers a broad range of 
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134.35 nm around a central wavelength of 475 nm. The F475W filter is the equivalent of 

the g’ filter of the Sloan Digital Sky Survey system (Dressel et al., 2022). The widest band, 

F606W, shows visual (V) emission over range of 218.92 nm, with a central wavelength of 

606 nm. The V band central wavelength is the equivalent to green wavelength band in 

remote sensing applications. Lastly, band F814W shows near infrared (I) emission over a 

wavelength range of 156.52 nm, with a central wavelength of 814 nm (Dressel, 2021). The 

F814W band’s response peaks in the near infrared, and drops off steeply at the longer 

wavelengths.  

 

Figure 2-2: HST wide band filter wavelength ranges. (Dressel et al., 2022) 

BVI images are significant for mapping stellar populations and other galactic components 

within nearby galaxies (Holwerda et al., 2020; Kiar et al., 2017). More specifically, the B 

band is useful for observing younger and hotter stars while the V and I bands are useful for 

identifying the cooler and redder stars (Kiar et al., 2017). The BVI bands can also be used 

to observe dust lanes throughout the galaxy; in particular, because the dust lanes are redder 

in wavelength, the dust lanes emit stronger in the V and I bands. Therefore, the HST BVI 

bands are useful for observation of the major galaxy components within the UGC 2885. 

The HST mosaics (Holwerda et al., 2020) are in Flexible Image Transport System (FITS) 

format. We use FITS Liberator 3 software (ESA/ESO/NASA, 2021) to export the images 
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to Tag Image File Format (TIFF) using a logarithmic stretch. The logarithmic stretch is for 

visualization purposes only and does not change the original values of the HST imagery. 

Due to the 74 inclination of UGC 2885, we also deproject the digital imagery to 

approximate a face on galaxy to calculate Euclidean distance as described in Section 2.3.4. 

(Figure 2-3). We use deprojection only for distance layer generation. To deproject the 

digital imagery, we calculate a trigonometric stretch ratio of 1/cos(74) and find a value of 

3.628. Therefore, we stretch the digital imagery vertically by 363% using a raster graphics 

editor; see also Davis et al. (2012) for an excellent description of deprojection of similarly 

inclined galaxies. Due to the presence of foreground stars in the HST imagery, we also 

mask the 20 brightest stars within a three arcminute radius of UGC 2885 from Gaia Early 

Data Release 3 (EDR3) data (Gaia Collaboration et al., 2016; Gaia Collaboration et al., 

2021). 

 

 

(a) 

 

 

(b) 

Figure 2-3: UGC 2885 blue-green band imagery (F475W): a) original HST imagery 

showing the projected galaxy with an inclination of 74°; b) deprojected image of 

UGC 2885 – stretched vertically by 363%. 
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2.3 HST Image Processing 

2.3.1 Coordinate Transformation 

For spatial analysis in a GIS, imagery must be transformed to an Earth-based coordinate 

system. We retrieve coordinates for features within the image using SAOImage DS9 

(Version 8.0.1.) open source software (Joye & Mandel, 2003). HST images of UGC 2885 

are transformed using the Helmert transformation (Farhadian & Clarke, 2020) available 

within the ‘‘Georeferencer” tool in an open source software QGIS Version 3.16.3. (QGIS 

3.16., 2021). The Helmert transformation shifts and rotates the image through affine 

methods that preserve the collinearity and ratio of distance of the features in an image 

(Song et al., 2014). Testing other transformations in QGIS resulted in highly distorted 

imagery, leading us to use the Helmert transformation.  

Figure 2-4 shows the HST image processing methodology following coordinate 

transformation. With the transformed HST imagery, we create an image stack in GIS 

software. From the HST raster composite, we produce textural features, band ratios, and 

distance layers. We further describe the methodology (Figure 2-4) in the following 

sections. 
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Figure 2-4: Flowchart showing methods used in this study. 
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2.3.2 Band Ratio 

Band ratios are effective as they are useful at describing how stars emit light and how 

absorption affects that light. For instance, bluer stars are more affected by dust lane 

absorption so will have different ratio values than a red star affected by the same dust. We 

use several broadband ratios commonly used in astronomy to identify particular aspects of 

UGC 2885. Kiar et al. (2017) provide a good overview of HST band ratios. We specify 

similar band ratios for UGC 2885 in Table 2-1 and expect the ratios to emphasize different 

phenomena such as star clusters within the galaxy. We calculate band ratios by division of 

wavelength bands in a GIS software. Typically, the shorter wavelength band by is divided 

by the longer wavelength band when calculating simple ratios (i.e. B/V). Band ratios used 

in classification are described below. 

Table 2-1: Band ratios used for classification and their respective equations. 

Flux Band Ratio Fraction Band Ratio Spectral Slope Band 
Ratio 

B-V B/(B+V+I) (B/V)/(B+V+I) 

B-I V/(B+V+I) (B/I)/(B+V+I) 

V-I I/(B+V+I) (V/I)/(B+V+I) 

 

Before creating ratios, we calibrate the HST bands F475W, F606W, and F814W with their 

respective Flexible Image Transport System (FITS) calibration factors found in the Imager 

Header tab within FITS Liberator 3 software (ESA/ESO/NASA, 2021; Table 2-2). The 

process of calibration involves multiplying each pixel in a raster image by a certain value 

in order to convert the pixels into meaningful units; we convert the original 32-bit pixel 

range to Jansky units which are equal to 10-26 Watts metre-2 Hertz-1. For instance, we use 

Eq. (1) to calibrate the F475W blue-green band: 

Calibrated Raster = “F475W raster” * 1.8782514E-07           (1) 

We repeat the above calculation for both the F606W and F814W bands. After calibration, 

we compute the flux, fraction, and spectral slope band ratios. 
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Table 2-2: Calibration factors for the BVI imagery as found in FITS Liberator 3 

Image Headers tab under “PHOTFNU”. 

Band Calibration Factor 

F475W (Blue-green) 1.8782514E-07 / Inverse sensitivity, Jy*sec/e- 

F606W (Visual) 1.32242795E-07 / Inverse sensitivity, Jy*sec/e- 

F814W (Near-Infrared) 3.2380001E-07 / Inverse sensitivity, Jy*sec/e- 

 

Flux band ratios involve simple band division. Three combinations of flux band ratios are 

possible with HST data available for UGC 2885: B-V, B-I, and V-I. For the B-V ratio, we 

perform division of blue-green and visual bands (B/V) in a GIS software where the highest 

pixel values are those having a higher value in the blue-green band and a lower value in 

the visual band. The same concept applies to the B-I and V-I ratios. 

To calculate fraction ratios, we divide a band by the flux sum of all three bands. For 

instance, B / (B + V + I) calculates the fraction of blue-green-to-total light emitted from 

UGC 2885. The fraction band ratios compare the band flux of a single band to the total 

brightness, therefore they identify the most prominent emission wavelengths for a given 

pixel. For instance, the B-fraction band ratio (B/( B + V + I)) will identify the bluest sources 

within the galaxy, these being the young stars. B-fraction band ratio also identifies dust 

lanes. Dust is a better absorber of blue light than red light, so the dust appears darkest in 

the B band. The V band shows a wider range of visual light, therefore the V-fraction band 

ratio (V/(B + V + I)) shows many galaxy components. In particular, it does a good job of 

emphasizing the structure of the galaxy in both the inner and outer disc that contain old 

and young stars. We can also make out clear dust lanes in the V-fraction band ratio image. 

Near-infrared (I) will have a larger emission of light for the old stars, dust lanes, and galaxy 

center, so the I fraction band ratio (I/(B + V + I)) emphasizes the inner disc of the galaxy 

where the old stars are accumulated. 

The final band ratio, spectral slope, calculates the spectral slope of two bands over the flux 

product of the three bands. For example, (B/V) / (B + V + I), calculates the blue-

green/visual slope. The spectral slope ratio accounts for any correlation between colour, as 

measured by band ratios, and overall brightness, as measured by the band sum, making 
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them akin to colour-magnitude diagrams used in astronomy. These quantities might be 

expected to correlate because dust within a galaxy will make the emergent light both fainter 

and redder. Colour and brightness are direct indicators of stellar age: young stars are 

brighter and bluer while older stars are dimmer and redder. The BV spectral slope ratio 

((B/V)/(B + V + I)) shows the most detail within the inner disc whereas in the BI spectral 

slope ratio ((B/I)/(B + V + I)) image it is more difficult to distinguish the galaxy center. 

The VI spectral slope ratio ((V/I)/(B + V + I)) image places most emphasis on the galaxy 

center region. 

2.3.3 Texture Features 

Texture features imitate visual patterns we see in objects, area, and phenomena. We 

calculate Haralick Grey Level Co-occurrence Matrix (GLCM) textures (Haralick et al., 

1973) for HST imagery of UGC 2885. The GLCM is produced from all pixel grey level 

values within a moving window of specified size and considers the grey levels of two pixels 

at a time, the reference pixel and the neighbouring pixel. For instance, a 5x5 window will 

produce a GLCM from 25 pixels. The number of grey levels chosen by the user determines 

the size of the GLCM, and the pixel values of the original imagery are scaled down to the 

chosen number of grey levels. On the position of the GLCM where the grey levels of the 

reference and neighbour pixel meet, 1 is added to that position. After the GLCM is 

produced, second order statistics are calculated based off of the contents of the GLCM 

(Haralick et al., 1973). 

In galactic imagery, dust lanes often exhibit a rougher texture while the bright galaxy center 

and star clusters have a smooth appearance. We aim to determine if texture features can 

identify these differences and increase accuracy of classification. GLCM textures have 

been successfully tested for many remote sensing research applications of Earth-based 

phenomena (Ghasemian & Akhoondzadeh, 2018; Hall-Beyer, 2017; Wei et al., 2021; 

Zhang et al., 2014), making texture a promising prospect for astronomical research. 

Textures are excellent at rapidly summarizing the contents of an image, so are useful for 

processing the abundance of astronomical data for machine learning classification 

(Ntwaetsile & Geach, 2021). 
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We use eight Haralick textures (Haralick et al., 1973) available in a commercial remote 

sensing software; textures include angular second moment, contrast, correlation, 

dissimilarity, entropy, homogeneity, mean, and standard deviation. We specify 64 grey 

levels and a sliding window size of 5x5. Any grey level can be chosen, but we specify 64 

as we find it suitable for the HST imagery. Further, we choose a window size of 5x5 pixels 

based on the measured pixel width of a typical star cluster within the HST BVI imagery. 

We describe textures below and show their appearance when calculated for HST band 

F606W in Figure 2-5. 

Entropy texture calculates unevenness of the image grey levels respectively (Wei et al., 

2021) and is represented by the following equation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ �̂�(𝑖, 𝑗)𝑙𝑜𝑔[�̂�(𝑖, 𝑗)]𝐿
𝑗=1

𝐿
𝑖=1              (2) 

where P(i,j) is the (i,j)th entry in a normalized GLCM. Entropy texture is high when an 

image has a large range of grey levels, therefore having unevenness. 

Angular second moment calculates textures based on uniformity of the imagery. Eq. (3) 

describes how angular second moment is calculated: 

𝐴𝑛𝑔𝑢𝑙𝑎𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 𝑚𝑜𝑚𝑒𝑛𝑡 = ∑ ∑ (�̂�(𝑖, 𝑗))2𝐿
𝑗=1

𝐿
𝑖=1             (3) 

Images with a larger number of grey levels have smaller uniformity and therefore smaller 

values of angular second moment texture. 

Homogeneity looks at the evenness or homogeneous nature of the spectral characteristics 

throughout an image and is calculated by the following Eq. (4): 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
�̂�(𝑖,𝑗)

1+(𝑖−𝑗)2
𝐿
𝑗=1

𝐿
𝑖=1               (4) 

Mean calculates the average of the grey-levels in the GLCM local window and is defined 

by Eq. (5): 

𝑀𝑒𝑎𝑛 = ∑ ∑ 𝑖 ∗ �̂�(𝑖, 𝑗)𝐿
𝑗=1

𝐿
𝑖=1                (5) 
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Contrast and dissimilarity are very similar to each other in that they both measure the 

spectral variation within the local GLCM window. However, they are different in that 

contrast incorporates the square root of the difference between i and j co-occurrence matrix 

where dissimilarity uses the absolute difference between i and j co-occurrence matrix. 

Contrast is defined as: 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ (𝑖 − 𝑗)2  ∑ ∑ �̂�𝐿
𝑗=1

𝐿
𝑖=1

𝐿−1
𝑛=0 (𝑖, 𝑗)             (6) 

where high contrast indicates textures with sharp edges in an image. Dissimilarity is 

described by the following equation: 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑ |𝑖 − 𝑗|�̂�(𝑖, 𝑗)𝐿
𝑗=1

𝐿
𝑖=1              (7) 

Standard deviation texture calculates the standard deviation or scattering of the local 

spectral information with respect to the mean. Areas where pixels have a small range of 

values have lower standard deviation while areas with high pixel ranges have higher 

standard deviation. Eq. (8) defines standard deviation: 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = ∑ ∑ (𝑖 − 𝜇)2𝐿
𝑗=1

𝐿
𝑖=1 �̂�(𝑖, 𝑗)            (8) 

Correlation is a measure of linear dependency of the spectral variation on local pixels 

within the GLCM window. High values show areas where noise or sharp changes are 

present in the image. Correlation is described by Eq. (9): 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑ ((𝑖 ∗ 𝑗 ∗ �̂�(𝑖, 𝑗) − 𝜇𝑥𝜇𝑦
𝐿
𝑗=1

𝐿
𝑖=1 )/𝜎𝑥𝜎𝑦)           (9) 

where lx and ly are the means of Px and Py, and rx and ry are the standard deviations of 

Px and Py. 
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(a) Band F606W 
 

 

(b) Angular second 
moment 

 

(c) Contrast 
 

 
(d) Correlation 

 

(e) Dissimilarity 

 

(d) Entropy 

 

(f) Homogeneity 

 

(g) Mean 

 

(h) Standard deviation 

 

Figure 2-5: Band F606W Haralick textures with 20 brightest foreground stars 

masked. 

2.3.4 Distance from Spiral Arms and Galaxy Center 

Distance information is useful in spiral galaxies that exhibit age gradients. Galaxies that 

are dominated by spiral density waves (Lin & Shu, 1964) are most compatible with 

measurements of distance. Density waves are thought to be present in UGC2885 (Canzian 

et al., 1993), meaning distance measures are expected to be useful for classification of 

galaxy components. Young stars typically form in the dense spiral arms and disperse as 
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they age forming the age gradient. The use of distance information can help to better 

understand the existence of age gradients within UGC2885. 

Tracing of spiral arms has been used in galaxies with prominent dust lanes along their spiral 

arms (Shabani et al., 2018). However, galaxy UGC 2885 has some ambiguity in the spiral 

arm structure due to a lack of observable dust lanes in the optical HST imagery and the 

galaxy’s 74 inclination. Therefore, we define the spiral arms by fitting logarithmic spirals, 

which are good approximations of the shape of spiral arms (Davis et al., 2012; Seigar & 

James, 1998). To ensure our tracing of spiral arms follows logarithmic structure, we 

perform a piece-wise fit of the spiral arms by manually overlaying logarithmic spirals onto 

the HST imagery and selecting segments. This is done in Desmos, a free online graphing 

program. When we identify a sufficient piece-wise fit, we plot points along the spiral arms, 

connecting the points using a parametric curve.  

Many methods of spiral arm identification exist and there is presently no method that is 

agreed upon to be the most accurate. Arm identification is affected by the galaxy inclination 

adopted as well as the wavelength used to trace the arms (Davis et al., 2012). Dust lane 

identification is sometimes used: according to the spiral density wave theory (Lin & Shu, 

1964), dust lanes are formed from the compression of gas by the spiral density waves, so 

are closely correlated with the true position of the spiral arms. However, the inclination of 

UGC2885 makes dust lanes difficult to identify within the HST imagery. Piece-wise fitting 

of spiral arms in particular involves some uncertainty, since it relies on visual estimates. 

Uncertainty in the spiral arm positions affects the computation of distance to the arm centre 

and will thus affect classifications that uses the distance to arm center as a parameter. We 

suspect that the magnitude of this effect is small; a detailed quantification is left to further 

work. 

The tool used to compute Euclidean distance converts the vector spiral arm line features to 

raster by generating pixels along the spiral arm lines. Distance is therefore calculated for 

each cell in a specified extent to the closest raster pixel in the spiral arm line. Following 

distance calculation, the distance raster is clipped to match the extent of the HST imagery 

and foreground stars are masked. The interarm regions, those between the spiral arms, will 
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have distance calculated from the nearest spiral arm by way of the shortest distance. We 

also draw a polygon over the galaxy center in the deprojected HST imagery. The galaxy 

center feature is also converted to raster pixels, and Euclidean distance is calculated for 

each pixel to the nearest edge pixel in the galaxy center raster by way of the shortest 

distance. We end up with two distance layers in decimal degrees and multiply both rasters 

by 3600 to convert to distance in arcseconds. This step brings the raster values closer to 

the 32-bit range of values of the HST bands that we will input into classification along with 

the distance bands. We then reproject the distance layers to the original extent of the HST 

imagery. The spiral arm and galaxy center features as well as their respective distance 

layers are shown in Figure 2-6. 
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(a) Spiral arm and galaxy center features 

 

(b) Galaxy center distance raster

 

(c) Spiral arm distance raster

 

Figure 2-6: Features used to calculate Euclidean distance and the corresponding 

Euclidean distance rasters: a) spiral arm and galaxy center features; b) galaxy 

center distance raster; c) spiral arm distance raster. Spiral arms and galaxy center 

features shown in red and blue respectively. The background image shows the 

deprojected UGC 2885 F475W blue-green band (Holwerda et al., 2020). Both 

distance rasters are reprojected to the galaxy’s 74° inclination. 
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2.4 Classification Scheme 

Although UGC 2885 is considered a nearby galaxy, it is not near enough for observation 

of individual stars. However, we can observe groups of stars called star clusters meaning 

that there is variation within galactic components we observe in the digital imagery. 

Because of UGC 2885’s vast distance, we also have no access to ‘ground truth’ like we do 

for Earth-based phenomena. Therefore, we use our expert classification to train the models 

based off our theoretical understanding of galaxy components in the HST imagery. Along 

with HST imagery, we use the distance layers (galaxy center and spiral arm) and the band 

ratios to create training sites. The distance and band ratios act as complementary 

information to confirm the visual identification, and help to reduce subjectivity of training 

site creation.  

To improve reproducibility we provide a guide to classification schemes used in this 

research. Figure 2-7 shows an example of how we defined the classification schemes within 

a GIS software. We decide on six classes based on their spectral values and visual 

appearance within the digital imagery: young stellar population (C1), old stellar population 

(C2), dust lanes (C3), galaxy center (C4), outer disc (C5), and celestial background (C6). 

Although the celestial background is not a part of the galaxy, we include it to avoid 

confusion with similar pixels within the galaxy.  

We create training site polygons over areas of the digital imagery representing the six 

classes. Figure 2-8 visually demonstrates class separability between HST blue-green band 

F475W and near-infrared band F814W using a scatterplot of pixel values from each class. 

There is some class confusion due to the variation within galactic components in the HST 

imagery; the most confusion occurs between the old stellar populations and dust lanes that 

are similar in appearance in the HST imagery. Young and old stellar populations exhibit 

the widest range in pixel values. Because of saturation in the original HST imagery, the 

galaxy center and the young stellar population have saturated points concentrated in the 

top right of the graph. 
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(a) Young Stellar 
Population (C1) 

 

(b) Old Stellar Population 
(C2) 

 

(c) Dust Lanes (C3) 
 

 
 

(d) Galaxy Center (C4) 
 

 

 
(e) Outer Disc (C5) 

 

 

 
(f) Celestial Background 

(C6) 

 

Figure 2-7: Examples of training site selection using the classification scheme with 

six classes: a) young stellar population; b) old stellar population; c) dust lanes; d) 

galaxy center; e) outer disc; f) celestial background. Background image is a RGB 

colour composite of HST band data of UGC 2885: F475W band is displayed in blue, 

the F606W band is displayed in green, and the F814W band is displayed in red. 
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Figure 2-8: Scatterplot of classification scheme pixels and their respective digital 

number (DN) values within the blue-green and near-infrared HST bands. 

2.5 Machine Learning Algorithms 

To test the usefulness of machine learning for galactic component identification, we 

compare the performance of traditional Maximum Likelihood Classifier (MLC) model to 

the more powerful and increasingly popular Random Forest (RF) and Support Vector 

Machine (SVM) models. All three models are commonly used for image classification 

(Baron, 2019; Fluke & Jacobs, 2020; Lavallin & Downs, 2021; Maxwell et al., 2018). 

2.5.1 Maximum Likelihood Classifier 

The MLC model is capable of classifying pixels in an image into probability density 

functions based on their variance and covariance statistics (Foody et al., 1992; Norovsuren 

et al., 2019). In our case, MLC assigns each pixel in the imagery to one of the six classes 

specified. We performed MLC in a GIS. We can define MLC by the following equation 

(Richards & Jia, 1999):  

𝐷 = ln(𝑎𝑐) − [0.5ln (|𝐶𝑂𝑉𝑐|) − [0.5(𝑋 − 𝑀𝑐)𝑇(𝐶𝑂𝑉𝑐 − 1)(𝑋 − 𝑀𝑐)]       (10) 

where D is the likelihood, c is the particular class in question, COVc is the covariance 

matrix for the class c pixels, X is a measurement vector for a specific pixel, and Mc is a 

mean vector of a class (c). 
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2.5.2 Support Vector Machine 

The second method of machine learning classification is SVM, a method that uses a 

hyperplane to define an optimal split between classes. An optimal split can be defined as 

one that separates the natural groupings in the samples while maintaining the maximal 

distance from support vectors, which are extreme samples within the data (Fluke & Jacobs, 

2020). When training the SVM models, we use the value of 500 samples per class. We test 

SVM using several numbers of samples including 125, 250, 500, 750, and 1000. We find 

that the default value of 500 samples per class is sufficient, as there is no drastic change in 

accuracy when testing with the other numbers of samples. Shao and Lunetta (2012) find 

that SVM performs well with a low sample size of 20 pixels, although classification 

accuracy did increase when testing up to 800 pixels per class. SVM is not as sensitive to 

training sample sizes as RF (Thanh Noi & Kappas, 2017) so it makes sense the accuracy 

does not drastically change. We evaluate the accuracy of training sample sizes using overall 

accuracy statistic, which is a measure of the sum of the individual class accuracy (correctly 

classified pixels in each class) divided by the total number of pixels in the testing data. 

2.5.3 Random Forest 

The RF model is an ensemble algorithm that relies on a set of decision trees that each make 

a decision about the state of a sample. After processing a sample through its decision trees, 

the class or state of that sample is decided through a majority vote of the trees meaning that 

the class or state most commonly identified by the decision trees is assigned to the sample 

(Breiman, 1984; Breiman, 2001). 

We performed RF in a GIS. From testing of models with 125, 250, 500, 750, and 1000 

trees, we find that there is no notable difference in accuracy, leading us to use the 500 trees 

as recommended by Belgiu & Drâguţ ¸ (2016). Lawrence et al. (2006) note that the use of 

500 trees allows the model to stabilize errors before all trees are processed. We test tree 

depths of 5, 15, 30, 80, and 100. Using tree depths of 5, 80, and 100 resulted in lower model 

accuracy whereas a maximum depth of 15 and 30 trees results in the highest accuracy; 

therefore, we choose 30 trees. We also use 1000 samples per class to ensure that a sufficient 

number of pixels are included in training. Because there is some variation within galactic 
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components, this is particularly important to ensure we are able to train the model on all 

interclass differences. 

To analyze the importance of the parameters, we run the RF algorithm in R Studio (Version 

1.1.463; RStudio Team, 2020) using all 38 layers. The GIS program used for MLC, SVM, 

and RF classifications is not capable of processing a mean decrease in Gini coefficient 

(MDG) importance plot. Therefore, we make use of the ‘‘randomForest” package in R 

programming language to produce a MDG plot ranking the importance of all layers using 

the ‘‘varImpPlot()” function. The higher the mean decrease in Gini, the more important the 

parameter is for classification (Koo et al., 2021). MDG also identifies natural subgroups 

from analysis of all parameters. 

2.5.4 Classification Groups 

From the analysis of the 38 parameters created, we identify the following groups of 

classifications: 

(1) HST bands 

(2) Most important textures 

(3) Less important textures 

(4) All eight Haralick textures 

(5) Distance and HST bands 

(6) Band flux ratios 

(7) Fraction band ratios 

(8) Spectral slope ratios 

(9) Top important MDG layers 

We perform each classification three times: once for MLC, once for RF, and once for SVM. 

As a baseline comparison, we classify the original HST BVI imagery. Because there are 
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eight textures in total, we choose to classify the ones identified as most important by the 

MDG plot. Further, we also classify less important textures to see how the accuracy 

changes. Along with these, we classify with all eight Haralick textures (Haralick et al., 

1973) to determine whether more or less textural information is useful. We also test 

classification of flux, fraction, and spectral slope band ratios to determine how band ratios 

contribute to classification of galaxy components. Finally, we classify the most important 

layers within the top subgroups as identified by the RF MDG plot. 

2.6 Accuracy Assessment 

To assess the accuracy of our model, we split the polygon sites described in Section 2.4 

into a training set and test set. After testing of 90/10, 80/20, and 70/30 splits, we find that 

there is no notable difference in accuracy; therefore, we choose to use a 70/30 split 

representing 70% and 30% of the total number of polygons. The number of polygons and 

pixels per data set is shown in Table 2-3. To increase the confidence of our model, we 

perform classification twice, alternating the sets used for training and testing and averaging 

the two accuracies. 

Table 2-3: Number of polygons and pixels within 70% and 30% of the polygon 

dataset. 

 70% of Dataset 30% of Dataset 

Number of Polygons 455 195 

Number of Pixels 170784 120605 

 

To analyze the prediction power of the MLC, RF, and SVM models, we calculate overall 

accuracy (OA), user’s accuracy (UA), producer’s accuracy (PA), and F1 score. OA is 

defined by the below equation: 

OA = correctly classified pixels / total number of pixels in the test set       (11) 
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Overall accuracy is a commonly used statistic in remote sensing map analysis and is useful 

as a simple measure of the proportion of correctly classified pixels in a map (Shao et al., 

2019). 

The second accuracy statistic UA is described by the equation: 

UA = TP / TP + FP               (12) 

where TP is the true positive and FP is the false positive in the confusion matrix. UA 

represents the class accuracy for the rows of the confusion matrix. The UA metric is useful 

for measuring the errors of commission (Congalton & Green, 2019). Similarly, PA defines 

the class accuracy for the columns of the confusion matrix and is represented by Eq. (14): 

PA = TP / TP + FN               (13) 

The PA metric looks at the errors of omission making it useful for knowing what samples 

have been omitted from being correctly classified (Congalton & Green, 2019). Both the 

UA and PA metrics take into account confusion matrix error. Because OA does not account 

for error, reporting on the UA and PA values is ideal for ensuring the confusion matrix is 

summarized properly. 

The fourth and final accuracy metric, the F1 Score, analyzes both the user’s and producer’s 

accuracy statistics of a confusion matrix. The F1 Score for an individual class is calculated 

as the mean of user’s and producer’s accuracy by the equation: 

F1 = 2 * (UA * PA) / (UA + PA)            (14) 

We also evaluate the F1 Score for the overall map, so we average the individual class F1 

Scores (Goutte & Gaussier, 2005). 

2.7 Results 

2.7.1 Parameter Importance 

The Mean Decrease Gini (MDG) plot from RF classification in Figure 2-9 identifies several 

groups of importance from the input parameters. Overall, the galaxy center distance is the 
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most important of the 38 total parameters and forms its own group. We also find that Mean 

texture parameters are the most important textures and form their own subgroup. The third 

group contains the spiral arm distance, band F814W (infrared) Correlation texture, and the 

HST band F606W (visual). We perform classification of these three groups (top seven 

MDG layers). Because both distance parameters and all three Mean texture parameters are 

within the top three subgroups, we conclude that these are the most useful parameters for 

galaxy component classification. Angular Second Moment is the least important texture 

according to the MDG plot. Therefore, we also perform classifications of Mean textures 

and Angular Second Moment textures as the most and least important textures respectively. 

 

Figure 2-9: MDG plot of the top 30 important input parameters. 
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Figure 2-10 shows maps of classifications with the top performing layers from the MDG 

plot as compared to the classification with HST bands, which we use as a baseline. Because 

SVM model performs slightly better than the MLC and RF models, we compare SVM 

classifications when using 70% of the polygon dataset for training. We do not show the 

classifications using 30% of the polygon dataset for training as there are no noteworthy 

differences. Classifications with distance layers – HST bands and distance, and top seven 

MDG layers – results in the highest accuracies, but also exhibits sharp edges throughout 

the image. On the contrary, classification with mean textures and classification with HST 

bands exhibit smoother changes in galaxy component membership throughout the map. 

This contrast is due to the nature of the Euclidean distance rasters where the distance is 

discrete rather than a continuous surface. However, classification with the top seven layers 

incorporates both texture and distance along with HST band F606W, reducing effects of 

the distance layers. The main pitfalls of the use of distance in classification are the lack of 

pixels classified as old stellar population and the overemphasis of the dust lanes and outer 

disc. Use of mean texture appears to improve upon classification with HST bands as it does 

a better job of identifying old stellar populations within the digital imagery. Classification 

with only the HST bands tends to overemphasize the dust lanes. Similarly, young stellar 

populations are better defined within the mean texture classification. 

Comparison of all maps reveals that classification of mean texture and classification of the 

top seven MDG parameters are better at classifying the old stellar populations within the 

inner disc of the galaxy. However, in the classification of the top seven MDG parameters, 

the discrete effects of the distance parameters are stronger in the outer disc region as shown 

by the arrow in the upper inset image (Figure 2-10). There is a sudden change in galaxy 

component membership going from young stellar population to dust lanes to outer disc. In 

the original HST BVI imagery, this is not the case and that there is more diversity of galaxy 

components within this same region, similar in appearance to the classification with mean 

textures. The same effect can be seen in the lower inset map where mean texture has the 

most diversity of galaxy components and therefore best resembles the original HST BVI 

imagery. However, the classification with HST bands, HST bands and distance, and the 

top seven MDG parameters does not show the same diversity of galaxy components within 

the region identified by the arrow in the lower inset map (Figure 2-10). Therefore, although 
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we find that the classification with top seven MDG parameters results in the highest 

accuracy, the classification of mean textures is best at classifying the small-scale changes 

in galaxy component membership throughout the digital imagery.  
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(a) HST bands (F475W, F606W, and 

F814W) 

 

(b) Mean texture 

 

(c) HST bands and distance 

 

(d) Top 7 MDG parameters 

 

 

Figure 2-10: SVM classifications using 70% of the polygon set as training and 30% 

of the polygons as testing: a) HST bands (F475W, F606W, and F814W); b) Mean 

texture; c) HST bands and distance; d) Top 7 MDG parameters. We include inset 

maps, represented by red squares, to show the small details within the inner disc of 

the galaxy. 
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We include the confusion matrices of the most accurate classification of SVM with the top 

seven MDG layers in Table 2-4 and Table 2-5. A confusion matrix compares the pixels in 

each class within the test set and the classification results of the pixels within the classified 

imagery. The diagonal represents the correctly classified pixels for their respective classes 

and is coloured in green. The column and row coloured in orange represents the UA and 

PA respectively. We colour the OA statistic in blue. The row and column titled ‘Total’ 

represent the total number of pixels in each class from the original reference data (test set) 

and the classified image respectively. Misclassifications are the boxes not along the 

diagonal, excluding the Total, UA, and PA rows and columns as well as the OA. We bold 

the boxes that represent the most confusion, meaning that these classes have higher rates 

of misclassification between them in the form of misclassified pixels. 

Table 2-4 shows SVM classification of the top seven layers when using 70% of the polygon 

set for training while Table 2-5 shows SVM classification of the top seven layers when 

using 30% of the polygon set for training. From Table 2-4, we notice that there is the most 

confusion between classes C2 (old stellar population) and C3 (dust lanes). This agrees with 

our expectations as discussed in Section 2.4. Similarly, class C3 (dust lanes) and C5 (outer 

disc) share confusion due to their spectral similarities. Within the inner disc, it is easier to 

distinguish between the dust lanes and other galaxy components. However, in the outer 

disc where there are less galaxy components, the HST imagery is darker making it more 

difficult to visually separate the components within it. Class C1 (young stellar population) 

and C2 (old stellar population) share a bit of confusion within both tables. However, C1 

performs better due to its bluer appearance. The least confusion is present in the C4 (galaxy 

center) and C6 (celestial background) classes as these are the most spectrally unique parts 

of the HST imagery. 
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Table 2-4: Confusion matrix of SVM classification of the top seven layer using 70% 

of the polygon set for training and 30% for testing. The green shading shows the 

number of correctly classified pixels for each class, orange shading shows the PA 

and UA row and column, and the blue shading shows the OA statistic. Bolded 

numbers identify the areas of the most confusion between classes. 

 Reference data by expert interpretation  

 
 

 
ML 

Classification 

 C1 C2 C3 C4 C5 C6 Total UA 

C1 9856 55 3 0 9 0 9923 0.99 
C2 185 9579 696 0 0 0 10460 0.92 

C3 46 875 10270 0 800 0 11991 0.86 
C4 52 113 0 6279 0 0 6444 0.97 

C5 0 0 578 0 49622 0 50200 0.99 
C6 0 0 0 0 9 31578 31587 1.00 
Total 10139 10622 11547 6279 50440 31578 120605  

 PA 0.97 0.90 0.89 1.00 0.98 1.00  0.96 

 

Table 2-5: Confusion matrix of SVM classification of the top seven layer using 30% 

of the polygon set for training and 70% for testing. The green shading shows the 

number of correctly classified pixels for each class, orange shading shows the PA 

and UA row and column, and the blue shading shows the OA statistic. Bolded 

numbers identify the areas of the most confusion between classes. 

 Reference data by expert interpretation  

 
 

 
ML 

Classification 

 C1 C2 C3 C4 C5 C6 Total UA 

C1 27696 222 46 0 6 0 27970 0.99 

C2 653 16788 2073 0 0 0 19514 0.86 
C3 90 2417 27229 0 4707 0 34443 0.79 

C4 0 0 0 9105 0 0 9105 1.00 
C5 0 0 531 0 36281 0 36812 0.98 
C6 0 0 0 0 113 42827 42940 1.00 

Total 28439 19427 29879 9105 41107 42827 170784  

 PA 0.97 0.86 0.91 1.00 0.88 1.00  0.94 

 

2.7.2 Galaxy Component Classification Performance 

We present the user’s accuracy (UA), producer’s accuracy (PA), and F1 Scores in Table 2-

6, Table 2-7, and Table 2-8. The ML models are best at predicting galaxy center and 

celestial background as they exhibit lower rates of confusion than the remaining classes 
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(Figure 2-8); this is due to the brightness of the galaxy center and the darkness of the 

celestial background. Class C5, the outer disc, also exhibits high prediction power. 

According to Table 2-6, 2-7, and 2-8, the old stellar population (C2) and dust lane (C3) 

classes have the lowest classification accuracy due to the spectral similarities between these 

classes. For instance, Figure 2-8 (Section 2.4) demonstrates the confusion between these 

three classes due to the visual similarities and mixing within the inner disc of the galaxy 

due to the limited resolution of the HST imagery. The young stellar population (C2) has 

slightly higher UA and PA values as this class is more spectrally unique than both the old 

stellar population and dust lanes; by spectrally unique, we refer to the brightness and 

blueness of the young stars within the galaxy. In contrast, the old stars and dust lanes tend 

to be redder and dimmer than the young stars. 

Overall, the MLC model best classified the outer disc (C5) and celestial background (C6) 

classes for each accuracy statistics (Table 2-6, 2-7, 2-8). MLC has low classification 

accuracy for the old stellar population class (C2). In comparison to the RF and SVM 

models, MLC class accuracies are comparative to the RF class accuracies more so than to 

the SVM class accuracies. For instance, in Table 2-6, MLC and RF have the same average 

UA of 0.80 for young stellar population (C1) classification. For producer’s accuracy in 

Table 2-7, MLC model outperforms RF accuracy of classification of dust lanes (C3) and 

outer disc (C5). The SVM model consistently outperforms individual class accuracies of 

the MLC model. 
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Table 2-6: Average of user’s accuracy for each class in the MLC, RF, and SVM 

models.  The bolded numbers represent the model with the highest user’s accuracy 

for each class. SVM model outperforms the MLC and RF models. 

Model User’s Accuracy Average 

 C1 C2 C3 C4 C5 C6 

MLC 0.80 0.64 0.68 0.69 0.89 0.88 

RF 0.80 0.70 0.65 0.87 0.91 0.93 
SVM 0.84 0.77 0.73 0.83 0.92 0.94 

Table 2-7: Average of producer’s accuracy for each class in the MLC, RF, and SVM 

models.3 The bolded numbers represent the model with the highest producer’s 

accuracy for each class. SVM and RF models outperform the MLC. 

Model Producer’s Accuracy Average 

 C1 C2 C3 C4 C5 C6 

MLC 0.75 0.70 0.76 0.83 0.79 0.89 
RF 0.82 0.71 0.70 1.00 0.77 0.96 

SVM 0.80 0.72 0.78 1.00 0.81 0.96 

Table 2-8: Average of F1 Score for each class in the MLC, RF, and SVM models.3 

The bolded numbers represent the model with the highest F1 score accuracy for 

each class. SVM model outperforms the MLC and RF models. 

Model F1 Score Average 

 C1 C2 C3 C4 C5 C6 

MLC 0.77 0.65 0.71 0.75 0.82 0.89 

RF 0.79 0.68 0.67 0.93 0.81 0.95 

SVM 0.81 0.72 0.73 0.90 0.85 0.95 

 

Figure 2-11 shows maps of the top four classifications as determined by average of overall 

accuracy statistics and F1 Scores (Table 2-9). For the highest accuracy classifications 

reported in Figure 2-11 and Table 2-9, MLC performs with a similar accuracy to the RF 

and SVM models, but still falls short by about 2% for both OA and F1 score accuracies. 

From observation of the maps, we note that RF and SVM classifications appear quite 

similar. The main difference between the resulting maps is that the HST bands and distance 

classifications create sharper transitions as shown by the arrows in the upper and lower 

inset maps. The SVM classifications show more small details within the galaxy. Therefore, 
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the RF model tends to emphasize the distance layers the most in both classification types 

shown in Figure 2-11. We find that both RF and SVM are useful methods of classification 

for digital imagery of galaxies. 

Visually, the best models in Figure 2-11 are those using the top seven MDG parameters. 

This agrees with the OA and F1 Score as the models using top seven layers result in slightly 

higher (1%) accuracies than the HST band and distance models. The galaxy center is best 

identified by the SVM classification with top seven MDG parameters; in the other three 

classifications in Figure 2-11, there is some visual confusion between the class membership 

of the galaxy center and young stellar population. SVM classification with top seven MDG 

layers is also best at identifying the old stellar population within the inner disc of the 

galaxy, although confusion with dust lanes remains an issue. Ultimately, the arrows 

indicated inside the inset maps demonstrate that there is not much difference between the 

classifications of HST bands and distance and of the top seven MDG parameters. The 

accuracies of each model, as reported in Table 2-9, agree with this finding. 3.3. Model 

performance summary. 

 

 

 

 

 

 

 

 

 

 



53 

 

(a) HST Bands and Distance RF 

 

(b) HST Bands and Distance SVM 

 

(c) Top 7 MDG parameters RF 

 

(d) Top 7 MDG parameters SVM 

 

 

Figure 2-11: Top performing classifications: a) HST bands and distance RF; b) HST 

bands and distance SVM; c) Top 7 MDG parameters RF; d) Top 7 MDG 

parameters SVM. All maps shown are the product of classifications using 70% of 

the polygon set as training and 30% as testing. We include inset maps, represented 

by red squares, to show the fine details within the inner disc of the galaxy. 
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Table 2-9: Top performing classifications from Figure 2-11 and their corresponding 

accuracy statistics. 

 HST Bands 

and Distance 

RF 

HST Bands 

and Distance 

SVM 

Top 7 MDG 

parameters RF 

Top 7 MDG 

parameters 

SVM 

OA 94.7% 94.5% 95.4% 95.4% 

F1 Score 93.5% 93.3% 94.4% 94.6% 

 

2.7.3 Model Performance Summary 

We perform nine classifications for each ML model: HST bands, mean texture, angular 

second moment texture, all textures, distance and HST bands, band flux ratios, fraction 

band ratios, spectral slope ratios, and top seven MDG layers. Overall, the RF and SVM 

models result in higher performance than the traditional MLC model with SVM being 

slightly more successful at predicting galactic components over the nine classifications 

performed (Table 2-10). The MLC model performs particularly well with the spectral slope 

band ratio classification with an average OA of 85.3%. For the same spectral slope 

classification, RF and SVM models perform with an average OA of 48.1% and 66.7% 

respectively. Otherwise, RF and SVM consistently outperform the MLC model. Therefore, 

we suggest that RF and SVM models be used for galaxy component classification. 

Table 2-10: Average accuracies for each model. 

Model Overall 
accuracy 

F1 Score 

MLC 80.5% 80.4% 

RF 82.6% 80.9% 
SVM 84.9% 82.6% 

 

2.8 Discussion 

In this study, we use MLC, RF, and SVM machine learning models to classify galaxy 

component membership within HST digital imagery of UGC 2885. Along with HST 

imagery, we input band ratios derived from HST imagery, textural features derived from 
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HST imagery, and distance layers into the classification to determine the most effective 

method of class membership prediction. We identify six classes within the digital imagery: 

young stellar population. To analyze accuracy of galaxy component membership, we make 

use of PA and UA statistics. The classes with the most confusion are young stellar 

population and old stellar population as well as old stellar population and dust lanes as they 

share similar spectral appearance. The classes with the least confusion are galaxy center, 

outer disc, and celestial background. To analyze accuracy of galaxy component 

membership, we make use of PA and UA statistics. The classes with the most confusion 

are young stellar population and old stellar population as well as old stellar population and 

dust lanes as they share similar spectral appearance. The classes with the least confusion 

are galaxy center, outer disc, and celestial background. This is expected as these classes 

are unique in spectral appearance. Among the MLC, RF, and SVM machine learning 

models used, SVM results in the highest accuracy of galaxy component classification 

between both PA and UA statistics. SVM also results in the highest accuracy confirmed by 

the high accuracies that classification with distance and textures yields. Finally, a 

combination of HST bands, texture, and distance results in the highest accuracy. The 

combined power of several types of information is optimal for galaxy component 

classification within digital imagery. The success of the SVM and RF models and relatively 

poor performance of MLC is expected and agrees with results from other recent studies 

comparing machine learning algorithms in both remote sensing and astronomy (Ghayour 

et al., 2021; Wang et al., 2021). 

One limitation of our study is the lack of ‘ground truth’ reference data. Due to this lack of 

reference data, we use expert visual interpretation to train the models. Since UGC 2885 is 

71 Mpc away, some galaxy components are difficult to distinguish. Because of this, we are 

only able to train the model on pixels whose class membership we are certain. This means 

that large portions of the galaxy are ignored in accuracy assessment, likely contributing to 

the high accuracy results. To improve the reliability of accuracy assessment, we 

recommend classifying galaxies that have some sort of reference data available. Further, 

galaxies in closer proximity may be more suitable due to the higher resolution of imagery, 

making it easier to identify galaxy components. 
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One manual step in our study is the tracing of spiral arms. Although this method has been 

used for several purposes in spiral galaxy research (Scheepmaker et al., 2009; Shabani et 

al., 2018; Bialopetravičius & Narbutis, 2020), it would be infeasible to manually trace 

spiral arms of many galaxies if using our model to automate rapid galaxy component 

classification. Research is being done to automate spiral arm fitting (Davis & Hayes, 2014; 

Bekki, 2021), so the addition of an automated model for spiral arm fitting into our machine 

learning model would drastically decrease processing time. Additionally, deprojection of 

galaxy imagery is unnecessary for spiral arm fitting models due to the low dependence on 

disc inclination angle (Bekki, 2021). Due to the manual tracing of the spiral arms, there 

may be some uncertainties present in the final classification of the galaxy components. 

Future work can contribute to improving the uncertainty of the distance calculations. For 

instance, the development of methods that increase accuracy of identification of the true 

spiral arm center. 

For future study of galactic components, we find that use of textures may improve 

classification accuracy. We recommend that texture analysis be experimented with further 

to explore its full potential for astronomical research. We recommend that texture also be 

tested on imagery of other deep space celestial phenomena such as irregular galaxies that 

exhibit tonal variation and patterns within digital imagery. One limitation of texture is that 

it is not as effective when applied to low resolution imagery. We recommend texture be 

used for high resolution HST imagery or for nearby celestial phenomena. For instance, 

textural features would be useful for upcoming telescopes such as the Euclid and Roman 

Space Telescope, as well as the operating James Webb Space Telescope that produce high 

resolution imagery comparable to that of HST (Gardner et al., 2006; Laureijs et al., 2011; 

Spergel et al., 2015). Along with texture, we also recommend the use of distance measures 

for classification of galaxy components, in conjunction with other parameters such as 

texture and HST bands to achieve the optimal accuracy. 

The machine learning models used present their own set of limitations. One downfall of 

the SVM algorithm is that it ignores training samples that do not support the hyperplane 

(Foody & Mathur, 2006). This might cause classes with a wide range of pixel values to be 

classified poorly. Presence of extraneous features may negatively affect the performance 
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of the model. We recommend that the features be analyzed to identify any outlier features 

to avoid a significant decrease in accuracy of the model (Baron, 2019). MLC is not able to 

handle data with a non-normal distribution as it attempts to define a unique probability 

density function for each class (Otukei & Blaschke, 2010). To combat this, data with 

normal distribution should be used for MLC classification. The HST data used here has 

normally distributed flux so is compatible with the MLC algorithm. A disadvantage to the 

RF algorithm is that it cannot handle datasets with imbalanced training samples (Dalponte 

et al., 2013). Astronomical data has noise present and the ML methods used here fail to 

account for that. ML algorithms that account for uncertainties of both features and labels 

have only recently been developed (e.g., Reis et al., 2019). To take astronomical noise into 

account, probability distribution functions are created for the features and labels. This 

improves accuracy of RF classification by 10–30% (Reis et al., 2019). Currently, RF 

models in widely-used packages and GIS programs are not capable of accounting for 

uncertainty in input data. Incorporating ML algorithms that account for uncertainty would 

be a natural extension of our model and would improve accuracy of classification. 

Our ML model is successful at classifying galaxy components within a nearby spiral 

galaxy, UGC 2885. Dissecting these fine structural details within galaxies is important for 

understanding formation and evolution of galaxies (Lingard et al., 2020; Peng et al., 2002). 

UGC 2885 exhibits an extended disc with a sparse population of young stars that we 

classify using visible HST imagery. We also notice that a large portion of the stellar matter 

we can see is located in the inner disc. Further research on galaxies of different spiral forms 

and life cycle stages is needed to fully understand the secular spatial and temporal changes 

of galaxy component distribution. Classification using ours or similar models helps to 

automate that process. 

2.9 Conclusions 

In this study, we proposed a machine learning (ML) approach for galaxy mapping of UGC 

2885 using high-resolution Hubble Space Telescope (HST) digital imagery. We compare 

three ML models: maximum likelihood classifier (MLC), random forest (RF), and Support 

Vector Machine (SVM). ML is successful at mapping galaxy components: RF and SVM 

models are found to have the strongest classification power whereas MLC performance is 
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slightly inferior. The ML models successfully classify all identified components within the 

digital imagery, with the most confusion shared between the dust lanes and old stellar 

populations within the galaxy. The young stellar population, galaxy center, outer disc, and 

celestial background are the best classified by the ML models and therefore have the least 

confusion. From analysis of parameter importance, distance and mean textural parameters 

are the most important for galaxy component classification. The best performing models 

were those using the top seven mean decrease Gini parameters, a combination of distance, 

textural features derived from HST imagery, and HST digital imagery data, making this 

method particularly important. Further research could determine the full potential of 

textural analysis for study of galaxies and other celestial phenomena. These findings are 

relevant for the soon to be launched Euclid and Roman Space Telescope, as well as the 

operational James Webb Space Telescope, as these telescopes will provide an abundance 

of high-resolution data similar to the HST data used in this study. Our research 

demonstrates that the automation of mapping the fine galaxy component structures within 

digital imagery is feasible. 
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Chapter 3  

3 Age Classification of Spiral Galaxy M83 by Supervised 
Machine Learning 

3.1 Introduction 

Galaxies are massive structures composed of stars, dust, and gas that exhibit different 

spatial and temporal patterns. Spiral galaxies – those having distinctive arm-like features – 

in particular may be characterized by spiral density waves that move through the galaxy 

and excite star formation in their path (Lin and Shu 1964). As the waves continue to glide 

through the galaxy, these young star forming regions are left behind to age and disperse 

over millions of years. Mapping age of stellar populations in spiral galaxies can contribute 

to better understanding how these processes take place and over what time scale. Because 

we cannot observe these galaxies over millions or billions of years, we must make 

inferences by observing galaxies in different life stages.  

Different galactic processes produce unique wavelength emissions. Regions containing 

young stars are characterized by continuum emission in ultraviolet light and spectral line 

emission due to ionized gas (such as the Hydrogen-alpha line H-alpha at 657 nm), while 

older stars’ emission peaks at redder wavelengths and is unable to ionize nearby gas. 

Spectral energy distribution (SED) model fitting is the process of comparing the observed 

SED of astronomical phenomena to known SEDs (Walcher et al. 2011). SED model fitting 

has been proven useful for estimation of stellar properties such as age and metallicity and 

can be done for individual clusters or for entire images of galaxies. Pixel-based age maps 

of entire galaxies by SED modelling are proven successful, but typically have a lower 

resolution than that of Hubble Space Telescope imagery or other high resolution telescopes. 

One disadvantage of the use of imagery from Hubble Space Telescope is the lack of a 

complete set of wavelength bands needed to reproduce a higher resolution age map. 

Imagery in several wavelength bands may not be available for some galaxies as telescopes 

have different sensing capabilities. SED-fitting is limited by its degeneracies, uncertainty, 

and is time consuming (Walcher et al. 2011), so developing a model that decreases the 

effects of these limitations would benefit astronomical research.  
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Sánchez-Gil et al. (2019) derive pixel-based age maps of young stellar populations up to 

12 million years in age for a set of spiral galaxies using a hierarchical Bayesian model. The 

authors use imagery from several telescopes in the H-alpha, ultraviolet, and infrared 

wavelengths to make age maps on a pixel by pixel basis. They calculate the H-alpha/far 

ultraviolet ratio for each galaxy, which can identify regions of star formation. Stellar age 

can also be estimated from the ratio as the H-alpha emission decreases before the far 

ultraviolet emission decreases as a star forming region ages. This is relevant because 

ultraviolet emission from young OB stars ionizes the surrounding hydrogen gas to the 

emission line of H-alpha (657 nm). Evidence of age gradients within several galaxies is 

found (Sánchez-Gil et al. 2019), contributing to a better understanding fine age patterns of 

young stars within the spiral.   

High-resolution HST pixel analysis of stellar properties have been explored but do not 

attempt to classify each pixel based on selection of training sites within the imagery. For 

instance, pixel color magnitude diagram (pCMD) modelling labels each pixel based on the 

corresponding color magnitude diagram (Lee et al. 2011, 2012). This allows for a visual 

interpretation of typical color magnitude diagrams that describe the brightness of stars in 

different wavelengths. Lee et al. (2011, 2012) make use of Hubble Space Telescope 

imagery of galaxy M51 and its companion galaxy NGC 5195 and perform high-resolution 

analysis to derive the pCMD characteristics of each pixel. The pixels are grouped into 4x4 

bins so that the pixel brightness in different wavelength bands is more robust. Each pixel 

within galactic imagery is an average of the emission from the area of sky the pixel 

encompasses. Therefore pixel values reflect the average stellar age within the pixel extent, 

making pixels closer together more related. The pixel binning slightly decreases the 

resolution of the age map, but does address some uncertainty in the imagery. The pCMD 

describes the red (age >1 billion years) and blue sequence (age <1 billion years) 

membership of the pixels, so estimation of fine age distinctions is not the goal of the work 

by Lee et al. (2011, 2012). They find that the distribution of the stellar populations in M51 

is consistent with the density wave theory where the younger stars are more concentrated 

on the spiral arms and the older stars are more dispersed in the stellar field. NGC 5195, on 

the other hand, has a larger population of old stars with some evidence of star formation 
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where the two galaxies meet. The pCMD model is a useful method for deriving stellar 

properties for a variety of galaxies. 

Wei et al. (2020) also perform an analysis of galaxies M51 and NGC 5195 by fitting 

synthetic SEDs to the spectral emission from the pixels within the galaxy system. The 

authors make use of 28 multi-band images in ultraviolet to mid infrared wavelengths from 

several telescopes, and produce pixel-based maps of stellar properties with a pixel 

resolution of 1.7 arcsecond, much lower than the resolution of Hubble Space Telescope 

imagery. They find that M51 exhibits a stronger age gradient in the regions closer to the 

galaxy center (inner disc) and weaker age gradients in the outer disc.  

From the literature review, we identify a lack of pixel-based age estimation of nearby and 

well-resolved galaxies. Developing pixel-based maps of stellar properties of nearby and 

well-resolved galaxies is a well-studied method, but often produces lower resolution maps 

than that of Hubble Space Telescope. The use of a stellar fitting model requires imagery in 

many wavelength bands which often are not available from a single telescope. SED model 

fitting is proven to be extremely useful for stellar property estimation within galaxies, 

including estimation of age. However, models that achieve high-resolution age estimation 

of galaxies spanning from stellar populations with finer estimation of ages in millions of 

years to ages in billions of years would provide an in-depth view of galaxy mechanics of 

formation and evolution.  

In this paper, we classify age of young stellar populations in spiral galaxy M83 with a 

pixel-based supervised machine learning classification model. Using the M83 age map 

produced by Sánchez-Gil et al. (2019), we train random forest and support vector machine 

learning models. We strive to develop a method of stellar age estimation that requires fewer 

images and decreased processing time. This would allow for the use of high-resolution 

imagery from Hubble Space Telescope and James Webb Space Telescope (Gardner et al. 

2006) as well as from other high-resolution telescopes such as The Cosmological 

Advanced Survey Telescope for Optical and ultraviolet Research (CASTOR) proposed by 

the Canadian Space Agency (Côté et al. 2019). We identify the following research 

objectives: 
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1. Determine how machine learning can be used to classify age of stellar populations 

within galaxies, 

a. Which parameters are most useful or important for age classification? 

b. Which stellar ages are best classified?  

c. How can lower resolution age maps be used as reference data to classify age of 

stellar populations within galaxies using high resolution Hubble Space Telescope imagery? 

Achieving these objectives can contribute to more rapid estimation of stellar properties 

with less data required, while maintaining high pixel resolution. 

3.2 Methods 

3.2.1 Study Area 

In this paper we study M83, a grand design spiral galaxy with two prominent spiral arms. 

M83 is a well-studied nearby galaxy at a distance of about 15 million light years with a 

nearly face on inclination of 24°, making the galaxy components within it well resolved 

(Sánchez-Gil et al. 2019). Figure 3-1 shows regions of star formation as the pink bubbles; 

these regions are indicators of star formation as the young and hot stars ionize the 

surrounding hydrogen gas, producing the Hydrogen-alpha line H-alpha at 657 nm. Age 

gradients are thought to exist within galaxy M83 due to the spiral density waves dominating 

it (Sánchez-Gil et al. 2019). As the waves move they excite star formation in matter they 

pass through. Eventually the density wave may leave the star forming regions where the 

young stars age and slowly disperse. M83 is an excellent study area for observing the stages 

of star formation and evolution (Blair et al. 2014), prompting us to study it in detail.  
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Figure 3-1. Hubble Space Telescope map of galaxy M83: Purple: ultraviolet band 

(F336W), Blue: blue band (F438W), Green: visual band (F555W) + Strömgren y 

(F547M), Orange: H-alpha (F657N), Red: near-infrared (F814W). Image credit: 

NASA, ESA, and the Hubble Heritage Team (STScI/AURA) 

3.2.2 Data 

3.2.2.1 M83 

We retrieve M83 mosaics produced by Blair et al. (2014) from the Mikulski Archive for 

Space Telescopes website. We use M83 mosaics in filters F438W (blue), F555W-F547M 

(visual), F814W (near infrared), and F657N (H-alpha) as taken by the Wide Field Camera 

3 (WFC3) aboard the HST. These mosaics are available as part of the Early Release Science 

Program 11360 (PI: R. O'Connell) and cycle 19 HST General Observer Program 12513 

(PI: W. Blair) and have a resolution of 0.0396” (arcsecond) per pixel. Blue, visual, and 

near infrared bands are useful for observation of stars and analysis of their properties such 

as age (Kiar, Barmby, and Hidalgo 2017) whereas H-alpha is an indicator of very young 

and hot OB stars, and therefore useful for identifying regions of star formation (Sánchez-
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Gil et al. 2019).  Wavelength ranges for the M83 bands are reported in Table 3-1 and visual 

representations are shown in Figure 3-2. Figure 2-2 shows the filter wavelength range for 

F814W.  

The HST image mosaics are composed of images taken in seven sky positions, called 

fields. Field 1 of the F555W-547M image is taken with the F555W wavelength filter and 

the remainder of the fields are taken with the F547M wavelength filter. Only one F555W 

image is used to prevent any emission-line effects (Blair et al., 2014). The F555W image 

is calibrated to match the scale of the F547M Fields.  

Table 3-1: HST wavelength bands for M83 and their respective wavelength ranges. 

Wavelength band Width (nm) 

F438W 61.47  

F547M 65  

F657N 12.1 

F814W 156.52 
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Figure 3-2: HST WFC3 narrow, medium, and wide band filter wavelength ranges. 

(Dressel et al., 2022) 
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3.2.2.2 HST Image Processing 

The mosaics retrieved are in Flexible Image Transport System (FITS) file format. We use 

FITS Liberator 3 (ESA/ESO/NASA 2021) software to convert the FITS mosaics to Tag 

Image File Format (TIFF) for import into a Geographic Information System (GIS). The 

exported mosaics are geometrically corrected in open source software QGIS Version 

3.16.3. (QGIS 3.16. 2021) using the “Georeferencer” tool. We select ground control points 

from the original FITS images using the open source SAOImageDS9 software Version 

8.0.1. (Joye and Mandel 2003) that supports astronomical coordinate systems found in the 

FITS imagery. Geometric correction of the imagery alters the orientation of the image to 

Earth coordinates where North is upwards and East is to the right. In order to avoid 

distortion within the HST imagery, we use a Helmert transformation that performs simple 

shifting and rotating of the image (Farhadian and Clarke 2020; Song et al. 2014). We then 

combine the four geometrically corrected images shown in Figure 3-2 into a composite 

raster for further processing in a GIS. Foreground stars projected onto galaxy are also 

identified and masked from the imagery. 
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Figure 3-3. HST imagery of M83 geometrically corrected to Earth orientation (East 

to the right): a) HST blue band F438W; b) HST visual band F555W-547M; c) HST 

H-alpha band F657N; d) HST near infrared band F814W. 
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3.3 Parameter Creation 

Following HST image processing, we create parameters from the geometrically corrected 

HST raster stack. Figure 3-3 describes the methodology to be discussed in the remainder 

of the methods section. We produce Euclidean distance from the traced spiral arms and 

galaxy center features. We also produce textural features calculated from the HST imagery. 

Different combinations of parameters are input into trained machine learning models, and 

accuracy assessment is performed on the classified results. 
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Figure 3-4. Flowchart of methodology used in this study 
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3.3.1 Euclidean Distance 

Age gradients are thought to exist within galaxy M83 due to the spiral density waves 

dominating the galaxies (Abdeen et al. 2022). As the waves move they excite star formation 

in matter they pass through. Eventually the density wave may leave the star forming regions 

where the young stars age and slowly disperse. Euclidean distance, a commonly used GIS 

method, may be useful in identifying age gradients and classifying age of stars.  

To define the spiral arms, we follow methods described by Shabani et al. (2018) by tracing 

along the dust lanes that run through the inner edge of the spiral arms. We use the blue 

band imagery (F438W) to identify the dust lanes as the dust lanes are darkest and most 

apparent in the blue band. The dust lanes are prominent in HST imagery of M83 and are 

therefore good approximations of the spiral arm locations. After defining the spiral arms 

and galaxy center for M83, we calculate Euclidean distance for each pixel in the raster 

images based on the linear distance to the nearest feature (Figure 3-4). The GIS used to 

calculate Euclidean distance first converts the spiral arm and galaxy center feature to 

pixels. It next calculates the linear distance from each pixel in the HST band raster extent 

to the nearest pixel in the spiral arm and galaxy center features. We mask the foreground 

stars from the distance rasters. As mentioned in Chapter 2, the manual tracing of the spiral 

arms may not be representative of the true center of the arms, so some uncertainty is present 

in the calculations of distance. In M83, there are multiple dust lanes within the Southern 

arm. We choose the dust lane closer in proximity to the young stellar regions, however, 

other nearby dust lanes could also be traced. 
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Figure 3-5. Euclidean distance features drawn over the HST imagery and their 

respective distance calculations: a) Euclidean distance from spiral arm features; b) 

Euclidean distance from galaxy center feature; c) Spiral arm line feature traced 

over the HST blue band image; d) Galaxy center polygon feature drawn over galaxy 

center. Background image is the HST blue band (F438W) shown in grayscale 
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3.3.2 Texture 

Image texture calculation is used to identify texture of natural phenomena. Textural feature 

extraction is a common remote sensing method used for a variety of purposes: examples 

include land cover classification (Rajendran et al. 2020), and crop yield prediction (Yang 

et al. 2022). In Kwik et al. (2022), we found texture particularly useful for classification of 

galaxy components in UGC 2885, a nearby spiral galaxy at a distance of 79.1 megaparsecs 

(Mpc; Hunter et al. 2013). For age classification, texture may also be useful. Younger star 

clusters have more pixel variation than older star clusters (Whitmore et al. 2011) so are 

lumpier than the older stars and stellar field (Jensen et al. 1981). Therefore, we expect 

texture to successfully differentiate between the age classes.  

Here we calculate texture on the HST imagery of galaxy M83. Because M83 is much closer 

than UGC 2885, the stars and star clusters are better resolved. One goal of this study is to 

test how texture performs on nearby and well-resolved star forming galaxy M83 and how 

texture can help to classify age of stellar populations. We calculate eight gray level co-

occurrence matrix (GLCM) Haralick textures (Haralick, Dinstein, and Shanmugam 1973) 

for the M83 imagery and test to see which may be most useful for age classification: 

angular second moment, contrast, correlation, dissimilarity, entropy, homogeneity, mean, 

and standard deviation. From the texture rasters we also mask the foreground stars 

projected onto the galaxy. 

The GLCM is calculated from pixel values within a moving window. Two pixels are 

considered at a time: the reference pixel and the neighbouring pixel.  A GLCM counts how 

often different combinations of pixel values occur by looking at the relationship between 

the reference and neighbouring pixel, so the algorithm runs through all possible reference 

and neighbouring pixel combinations within the window in order to complete the GLCM. 

After completion of the GLCM, second order statistics are calculated from its contents 

(Haralick, Dinstein, and Shanmugam 1973) and the resulting value is assigned to the 

central pixel of the moving window. The algorithm continues until all pixels within the 

image have been assigned a new value. We measure the diameter of star clusters within the 

galaxies to determine the window size and choose an 11x11 window, meaning that 121 

pixels are considered for GLCM creation. The original pixel values within the imagery are 
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also scaled down to 64 gray levels prior to GLCM calculation. We discuss the eight 

Haralick textures below and show the results of the texture calculations on the HST blue 

band (F438W) in Figure 3-5. 

 Angular second moment (ASM) texture calculates uniformity of pixel values within 

an image. ASM texture is calculated on the GLCM using Eq. (1):  

𝐴𝑛𝑔𝑢𝑙𝑎𝑟 𝑠𝑒𝑐𝑜𝑛𝑑 𝑚𝑜𝑚𝑒𝑛𝑡 = ∑ ∑ (�̂�(𝑖, 𝑗))2𝐿
𝑗=1

𝐿
𝑖=1             (1) 

Variable P(i,j) in Eq. (3) represents the probability of the (i,j)th entry on the GLCM, 

meaning that it describes how often the reference and neighbouring will have pixel values 

of i and j. ASM will calculate the highest values for windows with only a few gray levels.   

 Entropy texture calculates chaos or unevenness of an image. Higher values of 

entropy will therefore indicate more chaos within the moving window. Eq. (2) shows the 

entropy calculation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ �̂�(𝑖, 𝑗)𝑙𝑜𝑔[�̂�(𝑖, 𝑗)]𝐿
𝑗=1

𝐿
𝑖=1              (2) 

 Contrast and dissimilarity texture both calculate spectral variation in the imagery. 

Imagery with high spectral variation will result in higher values of contrast. We expect the 

smoother stellar field and inter-arm regions to have lower values of contrast. The rougher 

spiral arms and star forming regions should have higher values of contrast due to the 

spectral variations in these regions. Contrast is defined by Eq. (3): 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ (𝑖 − 𝑗)2  ∑ ∑ �̂�𝐿
𝑗=1

𝐿
𝑖=1

𝐿−1
𝑛=0 (𝑖, 𝑗)             (3) 

where the diagonal of the GLCM is assigned a value of 0 (when i and j are equal). The 

larger the difference between the gray levels of i and j, the higher the value.  

Dissimilarity calculates spectral variation with the absolute difference between i and j co-

occurrence matrix rather than the difference squared as calculated by contrast in Eq. (4) 

and is calculated as: 

𝐷𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = ∑ ∑ |𝑖 − 𝑗|�̂�(𝑖, 𝑗)𝐿
𝑗=1

𝐿
𝑖=1              (4) 
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 Homogeneity is similar to contrast and dissimilarity where it calculates the 

difference or contrast between i and j gray levels in the GLCM. Rather than the diagonal 

values being the lowest as with contrast and dissimilarity, the diagonal is the highest with 

a value of 1 for homogeneity calculation. Moving away from the diagonal, the values 

decrease. Eq. (5) shows the homogeneity calculation: 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
�̂�(𝑖,𝑗)

1+(𝑖−𝑗)2
𝐿
𝑗=1

𝐿
𝑖=1               (5) 

 Mean texture uses the mean descriptive statistic. Rather than calculating the 

average of the pixel values in the local window, mean texture calculates the average of 

values within the GLCM (Eq. 6): 

𝑀𝑒𝑎𝑛 = ∑ ∑ 𝑖 ∗ �̂�(𝑖, 𝑗)𝐿
𝑗=1

𝐿
𝑖=1                (6) 

 Similar to mean texture, standard deviation texture uses the standard deviation 

descriptive statistic. Standard deviation texture measure the variation of values on either 

side of the mean value. Eq. (7) describes the equation used for standard deviation texture 

calculation: 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = ∑ ∑ (𝑖 − 𝜇)2𝐿
𝑗=1

𝐿
𝑖=1 �̂�(𝑖, 𝑗)            (7) 

 The final texture, correlation, calculates the relationship of neighbouring pixels in 

the GLCM. If there is high correlation, it means that the neighbouring pixels are similar or 

linear in nature. Typically, the closer neighbouring pixels are, the more correlated they will 

be. Therefore, when using large moving windows, correlation might be lower than if using 

a small moving window on the image. The equation for correlation texture, Eq. 8, is 

described as:  

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑ ((𝑖 ∗ 𝑗 ∗ �̂�(𝑖, 𝑗) − 𝜇𝑥𝜇𝑦
𝐿
𝑗=1

𝐿
𝑖=1 )/𝜎𝑥𝜎𝑦)           (8) 

where μx and μy are the average of Px and Py, and σx and σy are the standard deviations 

of Px and Py. 
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Figure 3-6. Haralick textures calculated from HST blue (F438W) imagery of M83: 

a) HST blue band image (F438W); b) angular second moment texture; c) contrast 

texture; d) correlation texture; e) dissimilarity texture; f) entropy texture; g) 

homogeneity texture; h) mean texture; i) standard deviation texture. White color 

represents higher values and black represents lower values. 
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3.4 Reference Data 

We use the M83 age map from Sánchez-Gil et al. (2019) as an approximate ‘ground truth’ 

or reference data (Figure 3-6). Sánchez-Gil et al. (2019) estimate ages of young stars up to 

nine million years within galaxy M83. The age map is produced using H-alpha (Hα) and 

far ultraviolet (FUV) emission imagery of M83 and a hierarchical Bayesian model. As a 

young star ages, H-alpha emission from star forming regions drops off more quickly than 

FUV emission. Therefore, the H-alpha/FUV ratio is found to be useful for age estimation 

(Sánchez-Gil et al. 2019). The age map does not estimate age of the interarm regions as 

there are smaller concentrations of young stellar populations outside of the main spiral 

arms. 

To create reference sites from the age map for classification, the age map must be 

geometrically corrected to overlay on the HST imagery. We perform the same procedure 

as discussed in Section 3.2.2, performing geometric correction in the open source software 

QGIS Version 3.16.3. (QGIS 3.16., 2021) using the “Georeferencer” tool. We use the 

youngest regions in the age map (1 and 2 Myr; Figure 3-6) as ground control points to 

match to the young star forming regions indicated by the H-alpha emission in the HST 

imagery. Geometric correction using the Helmert transformation used for geometric 

correction of the HST imagery was not successful in matching the age map to the HST 

imagery. Instead we opt to use the thin plate spline transformation that warps the local area 

surrounding the control points (Zhou et al. 2013). This allows us to more precisely match 

the young stellar populations in the age map to the regions with high H-alpha emission in 

the HST imagery. The geometrically corrected age map is shown in Figure 3-6. The black 

box within Figure 3-6 indicates the location of the inset shown in Figure 3-7. 
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Figure 3-7. Original age map of young stellar populations within M83 (Sánchez-Gil 

et al. 2019). Age is in millions of years (Myr). Blue pixels represent the youngest 

regions while red pixels represent the oldest. The black box indicates the location of 

the inset shown in Figure 3-7. 

3.4.1 Classification Scheme 

From the age map, we derive several age classes to be used for classification. Figure 3-7 

compares the HST image and age map resolution from the same region of M83 (black box 

in Figure 3-6) that is 0.0040065 by 0.0060895 degrees in size as measured on the 

geometrically corrected imagery. For galaxy M83, one arcsecond as projected on the sky 

is equal to about 22 parsecs within M83 (Blair et al. 2014; Sánchez-Gil et al. 2019). 

Therefore, this region represents 317.24 x 482.24 parsecs according to our geometrically 
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corrected imagery. Due to their low frequency within the age map, the youngest pixels (1 

and 2 Myr) are grouped together into class A1. We also group the oldest pixels (6, 7, and 

8 Myr) together into their own age class A5 for the same reason. The intermediate aged 

pixels (3, 4, and 5 Myr) are more common within the age map, so each get their own class. 

In total, five age classes are chosen (Table 3-1).  

To prevent bias in reference site selection, we randomly select pixels by generating random 

samples within the M83 age map extent. We examine the HST imagery underneath the age 

map pixels and trace polygons over groups of pixels in the HST imagery that are best 

representative of the age map pixel. We do this to account for differences in the resolution 

of the age map pixels (1.5”) versus the HST imagery (0.0396”). Larger pixels will be an 

average of the band flux of the smaller HST pixels. Figure 3-8 shows some examples of 

the pixel tracing done over the HST imagery. 

Table 3-2. Chosen classification scheme of age map pixels. 

Age Map Pixels 
(Myr) 

Class ID 

1 and 2 A1 

3  A2 

4 A3 

5 A4 

6, 7, and 8 A5 
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Figure 3-8. Pixel resolution comparison for the same region of the HST imagery and 

the M83 age map as shown on the black box in Figure 3-6: a) HST band imagery; b) 

reference age map. The HST imagery is an RGB color composite where R – F657N, 

G – F555W-547M, and B – F438W. The images represent an area of approximately 

317.24 x 482.24 parsecs as measured on the geometrically corrected imagery. The 

red “bubbles” within the HST imagery is H-alpha emission showing the young star 

forming regions. 
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Figure 3-9. Training sites drawn over color composite of HST imagery of M83: a) 

age class A1 (1 and 2 Myr); b) age class A2 (3 Myr); c) age class A3 (4 Myr); d) age 

class A4 (5 Myr); e) age class A5 (6, 7, and 8 Myr). Colour composite RGB 

assignment: R – F657N, G – F555W-547M, B – F438W.  

3.5 Machine Learning Classification 

In Kwik et al. (2022) we find that the traditional maximum likelihood classifier model is 

not as useful for machine learning classification of galaxy imagery. Therefore, we choose 

to compare the more successful ML models, random forest (RF) and support vector 

machine (SVM) that had high accuracy of galaxy component classification. 

3.5.1 Support Vector Machine 

The SVM model identifies support vectors within the training data and defines a 

hyperplane separating the classes defined within the training data. Support vectors are data 
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points closest to a hyperplane that define the maximal margin between the hyperplane and 

support vectors. The advantage of the SVM algorithm is that it is excellent at handling data 

samples whose values do not exhibit linear patterns (Sen et al. 2022). The SVM model was 

originally described in (Cortes and Vapnik 1995). 

We perform parameter selection testing on the HST imagery using 50, 100, 250, 500, 750, 

and 1000 samples. 250 samples results in an OA of 3% less than classification with 500 

samples, whereas 750 and 1000 samples did not result in drastic increases in accuracy from 

500 samples. Therefore, we choose to use 500 samples for SVM classification, as 

increasing the sample number to 750 or 1000 is not cost effective. SVM model 

classification is performed in a GIS. 

3.5.2 Random Forest 

Random forest (RF) is a powerful machine learning model that makes use of a set or ‘forest’ 

of decision trees to process and make decisions regarding samples (Breiman 2001). RF is 

advantageous in that it produces highly accurate results without long processing times (Sen 

et al. 2022).  

We perform RF classification in a GIS and test 50, 100, 250, 500, and 750 trees. There is 

no drastic difference in overall accuracy (<1%) when testing the number of trees, with 500 

trees having a slightly higher accuracy then the rest of the tests. Therefore we use 500 trees 

as recommended by Belgiu and Dragut (2016). Setting the number of trees to 500 allows 

the model error to stabilize (Lawrence et al. 2006), so choosing a lower number of trees 

may introduce more error into the final classification result.  

After testing of the number of trees, we perform testing of the tree depth. For this, the 

number of trees is set to the chosen 500. We test 15, 30, and 50 tree depths. A tree depth 

of 15 results in the highest overall accuracy and the shortest processing time. Because we 

find no increase in accuracy from 15 to 30 and 50 trees, we do not test a higher number of 

trees.  

Mean decrease in Gini coefficient (MDG) is a useful statistic calculated from RF 

classification that measures the importance of variables input into a classification model 
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(Koo et al. 2021). Because MDG analysis is not available in the GIS used to perform 

classification, we run MDG analysis in R Studio Version 1.1.463 (RStudio Team, 2020) 

using the “randomForest” package. Input for mean decrease Gini analysis is a raster of all 

38 parameters: 4 HST imagery + 2 distance rasters + 32 textural features. In case the 

machine learning models have difficulty handling parameters with different value ranges, 

we perform normalization of the 38 input parameters by dividing each by their maximum 

pixel value, creating a 0 – 1 raster value scale for all parameters. Normalization is done to 

prevent the overemphasis of certain parameters in classification results.  

After classification we mask the HST mosaics to the same extent as the age map. To do 

this, we convert the age map raster to vector and use this to mask the classified result in a 

GIS. We can ignore the other portions of the galaxy in the classified rasters because they 

are not included in the age map used for accuracy assessment. 

3.6 Accuracy Assessment 

For accuracy assessment, we convert the polygon feature reference sites discussed in 

Section 3.4.1 to point features; this is done by generating a point on every pixel in the HST 

imagery, and masking the point feature file to the extent of the reference set polygon 

features. The GIS uses the values of the pixels beneath the point features to classify the 

imagery. We test 70/30, 80/20, and 90/10 splits of the points to determine which split 

results in the highest accuracy. We find that using an 80/20 split results in the highest 

accuracy of classification. Table 3-2 shows the number of points for each age class within 

the 80% and 20% splits representing 75,299 and 18,825 respectively, with the total number 

of reference points being 94,124. The digital number values for the five age classes within 

the 20% split are shown in Figure 3-9. There is quite a bit of overlap amongst the age 

classes, however, the scatterplot does show general patterns where the oldest ages (A5) are 

the dimmest pixels within the young stellar regions (low DN values), and the youngest ages 

(A1) are the brightest (high DN values). Pixel saturation can be seen in Figure 3-9 where 

many pixels create a linear feature at the 65535 DN value in the F438W image. 
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Table 3-3. Number of M83 pixels for each class within the 80% and 20% splits of 

the reference set. 

Age class 80% of reference 
set points 

20% of reference 
set points 

A1: 1-2 Myr 14,541 3,637 

A2: 3 Myr 13,646 3,481 

A3: 4 Myr 16,152 4,003 

A4: 5 Myr 15,580 3,814 

A5: 6-7-8 Myr 15,380 3,890 

 

Figure 3-10. Scatterplot showing the original digital number (DN) values of the HST 

imagery (0 – 65535) for the age classes A1 to A5. We show the DN values for the 

20% reference set with 18,825 pixel samples. 

We use overall accuracy (OA), F1 score, producer’s accuracy (PA), and user’s accuracy 

(UA) statistics to assess accuracy of classification. We analyse both individual class and 

overall F1 score. Because the age map is a much lower resolution (1.5”) than the HST 

imagery (0.0396”), we do not expect to achieve classification accuracies in the 90% range. 

To calculate accuracy statistics, we use a confusion matrix that compares the classified 

result of the samples and the true state of the samples as known by the reference data. The 
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diagonal of the confusion matrix represents the correctly classified samples. All other 

boxes within the confusion matrix represents incorrectly classified samples.  

Overall accuracy (OA) is defined as the sum of correctly classified pixels for each class 

divided by the total number of pixels: 

OA = sum of correctly classified pixels / total number of pixels in the test set 

 (9) 

Because the training and testing samples for each age class in Table 3-2 are balanced, we 

expect OA to be representative of the true accuracy.  

Producer’s accuracy (PA) and user’s accuracy (UA) account for the omission and 

commission error respectively. These metrics are useful in conjunction with OA as they 

account for the confusion matrix error that OA overlooks. PA describes the pixels or 

samples omitted from being correctly classified and is described as: 

PA = TP/TP + FN         

 (10) 

where TP represents the true positives and FN represents the false negatives within the 

confusion matrix. TP is the correctly classified pixels in the confusion matrix whereas FN 

are pixels incorrectly labelled as being misclassified.  

Error of commission or UA describes the likelihood that the classification result of a 

specific pixel or sample is representative of its true ‘ground’ state (Story and Congalton 

1986). In our case, the likelihood that the age of a specific pixel is correctly classified. 

User’s accuracy is defined by Eq. (11): 

UA = TP / TP + FP         

 (11) 

FP is the samples that have been classified as a particular class, but are not actually that 

class in reality. 
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F1 score calculates an accuracy statistic based on both PA and UA and is defined by Eq. 

(12) showing the calculation for the individual class F1 score: 

F1 = 2 * (UA * PA) / (UA + PA)       

 (12) 

We also calculate the overall F1 score, which is the average of the individual class F1 score 

(Goutte and Gaussier 2005). 

3.6.1 Classification Groups 

We perform classification of the general groups shown in Table 3-3. After MDG 

importance analysis, the most important textures and most important parameters for age 

classification will be identified. We perform RF and SVM classification for all 

classification groups. RF and SVM classification is first performed using 80% of the 

reference set for model training and 20% for accuracy testing. To increase confidence of 

our model, we perform RF and SVM classifications again using 20% of the reference set 

for training and 80% for accuracy testing, and then average the resulting accuracies. 

Table 3-4. Chosen classification groups. 

Classification Groups 

HST images (F438W, F555W-547M, F657N, and F814W) 

HST images (F438W, F555W-547M, F657N, and F814W) + distance from 
spiral arms and galaxy center 

Most important textures 

Most important textures + distance from spiral arms and galaxy center 

Top MDG parameters 

 

3.7 Results 

In this section we report on parameter importance, age classification performance, and 

model performance to answer our research objectives. 
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3.7.1 Parameter Importance 

We combine all 38 parameters into a raster stack (4 HST images + 32 texture features + 2 

Euclidean distance rasters) and input the raster stack into a random forest model using the 

R “randomForest” package to derive the mean decrease Gini (MDG) importance measure 

for all parameters as discussed in Section 3.5.2. Distance from galaxy center and spiral arm 

parameters are identified as being the most important by the mean decrease Gini (MDG) 

analysis (Figure 3-10). As the third most important, H-alpha (F657N) mean texture 

comprises its own group. The remaining H-alpha textural features are also found to be 

important, but do not make their own distinct group within the MDG plot. From the MDG 

plot, we derive the classification groups in Table 3-4. The most important texture is 

identified as mean texture, so we perform several classifications with mean texture 

parameters: mean texture parameters for all HST images; mean texture for all HST images 

and distance parameters; H-alpha (F657N) mean texture and distance parameters. We 

perform classification with the HST images to compare how the textural and distance 

parameters improve or inhibit classification. Because distance parameters and H-alpha 

mean texture parameters are found to be outliers in the MDG plot, we also perform 

classification with these top three MDG parameters. After the top 16 parameters, the MDG 

importance has little variation between parameters, so we choose to perform classification 

using the top 16 parameters. Because of the steep slope of MDG of parameters beyond 

parameter 16, including them would introduce redundant information into the model, and 

the accuracy would not increase drastically. Lastly, we perform classification of the top 

five H-alpha (F657N) textures from the MDG plot to test how successfully the textural 

information from the H-alpha (F657N) band alone is able to classify age. 
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Figure 3-11. MDG results for the top 30 parameters. 
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Table 3-5. Chosen classification groups. 

Classification Groups 

HST images (F438W, F555W-547M, F657N, and F814W) 

HST images (F438W, F555W-547M, F657N, and F814W) + distance from 
spiral arms and galaxy center 

Mean texture for all HST images (F438W, F555W-547M, F657N, and F814W) 

Mean texture for all HST images (F438W, F555W-547M, F657N, and F814W) 
+ distance from spiral arms and galaxy center 

H-alpha (F657N) textures 

MDG top 3 parameters 

MDG top 5 H-alpha (F657N) textures 

MDG top 16 parameters 

We find that the top performing classifications are those that incorporate mean texture, 

distance from spiral arms, and distance from galaxy center parameters. Classification with 

mean textures of the four HST imagery bands (F438W, F555W-547M, F657N, and 

F814W) and both distance parameters results in the highest classification accuracies out of 

all chosen classification groups. The RF and SVM overall map accuracies (OA) for the 

mean textures and distance parameters model are 98.63% and 95.09% respectively 

(average of the OA of classifications trained on 20% of the reference set and 80% of the 

reference set). Within the confusion matrix shown in Table 3-5, the italicized numbers on 

the diagonal show the number of correctly classified pixels in each age class, while the 

bolded numbers represent the overall map accuracy (OA). Columns named UA show the 

UA statistic for each age class and rows named PA show the PA statistic for each age class. 

Classification using the top three MDG parameters results in the second highest 

classification OA of 98.31% and 92.23% for the RF and SVM models. Such a high 

classification accuracy in both of the aforementioned classifications was unexpected due 

to the differences in resolution of the age map and Hubble Space Telescope imagery. 
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Table 3-6. Confusion Matrix of best performing classification: RF classification 

model with mean textures (F438W, F555W-F547M, F657N, and F814W) and 

distance from spiral arm and galaxy center. Top: classification using 80% of 

training data for model training and 20% for model testing; bottom: classification 

using 20% of training data for model training and 80% for model testing. The 

italicized numbers on the diagonal show the number of correctly classified pixels in 

each age class. The bolded numbers represent the overall map accuracy (OA). 

Columns named UA are the UA for each age class and rows named PA are the PA 

for each age class. 

  

 Age Map Reference Data 

 
 

 
ML 

Classification 

 A1 A2 A3 A4 A5 Total UA 

A1 3618 24 0 6 1 3649 0.9915 

A2 18 3447 0 28 9 3502 0.9843 
A3 1 6 3925 69 6 4007 0.9795 

A4 0 4 58 3696 16 3774 0.9793 
A5 0 0 20 15 3858 3893 0.9910 
Total 3637 3481 4003 3814 3890 18825  

 PA 0.9948 0.9902 0.9805 0.9691 0.9918  0.9851 

  

 Age Map Reference Data 

 
 

 
ML 

Classification 

 A1 A2 A3 A4 A5 Total UA 

A1 14459 44 0 1 5 14509 0.9966 

A2 78 13554 14 29 17 13692 0.9899 
A3 1 42 15827 262 9 16141 0.9805 
A4 3 6 252 15273 99 15633 0.9770 

A5 0 0 59 15 15250 15324 0.9952 
Total 14541 13646 16152 15580 15380 75299  

 PA 0.9944 0.9933 0.9799 0.9803 0.9915  0.9876 

The excellent performance of classification models using distance from spiral arms and 

galaxy center demonstrates their importance for estimating age of stellar populations within 

galaxies. The addition of distance parameters to the mean texture classification improves 

accuracy by approximately 24%. Although mean texture is not as important for age 

estimation according to the MDG plot (Figure 3-10), when used in conjunction with 

distance parameters it results in the highest accuracies in the 98% range. Mean texture 

summarizes the average of the pixels in a particular window; in the case of galaxy M83, 

the window size is 11x11 pixels, meaning it summarizes the average of 121 pixels. Since 
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the age map pixels represent the flux average of the higher resolution HST pixels, this may 

explain why mean texture is so efficient at estimating age of the age map reference data. 

The third most accurate classification, classification of top 16 MDG parameters results in 

RF classification OA of 97.71% and a SVM classification OA of 93.22%. Because the RF 

classification of the top 16 MDG parameters (97.71%) is the third highest accuracy result 

following RF classification of mean textures and distance (98.63%) and MDG top three 

parameters (98.31%), MDG top 16 parameters is a viable option for age estimation. 

However, the use fewer parameters optimizes the classification process, so classification 

with distance and mean texture parameters is more cost effective.  

The fourth most accurate classification with HST imagery and distance from spiral arms 

and galaxy center results in an averaged overall accuracy of 96.08% for RF and 71.44% 

for SVM. This result is evidence again for a strong relation between the age of stellar 

populations and the distance from spiral arms and galaxy center within galaxy M83. The 

disadvantage of this classification method using HST imagery and distance parameters is 

the inconsistency of the model accuracies, with a difference of about 25% between the RF 

and SVM models.  

RF classifications are shown in Figure 3-11 alongside the age map reference data. We 

compare the following classification results: mean textures, mean textures and distance 

parameters, top three MDG parameters, top 16 MDG parameters, and HST imagery and 

distance parameters. The most notable differences are between the classifications without 

the use of distance parameters and those with the use of distance parameters. Distance 

seems to be overemphasized as classifications with distance result in a distinct linear 

pattern of pixel groupings. However, classifications with distance parameters are able to 

follow the general pattern of the M83 age map (Sánchez-Gil et al. 2019): younger stars are 

located on the inner regions (closer to the galaxy center) of the spiral arms and older stars 

are located on the outer regions (further from the galaxy center) of the spiral arms.  

Although the distance parameters result in the highest accuracy, they do not resemble the 

reference age map as well as classification with mean textures (Figure 3-11). The mean 

texture classification results in an overall accuracy of 74.78% for RF and 74.62% for SVM. 
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This accuracy is in between the lowest (48.17%) and highest (98.63%) classification 

accuracies. The mean texture classification results might be more representative of the 

young stellar regions than classification with distance parameters is, but is limited by the 

lower resolution reference age map.  
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Figure 3-12. RF classification results are compared to show the differences in 

classification when using different parameters: a) HST imagery classification b) 

HST imagery and distance classification; c) mean textures classification; d) mean 

textures and distance classification; e) top 3 MDG parameters classification; f) top 

16 MDG parameters classification; g) reference age map. All maps are classification 

results using 80% of the reference set for training and 20% of the reference set for 

testing. 



103 

 

3.7.2 Age Classification Performance 

Age classification statistics are reported in Table 3-6. Statistics are averaged over all 

classifications for each model. For UA, PA, and F1 score statistics, the youngest stellar 

populations (A1) have consistently high accuracies. This is expected as the youngest 

regions are typically characterized by the highest H-alpha emission (F657N) whereas the 

intermediate aged stars (A2, A3, and A4) are similar in appearance to each other and are 

undergoing the process of H-alpha gas shedding. The oldest stars in class A5 have little to 

no H-alpha emission and are located further from the center of the spiral arms. Overall, age 

classes A2, A3, A4, and A5 have similar accuracies, demonstrating their visual similarities.  

In Figure 3-11 (Section 3.7.1), we observe that each classification result is able to define 

class A1 relatively well. For the rest of the classes we can see the opposite: the locations 

of the age regions are not as definitive. Although distance is identified as being important 

by the MDG analysis and by the accuracy statistics, the resulting maps lack visual 

similarity to the age map. Use of distance results in rigid line features and creates an 

unnatural appearance. From the maps in Figure 3-11, the classification with HST imagery 

and distance parameters performs the most poorly in terms of both visual appearance and 

accuracy. Models that include textural features in classification have a higher accuracy than 

those using HST imagery, so texture (particularly mean texture) is a better determinant of 

stellar age when used in the machine learning classification model. 

Table 3-7. Age class UA, PA, and F1 score statistics for RF and SVM models. 

Accuracy statistics are averaged over all eight classifications for each model. 

Model  Age Class Averaged User’s Accuracy (UA) in % 

 A1 A2 A3 A4 A5 

RF 90.55 75.34 73.43 71.76 77.28 

SVM 88.32 68.69 68.24 65.46 71.53 

 Age Class Averaged Producer’s Accuracy (PA) in % 

 A1 A2 A3 A4 A5 

RF 85.33 72.26 77.55 76.41 72.45 

SVM 82.42 66.88 71.37 70.57 66.80 

 Age Class Averaged F1 score in % 

 A1 A2 A3 A4 A5 

RF 87.75 73.58 75.32 73.67 74.26 

SVM 85.15 67.57 69.70 67.71 68.78 
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3.7.3 Model Performance 

We find that the RF model outperforms the SVM model for age classification according to 

the overall map accuracy (OA; Table 3-7). OA and overall map F1 score averages for each 

classification are in excellent agreement, so we only report OA statistics. The jump in 

accuracy from classifications with 48% OA to those with 98% OA can be attributed to the 

addition of distance parameters to the classification models as discussed in Sections 3.7.1 

and 3.7.2. For classifications without distance parameters, RF and SVM classification 

accuracies are comparable. In terms of the individual class accuracies in Table 3-6, the RF 

model again consistently outperforms the SVM model, meaning that the RF model is a 

better classifier of age of young stellar populations within galaxy M83. 

One disadvantage of the RF model is its overemphasis of the distance layers due to the 

appearance of artificial line features within the classified raster (Figure 3-11). The best 

performing classification with mean textures and distance parameters shows the same 

artificial line pattern for both the RF and SVM model. However, the textural features are 

better represented by the SVM model, making the age classes appear more natural rather 

than the rigid lines shown in the RF mean textures and distance map. Because of the 

differences in resolution between the HST imagery and the age map, we cannot say for 

certain whether the RF or SVM model is a better classifier of age of young stellar 

populations.  

For classifications with distance parameters, there is a difference of at least 3% OA 

between RF and SVM models. Classification using both HST imagery and distance has a 

difference of almost 25% in classification accuracy between the RF and SVM models. 

Therefore, we do not recommend the use of HST imagery and distance parameters together 

to perform age classification as the results are inconsistent and may produce unreliable 

results among different machine learning models. When performing age classification with 

distance parameters and mean textures calculated for F438W, F555W-F547M, F657N, and 

F814W bands, the accuracy difference of approximately 3% between the RF and SVM 

algorithms suggests robustness of age classification among different ML models. Use of 

other ML and deep learning models should be explored further. 
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Table 3-8. All classifications and their overall accuracy (OA) statistics for RF and 

SVM classification models. The OA reported is average of the classifications trained 

on 80% and 20% of the total reference set. The top 5 highest accuracies are bolded.  

Classification RF OA (%) SVM OA (%) 

HST imagery 48.17 48.66 

HST imagery + distance 96.08 71.44 

Mean textures 74.78 74.62 

Mean textures + distance 98.63 95.09 

F657N textures 52.25 49.53 

MDG top 3 parameters 98.31 92.23 

MDG top 5 F657N textures 48.48 47.88 

MDG top 16 parameters 97.71 93.22 

3.8 Discussion 

The focus of this research was on the development of a machine learning model that 

automatically classified age of stellar populations within Hubble Space Telescope imagery 

(HST). We find that distance parameters are the most important for age estimation and 

suggest they be used in conjunction with mean textural features. Although the use of 

distance parameters results in high accuracies, mean texture classification is more visually 

similar to the reference age map. This may indicate that the lower resolution reference age 

map is inhibiting the accuracy results of the mean texture classification. It is possible that 

the mean texture age classification is the most accurate, but a higher resolution reference 

age map is needed to perform further investigation. Classification accuracies are lower for 

classifications without distance parameters (48 – 75% overall map accuracy), while 

classifications including distance parameters are typically above 90% overall map 

accuracy, with one outlier having 71.44% accuracy. The use of higher resolution reference 

data could enhance accuracy of our classification.  

Use of textural features for high resolution astronomical imagery is promising. However, 

textural features are not effective when computed from lower resolution imagery. Texture 

will be more relevant for imagery from the James Webb Space Telescope, Nancy Roman 

Space Telescope, Euclid mission, and The Cosmological Advanced Survey Telescope for 

Optical and ultraviolet Research (Gardner et al. 2006; Laureijs et al. 2011; Spergel et al. 

2015; Côté et al. 2019). However, determining the optimal window size of each image 
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needs to be considered. For M83, we performed visual inspection of the imagery and 

identified star clusters to define the optimal window size for defining the spatially related 

pixels. Manual inspection of many images takes time so developing a method to automate 

this step would enhance the applicability of textural features. A semivariogram analysis of 

images could be used to determine the window size that best represents the pixel 

neighbourhoods (Hall-Beyer 2017). When studying galaxies at similar distances and with 

imagery from the same telescope or a telescope with similar resolution, the same window 

size can be used. 

Overall, more research needs to be conducted to determine the full potential of textural 

analysis for age classification. One problem mentioned in the results is the lack of a high 

resolution reference age map to compare to the mean texture result. Our classification with 

mean textures might prove to be quite accurate for age classification of young stellar 

populations when compared to an age map of higher resolution. Different textures might 

be more or less useful for different types of data, so testing of many textures as done in this 

paper is useful for identifying the most useful textures.  

The reference data age map (Sánchez-Gil et al. 2019) estimates age of stellar populations 

using the relationship between the far ultraviolet and H-alpha emission. For galaxy M83, 

high resolution HST imagery in far ultraviolet (FUV) wavelengths is not available for the 

full galaxy extent. Having FUV wavelength data may increase the robustness of the model 

and its fidelity to the reference data. The Cosmological Advanced Survey Telescope for 

Optical and ultraviolet Research (CASTOR), proposed by the Canadian Space Agency, 

would capture high resolution imagery in the FUV wavelengths. CASTOR’s resolution is 

similar to that of HST (Côté et al. 2019), so loss of pixel information when used in 

conjunction with other telescopes such as HST would be minimal. Our methods are also 

limited by the range of age estimation in the reference data, as it does not include older 

stellar populations. To have a complete understanding of galaxy mechanisms, the fine age 

estimation as seen in Sánchez-Gil et al. (2019) should be expanded to stellar age in billions 

of years.  
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Machine learning (ML) models used in this study are limited by their ability to handle 

different types of data. Uncertainty is present in all astronomical data, and the random 

forest (RF) model is inhibited by its inability to account for this. RF models that can handle 

uncertainty, for example Reis et al. (2019), are not yet widely available in GIS programs 

and packages. Reis et al. (2019) develop the Probabilistic Random Forest model that 

determines a probability distribution function for the classes within the reference set, 

improving accuracy of the original RF model by up to 30%.  

A pitfall of the SVM model is its failure to support outlier samples (Foody and Mathur 

2006). For our training data, outlier samples are likely present due to the pixel variation 

within astronomical imagery and within each age class. These may have lowered the 

accuracy of the SVM model. A second limitation of the SVM model is its poor handling 

of overlapping classes (Fu et al. 2015). Many of our training samples for each class 

overlapped, so the SVM algorithm has difficulty defining the hyperplanes. This can explain 

why the RF model outperforms the SVM model for some classifications. A solution to this 

could be the use of a Two-Step Classification SVM (TSC-SVM) algorithm developed by 

Fu et al. (2015) that improves how the original SVM model handles overlapping data by 

emphasizing the small differences between classification groups. However, the TSC-SVM 

model is not available in widely used GIS programs and packages, which are used in our 

methods presented in this study. Since the RF model results in unusually high accuracies 

and creates unnatural patterns, we suggest further testing of the SVM model for stellar age 

classification.  

The tracing of the spiral arms follows methods done by Shabani et al. (2018) where we 

follow the prominent dust lanes within the spiral arms of M83. For use of our machine 

learning model to automate age classification of high resolution galaxy imagery, the model 

would need to be improved through the use of spiral arm fitting programs that are being 

frequently developed (Davis and Hayes 2014; Bekki 2021). For our model, the dust lanes 

are a good approximation of the spiral arm locations, so can be manually traced for a single 

galaxy. We recommend the use of an automated spiral arm fitting model for application on 

many galaxies. Further, future work can help to decrease uncertainty due to arm center 

distance by improving identification of true center. 
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Age classification can contribute to better understanding the formation and evolution of 

galaxies and the universe. Age estimation is a well-studied topic within the astronomical 

community, with many reliable SED fitting models available. Opportunities for 

improvement include developing new models that increase both the pixel and age 

resolution. 

3.9 Conclusions 

In this paper, we develop a machine learning (ML) model to classify age of regions within 

spiral galaxy M83. We use high resolution Hubble Space Telescope (HST) optical imagery 

in blue (F475W), visual (F555W-F547M), H-alpha (F657N), and near infrared (F814W) 

emission. Texture features calculated from the HST imagery and Euclidean distance 

calculated from spiral arms and galaxy center features are also tested for age classification. 

Random forest (RF) and support vector machine (SVM) supervised ML classification 

models are compared. We train ML models using a reference age map of M83 (Sánchez-

Gil et al. 2019) that identifies stellar ages of approximately 1 – 8 million years and identify 

five age classes: A1 (1-2 Myr), A2 (3 Myr), A3 (4 Myr), A4 (5 Myr), and A5 (6-8 Myr). 

The RF model outperforms the SVM model for all classifications according to the overall 

map accuracies. Age classes A1 and A5 have the highest individual class accuracies. We 

find that Euclidean distance from spiral arms and galaxy center parameters are crucial for 

obtaining high classification accuracies in the 90% range. This finding supports the notion 

of a spiral density wave age gradient within galaxy M83. Classifications with Euclidean 

distance parameters can replicate the age map patterns of younger stars dominating the 

stellar population on the inner portion of the spiral arms and of older stars dominating the 

stellar population on the outer portion of the spiral arms. To optimize classification with 

distance parameters, mean textures calculated on the HST imagery should be used in 

conjunction with Euclidean distance parameters. Classification with distance parameters 

and mean textures results in an overall map accuracy of 98.63%. Although the use of 

distance parameters increases accuracy, the resulting classified maps do not share strong 

visual similarities to the reference age map. Classification with mean textures results in a 

lower overall accuracy of 71.44%, and a map that appears quite similar to the age map. We 

recommend further testing of textural analysis for age classification. Our results contribute 
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to the development of an age classification model that requires less imagery and reduces 

processing time, while maintaining a high pixel resolution. 
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Chapter 4  

4 Conclusion 

4.1 Summary 

Studying components within galaxies can provide important clues to the formation and 

evolution of the universe, the Milky Way, and our Solar System. Distributions of galaxy 

components and stars of different ages are direct indicators of the overall age of the galaxy. 

Older galaxies have low rates of star formation and a large population of old stars, while 

younger galaxies have higher rates of star formation and many young and blue stars. 

Younger galaxies also have more dust and gas within them that fuels star formation. 

Because we cannot resolve galaxy components in very distant galaxies, we can study 

nearby galaxies and make inferences about the more distant ones. Over time, components 

in distant galaxies will be better resolved through advances in telescope capabilities. 

Machine learning methods can contribute to our understanding of galaxy mechanics while 

allowing for the rapid processing of data. Because remote sensing and astronomy are 

compatible fields of research, in this Thesis we apply remote sensing image processing 

methods to digital imagery of galaxies. 

In this Thesis, we research two nearby spiral galaxies. Chapter 2 describes the development 

of maximum likelihood classifier (MLC), random forest (RF), and support vector machine 

(SVM) supervised machine learning models trained to classify each pixel within HST 

imagery of UGC 2885 into one of five galaxy component classes and one class representing 

the celestial background behind the galaxy: young stars, old stars, dust lanes, galaxy center, 

outer disc, and celestial background. The model is trained on different combinations of 

parameters: Hubble Space Telescope (HST) imagery, band ratios calculated from the HST 

imagery, textural features calculated from the HST imagery, and Euclidean distance 

calculated from the spiral arm and galaxy center features within UGC 2885. Distance and 

textural features are found to have the highest accuracy of galaxy component classification. 

Chapter 3 discusses the development of RF and SVM supervised learning models that are 

trained to classify stellar age within galaxy M83 using an age map by Sánchez-Gil et al. 
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(2019) as reference data. The machine learning models are trained using HST imagery, 

textural features calculated from the HST imagery, and Euclidean distance from the spiral 

arms and galaxy center features within M83. The training data is manually selected from 

the age map and we identify five age classes: A1 (1 to 2 Myr), A2 (3 Myr), A3 (4 Myr), 

A4 (5 Myr), and A5 (6 to 8 Myr). Use of distance parameters results in the highest 

accuracies but exhibits artificial line features throughout the classified raster. Textural 

features have a lower accuracy but a stronger resemblance to the age map. 

4.2 Conclusions 

The research objectives chosen for this study were achieved. Below are the corresponding 

findings: 

(i) Machine learning is successful at classification of galaxy components and stellar 

age within nearby spiral galaxies. In Chapter 2, MLC, RF, and SVM models are 

developed to classify galaxy components within UGC 2885. The SVM model is 

found to be the most successful for galaxy component classification. The MLC 

model is consistently outperformed by the RF and SVM models, so is not as useful 

for galaxy component classification. The SVM model achieves an average overall 

accuracy (OA) of 84.9% whereas the MLC and RF models achieve an OA of 80.5% 

and 82.6% respectively. Average F1 score statistics are 80.4%, 80.9%, and 82.6% 

for MLC, RF, and SVM. Chapter 3 focused on classification of stellar age in M83 

using RF and SVM models. Results indicate that the RF model is a better choice 

for stellar age classification. The RF model achieves an OA of 98.63% for the 

highest performing classification, where SVM achieves 95.09% OA. F1 score 

accuracies for the same classification are 98.65% and 95.12% for RF and SVM 

respectively, demonstrating that F1 score is in agreement with OA. For a majority 

of the classifications, RF outperforms the SVM models.  

In Chapter 3, we make use of an age map produced by Sánchez-Gil et al. (2019) as 

a reference data for labeled data creation. The reference data is successful for 

producing high accuracy of classification, however, the highest accuracy 

classifications lack resemblance to the age map. The use of a higher resolution age 
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map for reference data would benefit our model and increase confidence of age 

classification. 

(ii) Chapters 2 and 3 have similar findings, indicating that Euclidean distance and 

textural features are the most useful parameters for classification of galaxy 

components and stellar age respectively. The combination of Euclidean distance, 

mean texture parameters for all three HST images, and HST visual image (F606W) 

results in the highest OA of 95.4% for both RF and SVM models, and 94.3% for 

MLC. For the same classification, F1 score statistics for MLC, RF, and SVM 

models are 92.9%, 94.4%, and 94.6% respectively. In Chapter 2, we found band 

ratios to be the least useful for galaxy component classification. In Chapter 3, from 

the classifications performed, the HST imagery and Hydrogen-alpha (F657N) 

texture features are found to be least useful for stellar age estimation. Using 

distance parameters in conjunction with HST imagery and texture features 

increases accuracy by up to 50%. The classification with the poorest performance 

is with HST imagery, having an OA of 48.17% for RF and 48.66% for SVM.  

(iii) Chapter 2 found the galaxy center and celestial background were the best classified. 

The galaxy center had high average individual class accuracies: 87% user’s 

accuracy, 100% producer’s accuracy, and 93% F1 score. The celestial background 

had classification accuracy but is not a part of the galaxy. The outer disc was also 

well classified. The dust lanes and old stellar populations are similar in appearance, 

so the ML models had difficulty differentiating them. Chapter 3 identified the 

youngest ages of 1 to 2 Myr (class A1) as being the best classified. This is expected 

due to their unique H-alpha emission. The remainder of the classes, A2 to A5, are 

similar in appearance so have lower classification accuracy. Addition of Euclidean 

distance parameters improves classification accuracy for all classes. 

4.3 Limitations and Future Work 

Study of celestial phenomena presents limitations. Galaxies are very distant and the only 

method of studying them is through passive sensing, making in-situ ground truth infeasible. 

Chapter 2 classifies galaxy components by analysis of galaxy component emission in 
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different wavelength bands. In Chapter 3, we make use of a reference age map of M83 

(Sánchez-Gil et al., 2019). The age map resolution is lower than that of the Hubble Space 

Telescope imagery, so the use of a higher resolution age map would benefit our model. 

Lack of ground truthing makes training site selection difficult. When using the age map for 

interpretation, different age classes appear visually similar, so there is some uncertainty 

present with training site creation. A higher resolution of age classification would also be 

beneficial for understanding galaxy mechanics of formation and evolution. In Chapter 3, 

only young stars aged 1 to 8 million years are classified. Older stellar populations above 8 

million years, such as those dominating the galaxy center and the inter-arm regions, are not 

considered in analysis. Along with improvement of reference data and age resolution, our 

models can be tested on digital imagery of galaxies with different physical properties. 

Spiral galaxies are all unique, so training on one galaxy and testing on many others would 

benefits the understanding of distributions of galaxy components and stellar ages. Applying 

our methods to other types of galaxies such as irregular and elliptical would also aid in 

understanding the differences in galaxy component formation and evolution between 

different galaxy types.  

Astronomical data such as the Hubble Space Telescope imagery has uncertainty that comes 

in two forms: statistical and systematic. The statistical uncertainty is introduced through 

the presence of noise in the data. For instance, if there is a weak signal-to-noise ratio there 

are a limited number of photons being received and a high amount of noise. Systematic 

uncertainty occurs due to imperfect calibration of the telescope imagery. Our models from 

both Chapter 2 and 3 do not account for such uncertainties. The incorporation of machine 

learning models that are capable of handling such uncertainty (e.g., Reis et al., 2019) would 

benefit the results and confidence of our models. However, models capable of accounting 

for uncertainty are not available in widely used Geographic Information Systems or in 

programming packages. Another area of improvement to our models is the automation of 

the identification of spiral arm and galaxy center features for Euclidean distance 

calculation. In both Chapters 2 and 3 we manually trace spiral arms. Chapter 2 uses a piece-

wise fitting model while in Chapter 3 we trace the dust lanes as good approximations of 

the spiral arms. Models that automate the identification of spiral arms are in development  

(Bekki, 2021), and the addition of these models into our own would allow for more rapid 
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machine learning classification and testing of the model on images of other galaxies. 

Moreover, the development of models that better define the true center of the spiral arms 

and therefore decrease uncertainty of fitting is an important opportunity for future work. 

Further research should be done to determine the full potential for textural features in 

processing of astronomical imagery on a pixel-basis. In both Chapters 2 and 3 we found 

textural features to be useful for classification. Elliptical galaxies are smooth in appearance 

and have a large population of old stars, so texture may not be as useful. However, irregular 

galaxies have many galaxy components and stars of different ages, so textural analysis may 

prove useful. Texture performs best when used on high-resolution imagery, so textural 

analysis is limited to digital imagery from telescopes with similar resolution such as the 

James Webb Space Telescope (Gardner et al., 2006). As more high-resolution imagery 

becomes available, textural analysis will become more relevant. For texture analysis and 

our machine learning models, testing on different wavelength bands should also be done. 

Our methods use visible and near-infrared wavelength bands; we do not consider the 

ultraviolet and infrared wavelengths, which may contribute useful galaxy component and 

stellar age information. 

Our work contributes to automated classification of digital imagery of spiral galaxies. 

Classifying galaxy components and stellar populations of different ages helps to better 

understand their distributions within galaxies having different visual and physical 

properties. Overall, our machine learning models should be tested on imagery from 

different telescopes, in different wavelengths, and on imagery of different types of celestial 

phenomena. 
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5 Appendices 

Appendix A: Textures 

 

Figure A 1. Haralick textures calculated on the blue-green HST image (F475W) of 

UGC 2885. 
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Figure A 1. Continued. 
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Figure A 2. Haralick textures calculated on the near-infrared HST image (F814W) 

of UGC 2885. 
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Figure A 2. Continued. 
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Figure A 3. Haralick textures calculated on the visual HST image (F555W-547M) of 

M83. 
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Figure A 3. Continued.  
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Figure A 4. Haralick textures calculated on the Hydrogen-alpha HST image 

(F657N) of M83. 
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Figure A 4. Continued. 
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Figure A 5. Haralick textures calculated on the near-infrared HST image (F814W) 

of M83. 
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Figure A 5. Continued. 
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Appendix B: Band Ratios 

 

Figure B 1. Band ratios calculated from HST imagery of galaxy UGC 2885. 
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Figure B 1. Continued. 
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Appendix C: Classified Rasters 

 

Figure C 1. Maximum likelihood classifier classifications of components within 

galaxy UGC 2885 not shown in Chapter 2. Classifications use 70% of the reference 

set for training and 30% of the reference set for testing. 
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Figure C 1. Continued. 
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Figure C 2. Random forest classifications of components within galaxy UGC 2885 

not shown in Chapter 2. Classifications use 70% of the reference set for training and 

30% of the reference set for testing. 



137 

 

 

Figure C 2. Continued. 
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Figure C 3. Support vector machine classifications of components within galaxy 

UGC 2885 not shown in Chapter 2. Classifications use 70% of the reference set for 

training and 30% of the reference set for testing. 
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Figure C 4. Maximum likelihood classifier classifications of components within 

galaxy UGC 2885 not shown in Chapter 2. Classifications use 30% of the reference 

set for training and 70% of the reference set for testing. 
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Figure C 4. Continued. 

 



141 

 

 

Figure C 5. Random forest classifications of components within galaxy UGC 2885 

not shown in Chapter 2. Classifications use 30% of the reference set for training and 

70% of the reference set for testing. 
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Figure C 5. Continued. 
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Figure C 6. Support vector machine classifications of components within galaxy 

UGC 2885 not shown in Chapter 2. Classifications use 30% of the reference set for 

training and 70% of the reference set for testing. 
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Figure C 6. Continued. 
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Figure C 7. Random forest classifications of stellar age within galaxy M83 not 

shown in Chapter 3. Classifications use 80% of the reference set for training and 

20% of the reference set for testing. 
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Figure C 8. Support vector machine classifications of stellar age within galaxy M83 

not shown in Chapter 3. Classifications use 80% of the reference set for training and 

20% of the reference set for testing. 
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Figure C 8. Continued. 
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Figure C 9. Random forest classifications of stellar age within galaxy M83 not 

shown in Chapter 3. Classifications use 20% of the reference set for training and 

80% of the reference set for testing. 
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Figure C 9. Continued. 
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Figure C 10. Support vector machine classifications of stellar age within galaxy M83 

not shown in Chapter 3. Classifications use 20% of the reference set for training and 

80% of the reference set for testing. 
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Figure C 10. Continued. 
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