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A B S T R A C T  

 

Maintaining an adequate level of earthquake take-up rate could protect the insurance industry from 

systemic failure. Past research has shown that British Columbia and Quebec have significant differences 

in earthquake insurance take-up rate. This report investigates key factors from the structure (default 

options and various types) of the insurance plan and personal characteristics along with 

socioeconomic/demographic profiles that affect the demand for earthquake protection in the form of 

insurance. The report also provides a prediction model for earthquake insurance take-up rate. The results 

show an importance ranking of key factors of earthquake insurance take up, the most important three are 

"annual expected loss ratio", “age” and “average household size”. An optimal prediction model 

constructed by random forest with 15 predictors provides 69.4% testing accuracy. An important finding is 

that there exist cognitive biases among participants. Possible explanations of this finding are discussed.  

 

  

1.  Introduction  

According to Insurance Bureau of Canada, Québec City, Montreal, and Ottawa are exposed to a 

high-risk area in which there is at least a 5-15% chance that a strong earthquake will strike in the next 50 

years. The PACICC (Property and Casualty Insurance Compensation Corporation) points out a 

catastrophic event with insured losses greater than $35 billion would overwhelm Canada’s insurance 

industry (PACICC,2021). However, the results from Goda et al. (2020) show that British Columbia and 

Quebec have significant difference in earthquake insurance take-up rate. The take-up rate is significantly 

higher in British Columbia (0.399) while the take-up rates in Quebec (0.034) are uniformly low. Some 

assumptions could be made: 1. In real life most Quebec residents underestimate the risk of earthquake. 2. 

Quebec households do not have enough understanding of the earthquake insurance provided 

(Lamontagne, 2016).  



   
 

   
 

This report analyzes a survey dataset and selected features from the 2016 FSA dataset. The 

earthquake demand and personal characteristic data are based on a web-based earthquake protection 

choice survey that was conducted by the Institute of Catastrophic Loss Reduction (Kunreuther et al., 

2021). In addition, regional demographic profiles based on the 2016 Canadian Census’s Forward 

Sortation Areas (FSA) are combined with the survey dataset. By combining these two datasets, the 

demographic and seismic hazard profiles such as PGA corresponding to the region (FSA) of each 

participant could be evaluated. Logistic regression and decision tree methods are then applied to 

investigate key features to the take-up rate and finally an optimal prediction model is built. 

Maintaining an adequate level of earthquake take-up rate could protect the insurance industry 

from systemic failure. Hence, it is important to investigate the key factors to earthquake insurance take-up 

rates. A prediction model might be useful for the government to estimate the take-up rate gap in regions at 

risk. 

  

2. Data and Methods  

To analyze the key factors to earthquake insurance take-up rates in Quebec and British Columbia 

households, a web-based earthquake protection choice survey by the ICLR (Kunreuther et al., 2021) is 

merged with some regional demographic profiles and physical hazard/risk indicators, such as PGA and 

annual expected loss ratio. The PGA (a seismic hazard indicator) is extracted from the Geological Survey 

of Canada, while the annual expected loss ratio (a quantitative seismic risk indicator) is calculated by 

adopting an earthquake catastrophe model. In addition, an estimation of earthquake insurance take-up 

rates for FSA locations is applied and it is served as a benchmark to compare with the estimation from the 

web survey. The approaches for the estimation of these data are illustrated in the paper of Goda et al. 

(2020). To achieve more accurate prediction, a subset of variables is selected by recursive feature 

elimination (RFE). Following that, logistic regression and classification tree methods (CART and random 

forest) are applied to obtain a variable importance ranking and an optimal prediction model.   

  



   
 

   
 

2.1 Construction of Dataset   

The individual survey and the regional demographic profiles from the Census data are combined 

by referring to the “key”, which is forward sortation area (FSA), FSA. A FSA is a way to designate a 

geographical unit based on the first three postal code. To combine the survey data and census FSA data, 

an FSA column is added to the survey data by extracting the first three postal code of each participant. 

Each participant has their survey responses and corresponding region-wide demographic profiles. This 

step is important because a typical household response could be a good indicator of the regional 

household response.   

  

2.2 Variable Selection Methods   

The merged survey dataset has 83 columns in total, which may be too large for prediction. Some 

variables are not applicable because combining individual data with aggregated data might cause 

extrapolation issue. On the other hand, aggregated variables PGA and annual expected loss are applicable 

because these variables do not change within FSA. Hence, only PGA and annual expected loss are 

included. Then, some “dirty” variables are deleted manually. For example, columns(variables) with 

insufficient responses, columns with non-numeric and non-categorical datatype (such as comments), and 

redundant columns. Finally, a total of 14 variables (1 response and 13 predictors) are selected (Table 1). 

The first row of Table 1 shows each variable has 2396 values, indicating that there are no missing values.  

A variable selection method called Recursive Feature Elimination with Cross-Validation 

(RFECV) is applied to select the best variables. It is similar with Backward Stepwise Selection, which 

begins with the full least squares model containing all p predictors, and then iteratively removes the least 

useful predictor (the predictor with highest RSS), one-at-a-time. First, the estimator is trained on the 

initial set of features and the importance 1of each feature is obtained either through any specific attribute 

or callable. Then, the least important features are deleted from the current set of features. A subset of n-1 

                                                             
1 The importance calculations can be model based (e.g., the random forest importance criterion/RSS for logistic 

regression) or using a more general approach that is independent of the full model (Kuhn & Johnson, 2013).  



   
 

   
 

features is obtained, along with its cross-validated test score. This procedure is repeated recursively on the 

subset until the number of features with the highest cross-validated score is obtained (Figure1).   

 
Figure 1 Mean Test Score under Cross Validation for different number of predictors 

  

Table 1 A brief summary of each variable 

 
 

  

2.3 Logistic Regression  

To implement the RFECV method, a supervised learning estimator with a fit method that 

provides information about feature importance either through a coefficient attribute or through a feature 

importance attribute is needed (scikit-learn.org, 2022). Hence, the logistic regression is applied.  

The variable selection process with RFECV method in logistic regression is illustrated below. 

Firstly, the dataset (with 13 variables) is fitted with logistic regression, the variable “earthquake choice” is 

the response variable and others are predictors.   

𝑙𝑛
𝑝

1 − 𝑝
= β0 + β1 ⋅ optout + β2 ⋅ riskpool + β3 ⋅ hdprivate + β4 ⋅ BC + ⋯ 

Next the RFECV function is applied with the fitted logistic regression as an estimator. The 

optimal features could be accessed by the ranking attribute (Table 2). Ranking_[i] corresponds to the 

ranking position of the i-th feature Only variables with ranking "1" will be selected. Annual expected loss 



   
 

   
 

(ranking 3) is dropped first because it has the highest RSS, then age (ranking 2) is dropped. Then the best 

model with the 11 predictors, are selected. Then, its test accuracy is estimated. Instead of calculate test 

accuracy simply by the testing set spitted from the original data is not an accurate estimator for the real 

test accuracy. Hence, the 10-fold cross-validation method is applied to obtain a better estimate. The 

selected predictors for each model as shown in Table 3 and the optimal model prediction accuracy along 

with the prediction accuracy of the M1, M2, M3 2models from (Kunreuther et al., 2021) are compared in 

Table 4.   

After getting the optimal model for prediction, it is of interest to ask what are the most important 

variables contributing to the result? In logistic regression, the odds ratios of predictors could be used to 

interpret their effect on the response. Odds ratios that are greater than 1 indicate that the event is more 

likely to occur as the predictor increases. Odds ratios that are less than 1 indicate that the event is less 

likely to occur as the predictor increases. For example, in Table 5, the predictor “eq_exper” (which 

represents earthquake experience) has an odds ratio of 2.9 with a confidence interval (1.7 – 4.9), which 

indicates participants who has earthquake experience are 190% more likely to purchase earthquake 

protection comparing with participants who does not have earthquake experience.   

However, the odds ratio does not show which predictor is more important for prediction. The 

odds ratio compares the odds 3of two events, for example, participants living in BC/Quebec.  In other 

words, the odds ratio compares the odds of the event (purchasing earthquake protection) occurring at 2 

different levels of the predictor, it is not able to compare the effect across different predictors. Hence, a 

more intuitive way to compare the key factors is using the importance plot in tree classification methods.  

 

                                                             
2 M1 has 4 predictors: optout, risk pool, high deductible private and BC; M2 is identical to M1 with additional 

variables based on socio-economic characteristics of the respondents; M3 is identical to M2 with one additional 

variable PGA. 
3 The odds of an event are the probability that the event occurs divided by the probability that the event does not 

occur.  



   
 

   
 

Table 2 the ranking of features 

 
   

Table 3 The selected features for the optimal model, 4-feature model, 11-feature model and 12-feature 
model 

 
  
Table 4 A summary of cross-validation score of logistic models 

 
 
Table 5 Odds ratios of optimal features 

 
 



   
 

   
 

2.4 Classification Tree and Random Forest   

The main reason of using tree classification methods is that the basic idea of tree is intuitive. Tree 

methods have a nice graphical representation and importance plot that can be determined which predictor 

is more important. In this section, a basic classification tree will be introduced first to explain the 

algorithm of tree and then an ensemble tree method, random forest, will be introduced.   

The basic idea of a classification tree is that the predictor space is divided into some distinct and 

non-overlapping regions. For every observation falls into a specific region, the same prediction is given 

by the majority vote: most commonly occurring class of training observations in that region (James, 

2021). A recursive binary splitting method is applied to grow a classification tree. At each step of the tree-

growing process, the best split is made based on the smallest entropy on that particular step. Entropy is 

referred to as a measure of node purity—a small value indicates that a node contains predominantly 

observations from a single class (James, 2021). 

The classification tree itself has the function of variable selection by controlling the maximum 

depth (i.e., number of splits) a tree could reach. Figure2 illustrates a three-depth tree example. Take the 

first node as example: first decision boundary is "earthquake insurance experience <= 2.5", which is 

decided by testing all the possible decision boundaries splitting the dataset and choosing the one that 

minimizes the Gini index of the two splits. At this node, the smallest entropy is 0.999. Samples indicates 

the number of observations fall into this class. Here "samples = 1605" simply represents the number of 

samples in the training set since the split has not been made at this node. Value = [773,832] describes the 

repartition of these participants among the tree possible classes of choice, i.e., 773 participants chose not 

to purchase and 832 chose to purchase the earthquake protection. By the rule of majority vote, this class is 

predicted to be “1”, which is purchasing the earthquake protection. Then, this node is spited by 

“earthquake insurance experience”, samples with earthquake insurance experience <= 0.5 will fall into the 

left branch while the others fall into the right branch. At each branch, the best split is decided again by the 

minimum entropy. This process continues until the maximum depth is reached. One problem with the 



   
 

   
 

decision tree is that it suffer from high variance (James, 2021). To reduce the variance, random forest 

method is applied.  

 

Figure 2 A classification tree with 3 depths 

 

An ensemble method is an approach that combines many simple “building ensemble block” 

models in order to obtain a single and potentially more accurate model (James, 2021). The random forest 

algorithm is an ensemble of tree method that consists of a large number of decision trees (controlled by n 

estimators in the code). Each individual tree spits out a class prediction and the class with the most votes 

will be the model's prediction (the class can be visualized with importance plot). Moreover, each tree in 

the ensemble is built from a sample drawn with replacement (i.e., a bootstrap sample) from the training 

set. This step is same as the bagging method, however, when building these decision trees, each time a 

split in a tree is considered, a random sample of m predictors is chosen as split candidates from the full set 

of p predictors. The split use only one of those m predictors and m is usually the square root of the 

number of total predictors. The purpose of this process is to decorrelating the trees. Because averaging 



   
 

   
 

many uncorrelated quantities leads to a large reduction in variance. And uncorrelated models can produce 

ensemble predictions that are more accurate than any of the individual predictions.  

The feature randomness is the key of random forest. In a normal decision tree, when splitting a 

node, the predictor produces the most separation between the observations is selected. However, in a 

random forest each tree can choose only from a random subset of features, usually the squared root of 

total number of features. This leads to more variation of the trees in the model and lead to a lower 

correlation across trees and more diversification. Hence, it is impossible to visualize the whole forest. But 

the selected feature ranking could be visualized with the importance plot (Figure3).  

One crucial problem with both tree and forest methods is that as the maximum depth increases, 

the testing accuracy might not be increasing because of overfitting. Without controlling the depth of tree, 

the tree will be split until all leaves are pure. Hence, a tree pruning process should be performed. This is 

very similar with the variable selection. A simple and direct method is comparing the testing accuracy for 

each depth. According to Figure 4 and Figure 5, the maximum depth with the highest cross-validation 

score is selected, which are 5 depths for tree and 9 depths for forest.   

 

 
Figure 3 Feature importance plot for random forest 

  



   
 

   
 

 
Figure 4 Accuracy comparison for different depth of trees for the basic tree model 

  

 
Figure 5 Accuracy comparison for different depth of trees for the random forest model 

 

3. Results   

By applying variable selection methods to logistic regression, tree classification and random 

forest respectively, a table containing their selected features (Table 6) and a table containing their 

accuracy results (Table 7) is summarized below. In Table 6, row 1-3 correspond to 4 features, 11 features 

and 12 features with logistic regression. These three models are compared with the three logistic models 

(M1, M2, M3) implemented by Kunreuther et al. (2021). As shown in Table 7, each accuracy is higher 

than the original one. This result is not surprising because the original models are designed to investigate 

the impact of default option and the structure of the insurance plan to the demand for earthquake 

protection. The optimal logistic model has 11 features, which is shown in row 0 of Table 6. One 



   
 

   
 

important observation from Table 7 is that the accuracy of the optimal logistic model is not significantly 

higher than the accuracy of a 4 features model. The trend could be visualised clearly by observing 

Figure1. When including more predictors from 1 to 5, the test accuracy by cross-validation increases 

dramatically. Then it starts fluctuating and the highest score appears at 11 features. The cost of including 

more features is more computation time and harder to interpret the features. Hence, it is a “trade off” to 

decide how many features should be included.   

The optimal random forest model with all variables selected gives the best predicting accuracy, 

which is 65.4%. Although its accuracy is very close with the optimal logistic model, it indicates the 

importance of variables by an importance plot (Figure3). The importance plot shows that annual expected 

loss ratio, age and risk taking are the three most important predictors since they have relatively high MDIs 

(mean decrease in impurity). Recall from section 2.4, when building a classification tree, the quality of a 

particular split depends on the node purity, either the Gini index or the entropy are typically used to 

evaluate the quality of a particular split, since these two approaches are more sensitive to node purity. The 

mean decrease in impurity represents the total amount that the impurity is decreased due to splits over a 

given predictor, averaged over all forest trees. Hence, a large value indicates an important predictor.  

  

Table 6 Selected features for each model 

 
 
Table 7 Cross-validation score for each selected model 

 
   



   
 

   
 

4. Discussions  

4.1 Weakness of Models  

The variable importance ranking in random forest classification might be inaccurate because of 

the correlation between variables. Random Forest is a machine-learning method that is suitable for 

integrating complex data as it generally works well with high-dimensional variables and can determine 

strong predictors without the assumption of underlying models. However, a common problem of high-

dimensional dataset is that the correlation between variables has effects on the variable importance 

ranking by decreasing the estimated importance scores of correlated variables (Darst, 2018).  

Since there exists a potential inaccuracy of the importance ranking by random forest. The variable 

importance in logistic regression might be assessed to compare the difference. In general, coefficients of 

variables are not good indicators of relative importance since their units might be different and predictors 

and categorical predictors cannot be compared directly. Possible methods could be: 1. standardized 

coefficients 2. Comparing the drop in deviance 4from adding each variable (James, 2021).  

 

 

4.2 Cognitive biases among participants  

One observation is that if worry and likely rating (i.e., participants were asked how likely they 

thought it was that the house in the scenario would be damaged by an earthquake in the next 50 years?) 

are also selected as variables, the results would be changed significantly. Worry and likely rating would 

become two significant predictors as their Z-value are low (see Table 8). They would be selected in the 

optimal model as shown in the row 0 of Table 9. One interpretation is that those who rate more likely and 

express worry tend to select to buy the insurance coverage. On the other hand, it is very difficult to 

                                                             
4 The deviance is negative two times the maximized log-likelihood; the smaller the deviance,  

the better the fit (James, 2021) 

 



   
 

   
 

measure such variables – in other words, these variables can explain how data are crated but may not be 

suitable as predictors. Hence, they are dropped in the variable selection process. 

According to the conclusion from Goda et al. (2020), British Columbia and Quebec have 

significant difference in earthquake insurance take-up rate. The take-up rate is significantly higher in 

British Columbia (0.399) while the take-up rates in Quebec (0.034) are uniformly low. By analyzing the 

response of participants from the survey data, the hypothetical take-up rate of different earthquake plans 

and the total take-up rate of BC and Quebec participants are shown in Figure 6. The estimated take-up 

rates are 0.58 and 0.47 for BC and Quebec respectively. It is worth noticing that the hypothetical take-up 

rate could not be compared with the real one directly. However, the response could indicate the cognitive 

biases among participants. As discussed above, those who rate more likely and express worry tend to 

select to buy the insurance coverage when they were provided with the real earthquake possibility and 

detailed earthquake insurance plans in BC/Quebec.  

Table 8 Odds ratios of the optimal logistic model after adding worry and likely rating 

 
 
Table 9 Selected features for each model after adding worry and likely rating 

 
 

 



   
 

   
 

Table 10 Cross-validation score for each selected model after adding worry and likely rating 

 
 

  

Figure 6 Comparison of earthquake insurance take-up rate  

 

4.3 Application of Models  

This prediction model could be applied to estimate the earthquake protection willingness of 

people in different regions. If provided a more representative and complete sample of household 

information, a relatively accurate estimation of the earthquake insurance take-up rate could be made by 

applying the prediction models illustrated in this report. With the estimated insurance take-up rates in 

FSAs, the government and insurance companies could make policy adjustments or some positive actions 

to mitigate the gap of insurance take-up rates in some regions.   

  

5. Conclusions  

In this project, we analysis on a merged dataset containing both individual and regional 

socioeconomic/demographic profiles on key factors that affect the demand for earthquake protection. In 



   
 

   
 

addition, prediction models for earthquake insurance willingness were constructed. Though RFECV 

method with logistic regression and random forest as estimators, the following conclusions were drawn:  

I.The importance plot of random forest shows that annual expected loss ratio, age and risk taking 

are the three most important predictors, followed by earthquake insurance experience, PGA ...   

II.The 13 features random forest model provides 65.4% prediction accuracy of earthquake insurance 

take up.  
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