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From Counting to Retrieving: Neural Networks Underlying
Alphabet–Arithmetic Learning

Wim Fias1*, Muhammet Ikbal Sahan1*, Daniel Ansari2, and Ian M. Lyons3

Abstract

■ This fMRI study aimed at unraveling the neural basis of
learning alphabet–arithmetic facts, as a proxy of the transition
from slow and effortful procedural counting-based processing
to fast and effortless processing as it occurs in learning addi-
tion arithmetic facts. Neural changes were tracked while partic-
ipants solved alphabet–arithmetic problems in a verification
task (e.g., F + 4 = J). Problems were repeated across four
learning blocks. Two neural networks with opposed learning-
related changes were identified. Activity in a network consist-
ing of basal ganglia and parieto-frontal areas decreased with
learning, which is in line with a reduction of the involvement

of procedure-based processing. Conversely, activity in a net-
work involving the left angular gyrus and, to a lesser extent,
the hippocampus gradually increases with learning, evidencing
the gradual involvement of retrieval-based processing.
Connectivity analyses gave insight in the functional relationship
between the two networks. Despite the opposing learning-
related trajectories, it was found that both networks become
more integrated. Taking alphabet–arithmetic as a proxy for
learning arithmetic, the present results have implications for
current theories of learning arithmetic facts and can give direc-
tion to future developments. ■

INTRODUCTION

Being able to perform mental arithmetic is a cognitive
skill of utmost importance in today’s society. Although
the basis for this skill may partly build on phylogenetic
scaffolds of basic number representation (Nieder &
Dehaene, 2009; Nieder, 2005), it needs substantial train-
ing through formal education and practice to reach the
skill levels adapted to societal expectations, suggesting
that the human brain is not built for learning arithmetic.
In the absence of dedicated arithmetic learning mecha-
nisms, arithmetic learning has to be achieved through
the exploitation of general learning systems that subserve
the acquisition of declarative knowledge and procedural
skill. A detailed understanding of the involvement of these
well-established declarative and procedural learning sys-
tems is much needed to make progress in understanding
the neurocognitive basis of learning arithmetic as an im-
portant aspect and building block of mathematical
cognition.
The ultimate goal of arithmetic training is to learn the

basic arithmetic problems to such an extent that they can
be effortlessly retrieved from memory. Such retrieval may
arise through rote memorization or via elaborate practice
with executing procedural strategies (or perhaps some
combination thereof ). For instance, before multiplication
facts can be retrieved from memory, they are solved as

repeated addition (Lemaire & Siegler, 1995). Or, at the
beginning of learning, before children can easily produce
7 as the answer to 4 + 3, they apply finger counting pro-
cedures (4 + 3 = 4 + 1 + 1 + 1; Butterworth, 2005).

Whereas former research has laid out the general neu-
ral networks that play a role in arithmetic learning
(Zamarian, Ischebeck, & Delazer, 2009) and the transition
from effortful controlled processing to resource-minimal
processing has begun to be addressed (Ischebeck,
Zamarian, Egger, Schocke, & Delazer, 2007), additional
work is necessary to substantiate and further specify the
underlying dynamics of what happens to the procedural
system and/or whether a separate retrieval-based system
is created. Moreover, it remains to be determined how
the transition is embedded at the neural level: Are new
functional neural circuits developed, or are the original cir-
cuits reshaped to operate in a less effortful manner?
Another outstanding question is how these circuits coop-
erate? Does one take over, or do they operate in parallel,
and if so, do they mutually influence one another or do
they run independently? The current study was designed
to address these specific questions.

The most straightforward arithmetic operation to be
studied if onewants to empirically address the above ques-
tions is addition, because it has two advantages. First, the
procedural strategy that is used in initial stages of learning
to add is well specified, in the sense that it is based on
counting, often visible through overtly executed finger
counting (Butterworth, 2005). Second, there is a clear be-
havioral signature of procedural learning in addition as it
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unfolds. The addend size effect, which refers to the fact
that RTs are longer with increasing addends, is large at ini-
tial stages of learning (around 400 msec per increment)
and substantially reduces to a minimal size of a few tens
of milliseconds per increment (Groen & Parkman, 1972).
On the other hand, the study of addition is complicated by
the fact that the transition from counting to retrieval oc-
curs at ages too young for easily using neuroscientific tech-
niques like fMRI.

Our strategy was to investigate the learning process of
solving alphabet–arithmetic problems (Logan & Klapp,
1991) in adults. Alphabet–arithmetic problems are addi-
tion problems in which a number has to be added to a
letter, with the number specifying the number of steps
that have to be moved along the alphabetic sequence.
As an example, K + 7 = R or P + 4 = T. Typically, even
adult participants do not know the answer to alphabetic
problems until they start explicitly learning it. Importantly,
initial attempts to solve arithmetic problems necessarily
rely on a well-specified counting-based procedural strat-
egy, in which the number of steps along the alphabet are
made as a function of the digit presented. As each addi-
tional counting step requires time to execute, perfor-
mance is characterized by a strong addend size effect.
Then, because executing the counting procedure is cog-
nitively demanding, participants will soon rely on memory
retrieval. This is empirically verifiable by the fact that the
effect of addend size reduces substantially or completely
disappears as learning progresses, thereby establishing
the same behavioral signature as the one observed when
children learn to solve addition problems. Moreover, with
an adequate combination of number of problems and fre-
quency of presentation, the transition fromeffortful count-
ing to retrieval-based processing can be inducedwithin the
duration of a typical 1-hr fMRI session.

Counting can be expected to rely on procedure-based
neural networks that comprise frontostriatal regions
known to subserve skill acquisition (Poldrack & Gabrieli,
2001) and sequence learning (Gheysen, Van Opstal,
Roggeman, Van Waelvelde, & Fias, 2011). The network
supporting memory retrieval is expected to comprise
the angular gyrus (AG), known to be involved in concep-
tual knowledge in general (Seghier, 2013), including arith-
metic facts (Grabner et al., 2009; Ischebeck et al., 2007;
Delazer et al., 2005). In addition, the medial temporal
lobes may be involved, especially because they support
initial stages of learning, although their role is still a matter
of discussion. Some have found involvement of the hip-
pocampus (HC; De Smedt, Holloway, & Ansari, 2011),
whereas others did not (Ischebeck et al., 2007).

At the cognitive level, different predictions can be
made, depending on the theoretical position. A first view,
the two-systems view, builds on the idea that repeated
procedural practice leads to the gradual creation of a
memory trace that allows rapidly retrieving the solution
to a problem (Compton & Logan, 1991; Logan, 1988).
Hence, with learning, a qualitatively different system is

engaged that exists independently from and in addition
to the procedural system. An important argument in sup-
port of this view is the fact that the addend size effect as
observed in addition substantially decreases or even dis-
appears with learning. The reduction of the addend size
effect is considered so big that it is taken as an indication
that the time-consuming counting strategy has been re-
placed by an effortless retrieval strategy whereby the an-
swer to a problem is directly retrieved from memory.
A second view, on the other hand, proposes that train-

ing leads to optimization of the underlying procedures,
such that they become more time-efficient and consume
less resources (Uittenhove, Thevenot, & Barrouillet,
2016; Barrouillet & Thevenot, 2013). For instance, finger
or verbal counting procedures are thought to be executed
without actual muscular activity, but rather to occur
completely internally, and hence quicker. This one-system
view relies on the fact that the addend size effect becomes
smaller with learning but does not completely disappear.
At a neural level, the crucial issue is whether learning is

accompanied by the engagement of new functional neu-
ral circuits that had not previously been engaged but now
do become involved in solving mental arithmetic prob-
lems. Previous work suggests that this is the case.
Ischebeck et al. (2007) investigated the neural conse-
quences of repetitively solving complex multidigit multi-
plication problems. They found that increasing the
number of repetitions of a problem increased activation
in the left AG (L AG), and decreased activation in parieto-
frontal regions as well as the caudate nucleus. This pro-
vides evidence in support of the two-systems view, as it
establishes opposite learning-dependent changes. In an
fMRI study in children (aged 10–12 years), hippocampal
activity was observed by De Smedt et al. (2011) in addi-
tion and subtraction problems, which, based on their
small problem size, were expected to be solved by
retrieval.
Whereas the above studies support the two-systems

view, a study by Cho, Ryali, Geary, and Menon (2011)
provides support for the one-system view. They investi-
gated children aged 7–9 years. At this age, learning to
add is still at the beginning. Some children may already
have learned to retrieve addition facts whereas others are
still in the counting stage. When comparing the brain ac-
tivations of counters and retrievers in a univariate way, no
differences were found (apart from activation in the left
ventrolateral pFC in retrievers), suggesting that the same
circuits underlie addition irrespective of counting or re-
trieving. However, substantial differences between coun-
ters and retrievers were established in the multivariate
patterns in the HC and the parietal cortex. The fact that
counters and retrievers do not differ in terms of which
parts of the brain they use, but rather in how these re-
gions are used (as reflected in the multivariate patterns),
suggests that learning leads to a reorganization of the
neural system that learners start from, rather than the
recruitment of previously unused neural circuits.
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In the current study, we tracked the neural changes that
accompany the learning and acquisition of alphabet–
arithmetic problems. Based on earlier behavioral studies,
it is known that an initial time-consuming counting-based
solution process is replaced by efficient effortless process-
ing. However, it is not yet known whether this reflects
learning-induced optimization of the counting proce-
dures or, alternatively, a transition toward direct memory
retrieval that bypasses counting procedures altogether.
For this reason, we presented participants with alphabet–
arithmetic problems and tracked both behavioral perfor-
mance and neural activity across four consecutive blocks
in which the same arithmetic problems were repeated.
To evaluate the contribution of procedure- and

retrieval-based problem-solving, we examined problems
with different addend sizes (4 and 7; e.g., J + 4 or J + 7).
Based on previous behavioral work using alphabet–
arithmetic (Logan & Klapp, 1991), we expected partici-
pants to initially rely on the alphabetical version of a
counting strategy, that is, by rehearsing the alphabetic se-
quence starting from the initial letter stimulus (e.g., J + 4
would be solved by rehearsing “J, K, L, M, N”). This strat-
egy yields slower response times for larger addends be-
cause one must rehearse a greater number of letters. As
previous work has demonstrated, we would expect, at
least initially, J + 4 to produce substantially faster re-
sponse times than J + 7. With repeated practice, however,
this addend effect tends to decrease or even vanish alto-
gether. The crucial question we address here is whether
the reduction in the addend effect occurs because of di-
rect, rote retrieval (“J + 4 = N”), in line with the two-
systems view, or to increased efficiency of the rehearsal
process itself (such that the cost of another letter to the
rehearsal chain becomes vanishingly small), in line with
the one-system view. Prior behavioral work has struggled
to distinguish these possibilities. Here, we brought to
bear multiple analysis techniques using fMRI data to
identify neural networks supporting procedure-based
and retrieval-based solution strategies, based on the
learning-related evolution of activity. More specifically,
procedure-based neural activity should decrease with
learning as the application of the counting procedures
become increasingly efficient. Conversely, retrieval-based
networks should follow an opposite temporal pattern: As
retrieval is impossible initially and can only emerge with
learning, activity in retrieval-related brain areas should
increase with learning. Note that these patterns are not
mutually exclusive: Some brain areas might show a
“procedural” pattern; others might show a “retrieval”
pattern; if so, this might indicate both types of learning
are at play.
In addition to traditional univariate analyses, we as-

sessed the connectivity among brain regions in procedural
and retrieval networks, allowing us to identify learning-
related changes both between and within these two types
of learning networks. In this way, we sought to examine
changes in the internal coherence of procedural and

retrieval networks, and to evaluate whether these net-
works become increasingly integrated or dissociated as a
function of learning. With respect to within-network con-
nectivity, we expected the strength of the correlations be-
tween regions within the network would covary with how
strongly the network contributes to learning. Hence, we
expected connectivity within the procedural network to
be strong at the beginning of learning and to then de-
crease, whereas we expected the connectivity between re-
gions in the retrieval network (if such a network emerges)
to show the opposite pattern. With respect to the
between-networks connectivity, increased connectivity
between networks with learning would indicate greater in-
tegration, whereas decreased between-networks connec-
tivity would indicate greater dissociation.

METHODS

Participants

Twenty-eight healthy right-handed volunteers participated
after having given written informed consent. Three partic-
ipants were discarded from analyses because of excessive
head motion (i.e., exceeding 1-mm translation and 1deg
rotational on consecutive TRs). The study was approved
by the Health Science Research Ethics Board at the
University of Western Ontario.

Stimuli and Materials

Participants were randomly assigned one out of four learn-
ing sets. Table 1 presents a complete list of alphabet–
arithmetic problems that were used per learning set.

An alphabet–arithmetic problem consisted of a letter
operand, the operator sign +, a digit addend, the equal
sign “=” followed by a letter as proposed solution (e.g.,
“F + 4 = J”). Participants’ task was to verify whether the
operand letter plus the number of steps in the alphabet
indicated by the number addend equals the proposed

Table 1. Alphabet–Arithmetic Problems Per Learning Set

Set 1 Set 2 Set 3 Set 4

Letter Digit Letter Digit Letter Digit Letter Digit

HF U +0 U +0 U +0 U +0

F +4 I +4 F +4 H +4

G +7 J +7 G +7 I +7

LF V +0 V +0 V +0 V +0

I +4 F +4 H +4 F +4

J +7 G +7 I +7 G +7

K +4 K +4 J +7 J +7

L +7 L +7 K +4 K +4

Fias et al. 3



letter. For instance, for the problem “F + 4 = J,” partici-
pants had to indicate whether or not J is four steps further
down the alphabet from F.

In every set, letter operands were F, G, J, K, I, U, and V
and depending on the set L (Sets 1 and 2) or H (Sets 3
and 4). Digit addends were 0, 4, and 7. Problems with
digit addend 0 constituted the control condition, because
no procedure or retrieval has to be applied. The experi-
mental condition consisted of problems with digit ad-
dends 4 or 7, with the addend size manipulated to
introduce a difference in the number of steps to be made
in the alphabet. The proposed solution was either the
correct letter or the letter following the correct letter in
the alphabet.

The frequency of occurrence of the problems was ma-
nipulated, with problems in the high-frequency condition
being presented twice as often as the problems in the
low-frequency condition. The frequency manipulation in-
tended to spread the learning trajectories of the individual
problems across time with the ultimate goal of aligning
neural changes to the point of transition from procedure
to retrieval (see Ison, Quian Quiroga, & Fried, 2015, for a
similar approach). Unfortunately, this did not work be-
cause the transition points turned out not to be clearly de-
marcated in time. This may be related to the fact that more
repetitions are needed before stable transition to retrieval
is made. As proposed by Rickard (1997), at least 60 trials
are needed to achieve automatic retrieval. Therefore, the
frequency manipulation was not taken into account in the
analyses.

The alphabet–arithmetic problems were organized in
four learning blocks consisting of three subblocks each.
Each subblock consisted of 22 trials in which each of the
high-frequency problems was presented 4 times (2 times
with the correct solution and 2 times with the incorrect
solution) and each of the low-frequency problems 2 times
(once with the correct solution and once with the incor-
rect solution).

The four learning blocks were followed by a postlearn-
ing phase consisting of a subblock of 22 trials, which was
organized in the same way as the learning subblocks but
with novel letters: M, N, O, P, Q, R, D, E. There were two
control problems (of type: D + 0, E + 0), three learning
problems with addend 4 (of type: M + 4, O + 4, R + 4),
and three learning problems with addend 7 (of type: N +
7, P+ 7, Q+ 7). One problem of each of the three addend
distances (i.e., D + 0, M + 4, N + 7) occurred 4 times in
the high-frequency condition whereas the remaining five
problems occurred 2 times in the low-frequency condi-
tion. As with the learning blocks, the novel trials were also
presented along with the true and false solutions that the
participants were to verify. This postlearning block was
added to distinguish slow effects related to the participant
(e.g., fatigue, boredom,…) or scanner (signal drift) from
true learning effects.

The stimuli were presented inside the scanner via a
Brainlogics 200 MR digital projector visible via a mirror

attached to the head coil, with a viewing distance of
120 cm. Each problem was presented as a capital letter,
a plus symbol (+), a numeral (digit addend), an equals
sign (=), and another capital letter (true/false solution),
in Calibri 36 pt. font. The components of the problem
were separated by single spaces. Each time a learning
block was completed, participants were asked to report
whether they retrieved the solutions to the six problems
(thus, not the control problems U + 0 and V + 0) from
memory. The strategy report questions were presented
in a centrally aligned fashion on both the horizontal
and vertical axes. The questions were stated as follows:
“In the most recent block of trials, did you recall this
problem from memory?” along with which the problem
was presented. These problems were presented in the
same format as in the learning blocks, but without the
solution (e.g., “L + 4 =”) upon which the participants
were to report their strategy.

Experimental Procedure

Participants completed four learning blocks (Blocks 1–4)
and one postlearning block (Block 5). There were 66 tri-
als inside a learning block and 22 trials inside the post-
learning block. All stimuli were presented at the center
of the screen in white, unless specified otherwise, against
a black background. Each trial started with a fixation
square (■) presented for 600 msec. The alphabet–
arithmetic problem was then presented with a response
deadline of 10 sec. Participants were instructed to deter-
mine whether the equation was either true or false by
pressing the left or right button pressed with the index
and middle finger, respectively, of the right hand. As a
way of providing feedback, for 1 sec, the equation turned
into either blue or red when responded correctly or incor-
rectly, respectively. An intertrial interval of 1 secwas admin-
istered during which the fixation square was presented.
Upon completion the 66 trials of a learning block, a fix-

ation interval of 15 sec was presented during which the
fixation square appeared. This initiated the phase in
which strategy report questions were asked about the re-
cently finished learning block. There were six questions,
presented one at a time, that were addressing whether
participants solved the six learning problems from mem-
ory. First, instructions were displayed for 2 sec indicating
the start of the strategy report phase. Next, a fixation
square was presented for 600 msec that was then followed
by the strategy report question. No response deadline
was administered. Participants were to indicate whether
the presented problem was retrieved from memory or
not by pressing the left or right button, respectively.
The interval between strategy questions was 1100 msec.
Participants answered six strategy report questions, one
for each learning problem. After another fixation interval
of 14 sec, participants were given a break before the next
block started. The next block was initiated by the experi-
menter after the participants indicated they were ready to
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proceed. Stimulus presentation and response collection
were controlled using E-Prime (Psychology Software
Tools; Figure 1).

Scanning Procedure

Scanning was performed in a 3T Siemens Magnetom
Prisma, using a 32-channel head coil. First, a 3-D high-
resolution T1-anatomical image of the whole brain was
acquired with 3-D magnetization prepared rapid gradient
echo (TR = 2500 msec, TE = 30, TI = 900 msec, 176 sag-
ittal slices, voxel size = 1 × 1 × 1 mm (no skip), in-plane
acquisition matrix = 256 × 256, field of view = 256 ×
256 × 176 mm, flip angle = 9°). Next, whole-brain func-
tional images were acquired using a T2*-weighted se-
quence sensitive to BOLD contrast (EPI: TR = 2600 msec,
TE = 59msec, flip angle = 80°, 44 axial slices, in-plane ma-
trix = 64 × 64 [in-plane resolution = 3.3 × 3.3 mm], slice
thickness= 3.3mmwith 0-mm skip; hence, field of view=
211.2 × 211.2 × 145.2 mm. Functional images were sub-
sequently resampled to isotropic voxel size of 3 × 3 ×
3 mm). Given the self-paced nature of the task, a vari-
able number of functional images (M = 1033 scans, SD =
71) was acquired in a single run for each subject. The to-
tal scan duration was approximately 45 min. Padding was
used around the head to reduce head motion.

Analysis

fMRI Preprocessing

The fMRI data were analyzed with statistical parametric
mapping (SPM12; www.fil.ion.ucl.ac.uk/spm). The first
five volumes of each EPI series allowed for magnetic

saturation and were removed from the analysis. All func-
tional images were spatially realigned to the mean image
and were then temporally realigned to the middle slice.
Next, the segment toolbox was used to segment structur-
al images into gray matter, white matter, cerebrospinal
fluid, bone, fat, and air by registering tissue types to tis-
sue probability template maps (Ashburner & Friston,
2005). Bias corrected skull-stripped anatomical images
were then generated to which the functional images were
coregistered. These functional images were normalized
to a standard EPI template in Montreal Neurological
Institute (MNI) stereotaxic space and resampled at an iso-
tropic voxel size of 3 mm by applying the forward defor-
mation parameters that were obtained from the
segmentation procedure. The normalized images were
smoothed with a spatial filter of 8 mm FWHM. Finally,
the high-resolution anatomical scan of each participant
was spatially normalized using the same parameters that
were applied for the normalization of the functional
images.

Whole-Brain Analysis

We performed a general linear model at the first level for
each participant on a trial-by-trial basis with separate
events for condition and learning blocks leading to a
model with two orthogonal dimensions: learning condi-
tion (learn [addends 4 or 7] or control [addend 0]) and
learning block (1 through 5), creating a total of 10 condi-
tions of interest (Learn Blocks 1–5 and Control Blocks 1–
5). To model the hemodynamic response for each event,
a stick function time-locked to its occurrence was con-
volved with a canonical hemodynamic response function

Figure 1. Task procedures. (A) Alphabet–arithmetic task. Participants performed four learning and one novel block of alphabet–arithmetic trials. (B)
Strategy report questions. After each learning block, participants were instructed to report whether they solved the alphabet–arithmetic problems by
retrieving the problems from their memory or not.
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to form covariates in a general linear model (Friston,
Glaser, Mechelli, Turner, & Price, 2003). In addition,
the strategy report questions, fixations, and trials on
which part ic ipants responded incorrect ly and
movement-related effects (three translational and three
rotational) were included as covariates of no interest.
High-pass filtering at a cutoff of 128 Hz and AR(1) serial
correlation correction were also included in the analysis.
The parameter estimates for each of the 10 conditions of
the first level were entered into the second level by using
a 2 × 5 factorial design (learn vs. control × Blocks 1
through 5) with participants as a random variable
(Friston, Holmes, Price, Büchel, & Worsley, 1999). To
achieve a corrected extent threshold of p < .05 at the
cluster level (voxel level p < .001, uncorrected), a mini-
mum cluster size of 30 voxels was used based on Monte
Carlo simulations (afni.nimh.nih.gov/pub/dist/doc
/program_help/3dClustSim.html), following Forman
et al.’s study (1995).

Specific contrasts were then used to identify the
procedure- and retrieval-based activations. Because
procedure-based processing is maximal the first times
that an alphabet–arithmetic problem has to be solved,
it can be expected that procedure-related neural activity
is stronger in Block 1 and Block 5 of the learning condi-
tion (as in these blocks’ new problems have to be
learned) compared to Block 4 (in which the problems
have already been solved multiple times). Hence, the
contrast (Block1Learn + Block5Learn) − 2 × Block4Learn
contains procedure-related neural activity. To retain
those voxels that show this pattern of activity specifically
in the learning condition, this contrast was exclusively
masked with the same contrast in the control condition
[(Block1Control + Block5Control) – 2 × Block4Control] at a
threshold of p< .05 uncorrected. For retrieval-based pro-
cessing, an analogue approach but opposite reasoning
was followed. As retrieval is expected to be strongest
when the problems have been solved most frequently
(i.e., in Block 4) compared to the first encounters with
problems (i.e., in Block 1 and Block 5), we computed
the contrast in the learning condition [2 × Block4Learn −
(Block1Learn+Block5Learn)] and exclusivelymasked it with
the same contrast in the control condition [2 ×
Block4Control− (Block1Control + Block5Control)] at a thresh-
old of p < .05 uncorrected.

Effective Connectivity

The goal of this analysis was to examine the connectivity
changes within and between the neural networks impli-
cated in the alphabet–arithmetic task over the course of
learning (from Block 1 to 4 and 5). To this end and using
the initial parts of the psychophysiological interaction
module in SPM12, we extracted time series, defined as
the principal eigenvariate, for each subject’s procedural
and retrieval network regions. Unlike the mean, the prin-
cipal eigenvariate does not assume homogenous response

within a region and is therefore a more representative re-
gional response (Friston, Rotshtein, Geng, Sterzer, &
Henson, 2006). These time series were first deconvolved
with the canonical hemodynamic response function in or-
der to obtain the underlying neural activity (i.e., physiolog-
ical variable). Note that this deconvolution step is
necessary given that the interactions in the brain take
place at a neural level and not at the hemodynamic level
(Gitelman, Penny, Ashburner, & Friston, 2003). The neural
activity was then multiplied with the task design vector
contrasting the learning and control condition for each
block separately (i.e., psychological variable). As a result
of these steps, processed time series associated to learning
were obtained for each subject (25), each ROI (16), and
each Block (3: Block 1, Block 4, Block 5) separately.
For each subject, the Pearson correlation coefficients

(r value) between each pair of the ROI time series were
then calculated resulting in a 16 × 16 diagonally symmet-
rical pairwise connectivity matrix for each subject and
each block. These r values were then grouped as to their
membership to a network and averaged accordingly.
More precisely, this grouping resulted in an average mea-
sure of connectivity for the procedure-to-procedure (P-
to-P) and retrieval-to-retrieval (R-to-R) regions as
within-network and procedure-to-retrieval (P-to-R) re-
gions as a between-network. Note that P-to-R is the same
as its reverse R-to-P, which corresponds to the opposite
side of the diagonal (see Figure 7). These measures were
then subjected to a repeated-measures ANOVA with net-
work (P-to-P, R-to-R, P-to-R) and block (1, 4, and 5) as
within-subject factors. All tests were conducted on
Fisher z-transformed r values across participants [z =
atanh(r)], and post hoc tests comparing the differences
between conditions were done using paired t tests.

RESULTS

Behavioral Results

General Learning

In a first analysis, we investigated the overall effect of
learning alphabet–arithmetic operations over the course
of the task (see Figure 2). For this purpose, we compared
the differences between learning (collapsing addend
Distances 4 and 7) and control trials (Addend Distance
0) over the course of the task (Learning Blocks 1 through
4). Average RTs and error rates were each subjected to a
repeated-measures ANOVA with learning blocks (1–4)
and learning condition (learning vs. control trials) as
within-subject factors.
The analysis revealed a significant main effect of

learning condition, F(1, 24) = 112.21, p < .001, ηp
2 =

.82, with longer latencies in the learning trials compared
to the control trials. There was also a significant effect of
learning block, F(3, 22) = 81.02, p < .001, ηp

2 = .92, with
RTs decreasing from Block 1 to Block 4. The interaction
term revealed that this RT decrease over blocks was
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significantly different between the learning conditions,
F(3, 22) = 59.95, p< .001, ηp

2 = .88. In order to formalize
this RT decrease over learning blocks, we fit linear regres-
sions for each condition and compared the slopes be-
tween each condition. The RT decreases in the learning
trials (slope = −857.20 msec, SE = 58.19; t(24) =
−14.73, p< .001, 95% CI [−977.2929,−737.12) and con-
trol trials were both significant (slope = −143.18 msec,
SE = 18.99; t(24) = −7.54, p < .001, 95% CI [−182.38,
−103.98]). However, the decrease was significantly
steeper in the learning trials (M = −714, SE = 58,
t(24) = −12.32, p < .001, 95% CI [−833.63, −594.42]).
There were more errors in the learning trials compared

to the control trials, F(1, 24) = 46.40, p < .001, ηp
2 = .66.

Furthermore, the analysis revealed that the error rates al-
so decreased by blocks, F(3, 22) = 6.26, p < .005, ηp

2 =
.46. However, the decrease was different between condi-
tions, as indicated by the interaction term, F(3, 22) =
6.13, p < .005, ηp

2 = .46. The error rate only decreased
significantly in the learning trials (slope = −0.03, SE =
.005; t(24) = −5.17, p < .001, 95% CI [−0.04, −0.01])
whereas the error rate remained flat in the control trials
(slope = .0008, SE = .003; t(24) = 0.23, p = .77, 95% CI
[−0.005, −0.007]).
Together, both RTs and error rates show that substan-

tial learning occurred from Block 1 to Block 4.

Postlearning Block

By adding the postlearning block in which novel
alphabet–arithmetic problems had to be learned, we
wanted to force participants to restart the learning pro-
cess, with the ultimate aim of distinguishing slow
participant- or scanner-related effects from true learning
effects.
Extending the previous analysis with the postlearning

block as fifth block of the learning block variable in the

above analysis revealed a significant main effect of learn-
ing condition, F(1, 24) = 171.05, p < .001, ηp

2 = .88;
learning block, F(4, 21) = 95.39, p < 0.001, ηp

2 = .95;
and a significant Learning Condition × Learning Block in-
teraction, F(4, 21) = 83.09, p < .001, ηp

2 = .94. Planned
comparisons were performed to test performance in the
novel block in comparison to the first and fourth blocks,
for each learning condition separately. The RTs in the
novel block were significantly higher than the RTs in the
fourth block both in learning (Mdif = 2500.30, SEdif =
135.2, t(24) = 18.49, p < .001, 95% CI [2221.20,
2779.41]) and control conditions (Mdif = 342.70, SEdif =
47.65, t(24) = 7.19, p < .001, 95% CI [244.35, 441.04]).

As for the error rates, the analysis revealed a significant
main effect of learning condition, F(1, 24) = 44.97, p <
.001, ηp

2 = .65; learning block, F(4, 21) = 4.53, p < .01,
ηp
2 = .46; and a significant Learning Condition × Learning

Block interaction, F(4, 21) = 4.40, p< .05, ηp
2 = .46. None

of the paired comparisons between the novel block and
Block 4 survived significance testing (−2 < ts < 2);
hence, although there was a numerical indication of in-
creased error rates in the learning condition from Block
4 to Block 5, it did not reach significance.

Addend Size

To evaluate whether the transition was made from proce-
dural counting to retrieval to solve the alphabet–
arithmetic problems, we investigated the effect of ad-
dend size over learning. We predicted that the addend
size would have a pronounced effect at the beginning
of learning and that the effect of addend size would grad-
ually diminish and eventually disappear as learning pro-
ceeded. For this purpose, a 4 (learning block: 1–4) × 2
(addend size: 4 or 7) repeated-measures ANOVA was
conducted. In line with the general learning effects, RTs
significantly decreased over the course of the blocks, F(3,

Figure 2. Performance by learning blocks and addend size. (A) RTs. (B) Error rates. Note that the lines are only connected for Blocks 1–4 (i.e.,
learning blocks). The disconnection with Block 5 is to indicate that this is a block with novel alphabet–arithmetic problems. Error bars represent the
standard error of the mean.
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22) = 70.77, p < .001, ηp
2 = .91. Although the main effect

of addend size was only marginally significant, F(1, 24) =
3.99, p < .06, ηp

2 = .14, with numerically larger RTs for
addend size 7 compared to 4, the effect of addend size
was modulated over the course of the blocks, F(3, 22) =
6.30, p < .005, ηp

2 = .46. Planned comparisons revealed
that the addend size effect was only significant in the first
block (Mdif = 705.34, SEdif = 181.16, t(24) = 3.89, p <
.005, 95% CI [331.45, 1079.24]) whereas this difference
disappeared from the second block onward (−1 < ts <
1). Nevertheless, the effect of addend size was reestab-
lished in Block 5 with larger RTs for the large addend size
compared to the small addend size (Mdif= 929.66, SEdif=
237.04, t(24) = 3.92, p< .005, 95% CI [440.42, 1418.89]).
These results clearly show that the effect of addend size
substantially decreases from Block 1 to 4 and then in-
creases again in Block 5.

As for the error rates, only the main effects of block,
with decreasing errors over blocks, F(3, 22) = 8.68, p <
.005, ηp

2 = .54, and addend size with more errors for the
large compared to the small addend sizes, F(1, 24) =
10.02, p < .005, ηp

2 = .30, were significant. The Block ×
Addend Size interaction did not reach significance (F <
2). Extending this analysis with the novel block did not
change the results.

Strategy Report

Figure 3 shows the number of problems that the par-
ticipants report to have solved from memory, plotted
by learning blocks. Reports of remembering significantly
increased across blocks, F(3, 22) = 20.11, p < .001,
ηp
2 = .73.

fMRI

Whole Brain

The statistical analyses were based on the behavioral
learning patterns observed in the scanner. The general
learning effect we observed, with faster and more correct
responses across the four learning blocks compared to
the control blocks, showed that the alphabet–arithmetic
problems were retrieved from memory as learning pro-
ceeded. In addition, performance returned to its initial
stage upon presentation of novel problems in the fifth
block (see Figure 2). We hypothesized that regions in-
volved in the learning process would show a similar pat-
tern of a decrease over the course of the experiment with
a rebound at the novel block. In other words, whereas
Blocks 1 and 5 contain unlearned problems and therefore
require procedure-based problem-solving (i.e., counting),
Block 4 largely contains learned problems and therefore
should require retrieval-based problem-solving. In order
to reveal the regions involved in the learning process,
we contrasted the blocks where performance was marked
with counting (Blocks 1 and 5) with the block where
performance was marked with retrieval (Block 4). To
investigate the specificity of the procedure-based activa-
tions, we exclusively masked the procedure contrast in
the learning condition [(Block1Learn + Block5Learn) − 2 ×
Block4Learn] with the same contrast in the control condi-
tion [(Block1Control + Block5Control) − 2 × Block4Control]
at a threshold of p < .05 uncorrected. This contrast re-
vealed a network comprising the bilateral basal ganglia
and a widespread frontoparietal network including the
bilateral frontal cortices and right superior parietal cortex
(see Table 2A). The activity profiles in Figure 4A show
that activity is strongest when problems begin to be
learned (Blocks 1 and 5) and then decreases as learning
progresses. In the control condition, no such pattern is
present.
Conversely, we hypothesized that the reversed pattern

would show the regions involved in the retrieving part of
learning process. Specifically, we contrasted the block
where problems were learned and therefore would in-
volve retrieval-based processing (Block 4) with the blocks
where problems were not learned yet and therefore re-
quired counting (Blocks 1 and 5). To investigate the spec-
ificity of the retrieval-based activations, we exclusively
masked the retrieval contrast in the learning condition
[2 × Block4Learn − (Block1Learn + Block5Learn)] with the
same contrast in the control condition [2×Block4Control−
(Block1Control + Block5Control)] at a threshold of p <
.05 uncorrected. This contrast identifies areas where ac-
tivity is strongest after problems have been learned
(Block 4) compared to when learning starts (Blocks 1
and 5) without learning related activity in the control con-
dition. This contrast revealed a network of regions more
posterior including the L AG. The results of the whole-
brain contrasts are listed in Table 2B and depicted in
Figure 4B.

Figure 3. Strategy reports as a function of the learning blocks. Note
that no strategy report questions were asked after Block 5. Error bars
represent the standard error of the mean.
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Table 2. Procedural and Retrieval Networks Involved in the Alphabet–Arithmetic Task

Anatomical Region Hemisphere Cluster Size Z Score

MNI Coordinates

x y z

(A) Procedure Network

Frontal Lobe

Precentral Gyrus L 37 4.38 −54 5 20

Middle Frontal Gyrus L 63 4.06 −24 2 56

R 56 4.30 24 −1 53

4.11 24 8 53

SMA L 32 4.03 −3 5 68

Basal Ganglia

Putamen L 150 7.60 −18 11 2

6.94 −17 11 8

6.04 −24 11 −7

Caudate R 88 5.90 18 17 8

5.63 18 5 −1

5.07 18 17 −4

Superior Parietal Lobe R 53 4.13 18 −67 56

Middle Occipital Gyrus L 33 4.39 −36 −82 32

(B) Retrieval Network

Frontal Lobe

Insula R 378 4.80 39 8 11

4.65 39 11 −7

4.61 39 28 23

Insula L 65 4.37 −39 −10 14

3.54 −36 −5 14

3.26 −39 −16 5
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Table 2. (continued)

Anatomical Region Hemisphere Cluster Size Z Score

MNI Coordinates

x y z

Anterior Insula L 93 4.56 −33 14 −16

Median Cingulate Gyrus L 40 4.01 −6 13 32

Parietal Lobe

Precuneus L 68 4.78 −15 −52 32

AG L 35 3.81 −57 −58 38

Middle Temporal Gyrus R 50 5.06 42 −61 5

Lingual Gyrus R 337 5.64 24 −76 −7

4.86 27 −67 −10

4.69 30 −55 10

(A) Procedural network. List of areas that showed a significant activation related to counting with the learning condition [(Block1Learn + Block5Learn) − 2 × Block4Learn] exclusively masked with the same
contrast in the control condition [(Block1Control + Block5Control) − 2 × Block4Control]. (B) Retrieval network. List of areas that showed a significant activation related to retrieval with the learning
condition [2 × Block4Learn − (Block1Learn + Block5Learn)] exclusively masked with the same contrast in the control condition [2 × Block4Control − (Block1Control + Block5Control)]. Threshold level was
set at p < .001 for the main contrast and at p < .05 for the exclusive mask. The anatomical labels for the MNI coordinates were obtained from the Anatomical Automatic Atlas Labeling toolbox for
SPM12 (Tzourio-Mazoyer et al., 2002).
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This cluster-corrected analysis did not reveal significant
hippocampal activation, yet, because hippocampal in-
volvement could be expected a priori, we explored the re-
sults without imposing a cluster threshold. This may be
suggestive of the involvement of the left parahippocamal

gyrus (cluster size = 11 voxels, MNI coordinates = −24,
−31,−16, Z=3.77) and rightHC (cluster size=27 voxels,
MNI coordinates = 42,−16,−10, Z= 3.79); see Figure 5.

To evaluate whether activity in these brain networks
was related to performance, we correlated a behavioral

Figure 4. (A) Procedural network. Regions that were involved in counting during the alphabet–arithmetic task (red). (B) Retrieval network. Regions
that were involved in retrieving during the alphabet–arithmetic task (green). The average activity profiles are plotted for each region in the
procedural and retrieval networks as a function of learning blocks (1 through 5) and learning condition (learn with addends 4 and 7 vs. control with
addend 0). The disconnection with Block 5 is to indicate that Block 5 is composed of novel alphabet–arithmetic problems. Error bars represent the
standard error of the mean. L = left; R = right; MFG = middle frontal gyrus; PreCG = precentral gyrus; MOG = middle occipital gyrus; PUT =
putamen; CAU = caudate; SPL = superior parietal lobe; INS = insula; MTG = middle temporal gyrus; aINS = anterior insula; PCUN = precuneus;
DCG = median cingulate gyrus; LING = lingual gyrus.
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index for learning rate with a neural learning index for
each of the two networks. For the behavioral learning
rate index, we used the Levenberg-Marquard algorithm
(Marquardt, 1963; Levenberg, 1944) to estimate the a
and k parameters of the power function f(x) = ax−k of
each participant based on the RTs obtained in the learn-
ing condition relative to the control condition, with a be-
ing a general indicator of processing speed and k
expressing learning rate (average a = 2823.94, SE =
193.37 and average k = 1.096, SE = .09).

The neural learning indiceswere computed separately
for the learning network and the procedural network fol-
lowing the reasoning behind the whole-brain contrasts.
For the procedural network, the neural learning index is
obtained as the difference between the beta estimates of
Blocks 1 and 5 versus Block 4 in the learning condition
and the difference between the beta estimates of Blocks
1 and 5 versus Block 4 in the control condition, that is, as
[(Block1Learn + Block5Learn)/2 − Block4Learn] −
[(Block1Control + Block5Control)/2 − Block4Control]. The

neural learning index for the retrieval network is the in-
verse of the procedural network contrast, that is,
[Block4Learn − (Block1Learn + Block5Learn)/2] −
[Block4Control] − (Block1Control + Block5Control)/2]. This
index was computed for every region of the network
and then averaged to obtain a neural learning index for
each of the network for every participant. One-sided t tests
show that the behavioral learning index was positively cor-
related with the neural learning index of both the proce-
dural (r = .38, t(23) = 1.99, p = .029) and retrieval
networks (r= .46, t(23) = 2.46, p= .011) suggesting that
the individual differences in learning rate are related to the
neural indices of learning. In other words, fast learners dis-
played stronger learning-related neural changes in both
networks (Figure 6).

Effective Connectivity

Effective connectivity analyses were performed to evalu-
ate the learning-related evolution of the strength of the

Figure 5. The average activity profiles for the left parahippocampal gyrus (LPH) and R HC as a function of learning blocks (1 through 5) and learning
condition (learn with addends 4 and 7 vs. control with addend 0). The disconnection with Block 5 is to indicate that this is a block with novel
alphabet–arithmetic problems. Error bars represent the standard error of the mean.

Figure 6. Brain–behavior relationship. The individual differences in learning rate are related to the neural indices of learning. The behavioral learning
index is the learning rate estimate from of the of the power curve fitting. The neural learning index is the change in beta estimates over the course of
learning. Fast learners displaying stronger learning-related neural changes in both networks. The solid lines represent the linear relationships
between the behavioral and neural indices of learning in the procedural and retrieval networks.
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connections within the procedural network (P-to-P con-
nectivity) and retrieval network (R-to-R connectivity) as
well as the strength of the connections between these
networks (P-to-R connectivity); see Figure 7. The analy-
ses revealed a significant main effect of the network,
F(2, 23) = 98.54, p < .001, ηp

2 = .895, with stronger
within-network connections compared to the between-
networks connections (P-to-P > P-to-R, t(24) = 14.33, p<
.001, 95% CI [.25, .34]; and R-to-R > P-to-R, t(24) =
6.04, p < .001, 95% CI [.07, .15]). The within-network
connections themselves were significantly different with
P-to-P connections being overall stronger than the R-to-
R (P-to-P > R-to-R, t(24) = 8.51, p < .001, 95% CI [.14,
.23]). Although there was no main effect of block (F <
1), the connection strengths in the networks varied sig-
nificantly over the course of the task as indicated by the

Block × Network interaction, F(4, 21) = 10.95, p < .001,
ηp
2 = .676. Post hoc tests revealed that the connections

within the procedural network were strong at the begin-
ning of learning, t(24) = 18.90, p < .001, 95% CI [.53,
.67]; then decreased from Block 1 to Block 4, t(24) =
3.43, p < .005, 95% CI [.046, .18]; and then increased
again in the postlearning block, which consisted of learn-
ing new problems, t(24) = −3.022, p < .01, 95% CI
[−.17, −.03]. Connections within the retrieval network
were significant from the beginning onward, t(24) =
12.88, p < .001, 95% CI [.31, .43], and remained constant
across all learning blocks (no changes of R-to-R strength
between blocks; both t values smaller than 1). With re-
spect to the connectivity between the procedural and re-
trieval network, the functional connectivity analyses show
that the two networks are not independent from each

Figure 7. Pairwise connectivity matrices across all the ROIs obtained from the whole-brain analysis in (A) Block 1, (B) Block 4, and (C) Block 5. The
connectivity is indexed by the Pearson correlation coefficient, with warm colors representing positive and cold colors negative correlations, averaged
across participants. The ROI abbreviations are the same as in Figure 4. (D) Averaged connectivity measures within-network (i.e., retrieval-to-retrieval
[R-to-R], procedure-to-procedure [P-to-P)]) and between-networks (i.e., procedure-to-retrieval [P-to-R]) as a function of blocks. Error bars represent
the standard error of the mean.
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other. First, from the beginning onward, both networks
are functionally related, t(24) = 5.6, p < .001, 95% CI
[.14, .31]. Second, the strength of the connections be-
tween networks then increased from Block 1 to Block
4, t(24) = −3.039, p < .01, 95% CI [−.15, −.02], and de-
creased again to its original level with the introduction of
novel items in the fifth block, t(24) = 2.53, p < .05, 95%
CI [.014, .14]. Some of the correlations between individual
regions are negatively signed. However, none of these
individual correlations significantly deviated from zero
(all t < 1.35).

DISCUSSION

This study aimed at unraveling the neural basis of learn-
ing alphabet–arithmetic facts, as a proxy of the transition
from slow and effortful procedural counting-based pro-
cessing to fast and effortless processing as it occurs in
learning addition arithmetic facts. In particular, we tested
two hypotheses. The first hypothesis, the two-systems
view, claims that with repeated encounters of the same
alphabet–arithmetic problem, a memory trace is formed
that after sufficient training allows one to retrieve the an-
swer of the problem from memory. Such memory traces
are assumed to be qualitatively different from and rely on
different neural sources than the procedural system that
is used during initial attempts to solve the problem. The
single system hypothesis, on the other hand, argues that
fast and effortless processing is not achieved through the
development of a qualitatively distinct memory-based
system but through a gradual increase in efficiency and
speed with which the counting procedures are executed.

The results clearly show the existence of two learning-
related neural networks with opposed learning-related
changes: one becoming stronger and the other becoming
weaker as learning proceeds. This provides strong evi-
dence in support of the two-systems view: Initial learning
builds on a procedure-based network, and with learning,
activity in this network diminishes, whereas concurrently,
a retrieval-based network becomes more active.
Interestingly, connectivity analyses show that both net-
works, despite their opposing trajectory, are functionally
connected to each other and that this connectivity in fact
increases as learning proceeds.

Behaviorally, the alphabet–arithmetic problems in the
first block were solved in a slow and effortful way. A
strong distance effect was observed with Distance 7 items
being solved hundreds of milliseconds slower than the
Distance 4 items, clearly indicating that the counting pro-
cedure was involved. The RT increment per unit to be
added was 250 msec, corresponding to RT increments
in numerical counting (Groen & Parkman, 1972) and in
alphabet–arithmetic tasks (Logan & Klapp, 1991). Within
the course of the 1-hr session, the addend size effect de-
creased to a mere 2 msec per unit. The fact that the ad-
dend size effect changed so dramatically in such a short
time is not easily explained by a gradual speeding up of

the counting procedure. It is more in line with a qualita-
tive change in how the problems were solved over re-
peated exposures. Although the behavioral evidence
itself cannot be considered to be conclusive, the neural
evidence leaves no room for doubt.
Two neural networks with opposed learning-related

changes appeared to subserve these behavioral changes.
Activity in a network consisting of basal ganglia and
parieto-frontal areas decreased, with learning being in
line with a reduction of the involvement of procedure-
based processing. Conversely, activity in a network in-
volving the L AG and, to a lesser extent, the HC gradually
increases with learning, evidencing the gradual involve-
ment of retrieval-based processing. Such opposed
learning-related changes are incompatible with the fast
procedures theory, which predicts that changes are re-
stricted to modifications of the procedural counting net-
work that is initially used to solve the new problems.
Instead, our results provide direct support for the two-
systems view, which assumes learning is based on the for-
mation of memory traces, allowing the fast and effortless
retrieval of the solution to known problems, thereby re-
placing the cumbersome counting procedure.
Assuming that the counting procedures that are exe-

cuted in the alphabet–arithmetic task are already avail-
able in our participants when learning to solve
alphabetic problems starts no initial increase in the
procedure-related brain network was expected, nor was
it observed. In line with the predictions, the decreasing
activation as learning of the alphabet–arithmetic prob-
lems progresses shows, first, that the counting proce-
dures are invoked in the initial stages of learning and,
second, that gradually the contribution of these effortful
counting procedures diminishes. The frontoparietal and
basal ganglia regions exhibiting such a learning-related
decrease correspond to the brain regions that have been
associated with the learning and application of proce-
dures, in general, and in the numerical domain in partic-
ular. Frontostriatal regions have been found to subserve
the initial stages of skill acquisition (e.g., reading mirror-
reversed text, Poldrack and Gabrieli [2001] and sequence
learning, Gheysen et al. [2011]; Gheysen, Van Opstal,
Roggeman, Van Waelvelde, & Fias [2010]). Once the ap-
plication of the procedures becomes less effortful and au-
tomatized, activity in the frontostriatal regions decreases
(Poldrack et al., 2005). In the domain of mathematical
cognition, learning-related decrease of activity in the
frontoparietal network was also observed by Ischebeck
et al. (2007) while participants were trained to solve mul-
tidigit multiplication facts by drill. Similar to this study,
that study found that with increased number of repeti-
tions of the same problem, activity in a strongly overlap-
ping frontostriatal network decreased, in line with a
gradually diminishing involvement of procedural process-
ing. Interestingly, the bilateral middle frontal regions, the
SMA, posterior parietal regions, and the basal ganglia in
our study correspond to a network of brain areas that was
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shown to be involved more strongly in counting rather
than subitizing the numerosity of a set of visually dis-
played items (Piazza, Mechelli, Butterworth, & Price,
2002), supporting our hypothesis that there are counting
procedures that are involved in this procedure network.
Interestingly, the connectivity analysis shows that not

only the activity of the procedural network decreased
with learning, the strength of the connections within
the network also decreased with learning. As learning
proceeds and the solution of the alphabet–arithmetic
problem relies less on the application of a counting pro-
cedure, the neural response of the component regions of
the procedure network become less integrated.
As opposed to the decreasing activity in the

frontoparietal/basal ganglia network, a number of regions
showed learning-related increase of neural activity. These
regions comprise the bilateral insular cortex, the middle
temporal gyrus and lingual gyrus of the right hemisphere,
and the AG in the left hemisphere. The retrieval of
known arithmetic facts has repeatedly been shown to ac-
tivate L AG (Grabner et al., 2007, 2009). Drill training in
solving new complex algorithms involving addition and
subtraction until the stage of retrieval engages L AG as
well (Delazer et al., 2005). Precuneus activation has been
shown to co-occur with L AG (Ischebeck et al., 2007;
Delazer et al., 2005) and has been taken to be involved
in the rapid creation of cortical memory engrams (Brodt
et al., 2018). The creation of memory engrams is evidently
a key factor on which the alphabet training relies. In this
respect, also medial temporal lobe regions like HC can be
expected to be related to learning. Our results also point
in that direction. Although the medial temporal lobes
were not significantly activated when cluster correction
was applied, medial temporal lobe (in particular, left para-
hippocampal cortex and right HC) manifested when an
uncorrected threshold was used.
With respect to the connectivity within the retrieval

network, the strength of the connections did not change
as a function of learning, unlike in the procedural net-
work. A plausible explanation is that the network sup-
porting memory-guided behavior is preconfigured to
support memory-guided behavior in general and does
not need to be fine-tuned to specific stimuli. So there
is no need for the network to adapt to the specific task.
Interestingly, the connectivity between the procedural

and the retrieval network sheds light on how the two net-
works relate to each other. In principle, there are several
possibilities. It is possible that from the very beginning,
the two networks operate independently from each other,
in line with what would be expected from a horse race
model according to which the two systems process the
incoming information independently to come to a pro-
posed answer, with the final selection being made on
the basis of the answer that is proposed first. This possi-
bility is certainly not supported by our results, as the
functional connectivity between the procedure and re-
trieval network is significant from the first block onward.

The next question, then, is how this original connection
evolves with learning. Does it remain stable, or does it
change? And if it changes, does it become weaker, indi-
cating perhaps a winner-take-all learning process in
which one solution process, that is, retrieval, dominates
the other, that is, procedural, as one could expect based
on the univariate results? Interestingly, this is not the
case. What happens is that the connectivity between
the procedure and retrieval network strengthens. This
is remarkable in light of the fact that the activation
strength of the procedure network diminishes, as does
its internal connectivity. Although a conclusive functional
interpretation cannot be provided for this novel finding,
it indicates that having learned to efficiently solve
alphabet–arithmetic problems does not lead to a solution
process that uniquely builds on the retrieval of problem–
solution associations, but that the history of procedural
counting processes leaves its traces. The procedural in-
volvement may on itself become weaker, but it becomes
better integrated with the retrieval network. The fact that
the connectivity changes are not permanent but return to
their original state when new problems have to be
learned suggests that this mechanism of integration is
stimulus-specific. Yet, this does not exclude the possibil-
ity that with more extensive training, the integration be-
tween the counting and the retrieval network could
become more structurally integrated, potentially leading
to savings in new learning. Further research is needed to
test this possibility at a neural level and to verify whether
this would be accompanied by a faster behavioral transi-
tion from procedure-based to retrieval-based processing
when new problems are learned.

An important issue is how our results relate to the neu-
ral changes that occur at a developmental time scale. It is
clear that similar changes are observed. De Smedt et al.
(2011) investigated 10- to 12-year-old children with vary-
ing levels of arithmetic skill. Easy small problems that
were most likely solved by retrieval activated the left
HC and AG, whereas large problems that were most likely
solved by (counting) strategies showed stronger frontal
activity. Cross-sectional studies have observed a decreas-
ing reliance on frontal areas and basal ganglia as a func-
tion of age (from 8 to 19 years; Rivera, Reiss, Eckert, &
Menon, 2005) and an increase of activity in AG and me-
dial temporal lobe areas (from second to third grade;
Rosenberg-Lee, Barth, & Menon, 2011). Finally, a longitu-
dinal study that investigated the transition from counting
to retrieval in 7- to 9-year-old children found a decrease
in frontal areas and an increase in HC (Qin et al., 2014).
In addition, in terms of connectivity, some noteworthy
similarities between our findings and developmental
studies have been reported. It has been shown that with
development and increase of mathematical skill, the con-
nectivity between HC and frontal and parietal regions in-
cluding AG increases (Qin et al., 2014; Rosenberg-Lee
et al., 2011). In addition, an intervention study showed
that third grade children with stronger intrinsic
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connectivity between HC and frontal regions and basal
ganglia responded better to the training than did children
with weaker connections (Supekar et al., 2013).

Our study shows that tracking the learning of
alphabet–arithmetic problems in a single fMRI session re-
vealed learning-related neural changes on a short time
scale that are remarkably similar to the neurodevelop-
mental trajectory that is found at themuchmore extended
time scale of children learning arithmetic. Of course, one
should realize that learning alphabet–arithmetic is only a
proxy of development and that limitations have to be
taken into account. An important limitation of the current
paradigm is that the alphabet–arithmetic problems that
were learned were individual and isolated facts, unlike
arithmetic problems that are organized in semantic asso-
ciative networks of interrelated facts (Verguts & Fias, 2005;
Stazyk, Ashcraft, & Hamann, 1982).

To conclude, we were able to specify dynamic neural
changes during the learning of alphabet–arithmetic facts.
Consistent with the two-systems view, we found that
learning is subserved by two neural networks, one for
procedural counting and one for retrieval. With learning,
the strength of the procedural network diminishes, while
the strength of the retrieval network increases.
Connectivity analyses gave insight in the functional rela-
tionship between the two networks. Despite the oppos-
ing learning-re lated tra jector ies , they become
functionally more integrated. Future work is needed to
establish how both networks and their interrelation be-
have after consolidation and how they further evolve with
additional practice. Taking alphabet–arithmetic as a
proxy for learning arithmetic, the present results can give
direction to better understand the learning dynamics of
arithmetic fact learning.
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Diversity in Citation Practices

A retrospective analysis of the citations in every article
published in this journal from 2010 to 2020 has revealed
a persistent pattern of gender imbalance: Although the
proportionsof authorship teams (categorizedbyestimated
gender identification of first author/last author) publish-
ing in the Journal of Cognitive Neuroscience ( JoCN) dur-
ing this period were M(an)/M = .408, W(oman)/M = .335,
M/W = .108, and W/W = .149, the comparable propor-
tions for the articles that these authorship teams cited
were M/M = .579, W/M = .243, M/W = .102, and W/W =
.076 (Fulvio et al., JoCN, 33:1, pp. 3–7). Consequently,
JoCN encourages all authors to consider gender balance
explicitly when selecting which articles to cite and gives
them the opportunity to report their article’s gender cita-
tion balance. The authors of this article report its propor-
tions of citations by gender category to be as follows:
M/M = .600, W/M = .150, M/W = .150, and W/W = .100.
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AUTHOR PLEASE ANSWER ALL QUERIES

During the preparation of your manuscript, the questions listed below arose. Kindly supply the necessary
information.

1. Please verify the change made in the article title.
2. Please confirm if 1deg should be changed to 1°.
3. Please define TRs.
4. Please spell out both occurrences of TE.
5. Please spell out TI.
6. Please define EPI.
7. Please verify the changes made here: [in-plane resolution = 3.3 × 3.3 mm]
8. Please verify the changes made here: As a result of these steps, processed time series associated to

learning were obtained for each subject (25), each ROI (16), and each Block (3: Block 1, Block 4,
Block 5) separately.

9. Please complete as a sentence if applicable: Fast learners displaying stronger learning-related neural
changes in both networks.

10. Please verify the change made here: Assuming that the counting procedures that are executed in the
alphabet–arithmetic task are already available in our participants when learning to solve alphabetic
problems starts no initial increase in the procedure-related brain network was expected, nor was it
observed.

11. Please verify the changes made here: Interestingly, the bilateral middle frontal regions, the SMA,
posterior parietal regions, and the basal ganglia in our study correspond to a network of brain areas
that was shown to be involved more strongly in counting rather than subitizing the numerosity of a
set of visually displayed items (Piazza, Mechelli, Butterworth, & Price, 2002), supporting our
hypothesis that there are counting procedures that are involved in this procedure network.

12. Please confirm if the data captured in the Author Contributions and Funding Information sections are
complete and accurate.
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