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Abstract

A transport robot system is a robotic system in which robots move objects from one place to another

place. Most existing transport robot systems perform three tasks: loading an item, moving to another

location, and unloading the item. Traditional mobile robots, which carry objects one at a time, is not

suitable for repeatedly transporting objects over a long distance. Therefore, in the factory or warehouse

environment, they still use conveyor belts to transport a large number of objects. However, the existing

conveyor belts are physically fixed in their environments, and it is difficult to reconfigure the layout of

a conveyor network. In this thesis, I presente three new robotic systems that have the ability to pass

objects at a distance between mobile robots. These three robotic systems are mobile conveyor belts,

dynamic robot chains, and mobile workstations.

First, conveyor belts are commonly used to transport many objects rapidly and effectively. I present

a novel conveyor system called a mobile conveyor line that can autonomously organize itself to transport

objects to a given location. In this thesis, I analyze the reachability of multiple mobile conveyor belts

and present an algorithm to verify the reachability of a specified destination, as well as a way to gen-

erate a configuration for connecting conveyor belts to reach the destination. The key results include a

complete set of equations describing the reachable set of a mobile conveyor belt on a flat surface, which

leads to an effective probabilistic strategy for autonomous configuration. The results of the experiment

demonstrated the overlap effect, which states that reachable sets frequently overlap. This system can be

suitable for locations where it is difficult to install a conveyor line, such as disaster zones.

Second, I present to use mobile conveyor belts in foraging tasks in environments with obstacles.

Foraging robots can form a dynamic robot chain network that can quickly send resources received from

other foraging robots to a collecting zone called a depot area. A robot chain is essentially a sequence

of mobile robots with the ability to quickly pass resources at a long distance. A dynamic robot chain

network is a network of robot chains that allow the branches of the robot chains to connect multiple

resource clusters. By allowing branching, the traffic near the end of the robot chain network can be dis-

tributed to several branches, and congestion can be avoided. The dynamic robot chain network leverages

mobility to relocate, reduce collection time for other robots, and quickly send resources received from

other foraging robots to the depot area. The key result is the formation of robot chains capable of over-

coming the two major limitations of existing dynamic depot foraging systems: the long travel distance

for delivery and congestion near the central collection zone. In the experiments, given the same num-

ber of robots, a dynamic robot chain network outperformed existing dynamic depots in multiple-place

foraging problems.



Third, I consider the idea of mobile workstations, which integrate mobile platforms with production

machinery to improve efficiency by overlapping production time and delivery time. I describe a task

planning algorithm for multiple mobile workstations and offer a model of mobile workstations and their

jobs. This planning problem for mobile workstations includes the features of both traveling salesman

problems (TSP) and job shop scheduling problems (JSP). For planning, I presente two algorithms: a)

a complete search algorithm that offers a minimum makespan plan and b) a local search in the space

of task graphs to offer suboptimal plans quickly. According to the experiments, the second algorithm

can generate near-optimal temporal plans when the number of jobs is small. In addition, the second

algorithm can generate noticeably shorter plans than a version of the job shop scheduling algorithm and

SGPlan 5 when the number of jobs is large.

This research shows that transport robot systems could work together with other robots or machines

in various environments to overcome the limitations of existing systems for the environments. A mobile

conveyor line can pass quickly objects at a long distance and can apply to many different environments

by overcoming the existing problem of conveyor belts. By using mobile conveyor belts, the robots have

the ability to pass objects at a distance between mobile robots to improve the performance of foraging

tasks by overcoming the long travel distance for delivery and congestion near the central collection zone.

In addition, a mobile workstation can handle the tasks that transport the production of goods to users.

By paralleling the production time and the movement, a mobile workstation can substantially shorten

the time it takes to deliver products to customers.
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I Introduction

Various mobile robot tasks involve moving objects from one location to another. However, few of the

existing mobile robots are designed to efficiently transport a large number of objects. In the case of a

mobile robot on a rescue mission, for instance, the robot performs a round trip to transport items from

a hazardous place to a safe place. High-payload robots can complete the task in fewer round trips,

but it makes more sense to use conveyor belts to transport a large number of items. Conveyor belts,

which are widely used to transport and move materials and items, are useful for the majority of robotic

system handling. The majority of existing conveyor belts are utilized indoors in a stationary position.

Few conveyor belts are designed to be portable and deployable by humans in outdoor environments.

As an example, the portable conveyors offered by Miniveyors are lightweight conveyor systems that

facilitate the rapid and efficient transport of a variety of materials. These can aid robots in numerous

moving object tasks, including rescue missions. However, because these conveyor systems must still

be installed by human workers, it is challenging to install them in harsh environments such as disaster

zones. Therefore, I propose to consider a conveyor system as an autonomous robot with its own mobility.

This conveyor belt robot is referred to as a mobile conveyor belt.

The following is the research statement of this thesis:

If we endow mobile robots with the ability of passing objects at a distance between robots, how

can a group of robots leverage this ability to enhance their performance in tasks that require them

to work as a team?

A mobile robot is a robot that has the ability to move around and not be fixed to physical locations.

The meaning of robot has the ability what robot can do something. The passing objects are that robots

can move an object to another location or pass the object to other robots. A group of robots is some

Figure 1: A conveyor line made by the Miniveyors’s portable conveyor belt
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number of robots in the system. Leverage is a benefit of doing something. Performance is a measurement

of how well a system is accomplishing the system’s goal. The task means a work performed by a robot,

such as a passing object, foraging object, etc. A team is a group of robots that work together to achieve

the goal of the system.

In this dissertation, I propose a mobile conveyor belt consisting of a conventional conveyor belt

attached to a mobile platform (see Figure. 12) and study how to configure a conveyor line with a

number of mobile conveyor belts automatically and without human interaction. One of the challenges

of this system is how to link multiple mobile conveyor belts together to construct a conveyor line that

transports items from one place to another. I provide a comprehensive set of equations to define the

set of places that can be reached by a mobile conveyor belt, given its physical constraints, as well as a

probabilistic algorithm to determine whether it is possible to use N mobile conveyor belts to connect a

position to its destination on a flat surface. I apply the concept of a mobile conveyor line to the foraging

problem to improve the foraging performance of the foraging robotic system. The mobile conveyor

belt can reduce foraging robots’ travel time and collision time.In the foraging problem, I present a new

algorithm to form a mobile conveyor line called a dynamic robot chain. The algorithm is capable of

generating a strategy for an environment with obstacles. In addition, I presented a new robot system

called a mobile workstation that integrates mobile platforms with production machinery to improve

productivity by overlapping production time and delivery time. I described a number of algorithms that

let a number of mobile workstations perform the jobs.
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II Related Work

Due to the fact that robots cannot normally pass huge quantities of objects, I considered adding some

robot capabilities to the conveyor belt so that the conveyor systems can be utilized in scenarios that

no other robotic system can handle. There are few studies that address the overall configuration of

the conveyor systems. Rather, the key points of these studies focus on hardware design improvement.

Li and Li [3] used a hardware modeling program called AMESIM to assess the conveyor system’s

performance and discovered that adding flywheels to motors may substantially improve the performance

of the system. Bindzar et al. [4] developed a three-dimensional mathematical model of a conveyor belt,

which is used to assess its performance under stress loading. Pitcher [5] investigated the loss of strength

in three basic kinds of connections between conveyor belts and concluded that some connection designs

cannot function to its full capability. Nuttall [6] investigated the design of many powered belt conveyors,

as well as spreading driving energy and stress control, to achieve a balance between locally applied

driving energy and the related resistances. Donis [7] examined the optimal positioning of the conveyor

belt weigher based on the stiffness of the belt.

When conveyors are linked together, they construct a kinematic chain akin to a snake-shape robot, a

kind of hyper-redundant manipulator whose configuration problem is to identify the paths of the config-

uration space with collision-free pathways [8]. Related to a flexible conveyor train (FCT), the mobile

conveyor lines are mining-related continuous haulage solutions. This conveyor system is more flexible

than the mobile conveyor line examined in this research, but its automated configuration problems are

also more complex.

Several modifications have been made to the conveyor belts. Mankge [9] and McNearny and Nie

[10] presented a conveyor system working underground for use in mining environments. Especially, [9]

examined constraint management of conveyor haulage systems using his simulation. Hou and Meng [11]

researched the dynamic characteristics of a conveyor belt influenced by the conveyor belt type and

demonstrated that the propagation speed of stress waves increases with increasing tensile load. Ananth et

al. [12] proposed a design for a conveyor system that considers belt speed, gearbox options, belt width,

pulley, and motors, among other factors. Karolewski and Ligocki [13] constructed the mathematical

models of long conveyors belt that include features such as the belt’s several operating phases and the

wave behavior of the tape.

The design of conveyor systems also prioritizes energy efficiency. Zhang and Xia [14] adjusted

operating settings to enhance the energy efficiency of belt conveyors. Fonseca et al. [15] presented

an expert system method to conveyor selection in order to aid in the selection of conveyor equipment

and shown that it outperformed human experts. Lauhoff [16] analyzed a proposal about the speed of

conveyor belts to save energy and concluded the conventional filling levels are inadequate.
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In central-place foraging, robots gather dispersed resources and transfer them to a central gathering

zone [17, 18]. Hecker and Moses devised the stochastic central place foraging algorithm (CPFA) for

robotic swarming systems.Flanagan et al. [19] significantly improved the gathering performance of CP-

FAs by sharing resource locations. Fricke et al. [20] introduced a distributed deterministic spiral search

algorithm (DDSA) that ensures a thorough search of the whole arena. While the DDSA surpasses the

CPFA in simulation, the CPFA performs somewhat better in practical experiments [21].

Lu et al. [22, 23] developed a multiple-place foraging algorithm (MPFA) akin to global courier and

shipping system in which numerous distributed warehouses effectively distribute and gather materials.

This algorithm is motivated by observed foraging behavior of polydomous colonies of the wasps and

ants [24] with multiple sleep site of spider monkeys and nests [25]. The MPFA produces better foraging

performance and shorter trip lengths compared to the CPFA. Lu et al. [26] enhanced the MPFA systems’s

foraging performance by using carrier robots called dynamic depots MPFAdynamic, in which the dynamic

depots can carry supplies directly to the center. However, resource-transporting robots still need to travel

extensive distances. Grammatical Evolution is used by Ferrante et al. [27] to separate a foraging activity

into finding and delivering activities. Pini et al. [28] proposed an approach for the static division of

foraging robot swarms.

Lee et al. [29] expanded the research of MPFA with dynamic depots MPFAdynamic in [26] via sub-

stituting mobile robot chains for the dynamic depot. In the past, robot chains were utilized to localize

other robots by functioning as just a collection of fixed location beacons [30] or as navigation to inform

the local information [31]. However, the robot chains are utilized to move materials via some delivery

drones [32] or mobile conveyor lines [33].

The Euclidean Steiner tree problem is one famous NP-hard problem, but there is a polynomial-

time approximation scheme such that can provide a near-optimal in polynomial time [34].Parque [35]

presented a method inspired by nature for computing the typology of obstacle-avoiding Steiner trees

taking into account n-star topologies. [36] an accurate but inefficient method for Euclidean Steiner tree

problems in obstacle spaces. Garrote [37] offered a heuristic approach for a problem of constructing

Euclidean Steiner trees when the two-dimensional plane may be partitioned into polygonal parts. The

Euclidean Steiner tree solver is implemented by the method described in [38] with changes to handle

obstructions.

In this dissertation, I expand upon the research of MPFA with dynamic depots [26] via substituting

dynamic depots with mobile robot-chains. In the past, the robot chain has been conceptualized as a series

of virtually linked robots that assist in the localization of other robots by functioning as just a collection

as fixed-location beacons [30] or as navigation to inform the local information [31]. However, in my

cases, I form a link between robots of the robot chain using UAVs or conveyor belts to transfer the

resources [33]. For example, robots can deliver resources between two moving platforms via UAV [32],
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or resources are transported between two robots by throwing them [39].

In addition, I tried to improve the performance of service robots for delivering the items. The recent

advancements in warehouse and industrial robots, particularly the automated guided vehicle (AGV) pro-

duced by Amazon Robotics (such as Kiva robotic systems), which has changed the system operations

of huge distribution centers, largely inspired this concept. These warehouse robots lika a kiva robotic

system transport storage containers to human packers in packing area [40]. I believe further time savings

may be realized if packing can begin as soon as a pod begins to move. Due of numerous physical re-

strictions, this concept may not be feasible in warehouse settings, but I examine it in several contexts, as

with service robotic systems. The robotic system such as a Kiva system requires a scheduling algorithm,

which utilize A* search to build pathways in a two-dimensional grid while minimizing trip time. Kiva

systems disclosed in [4] the techniques used for resource allocations and the solution of the relevant

global optimization problem.

In recent years, there have been several manufacturing robot competitions. Robocup@Work is a

notable event that focuses on the usage of robots in work-related contexts [14]. Mobile manipulators

in Robocup@Work perform duties including automation, part handling, and manufacturing to general

logistics (like as [16]). In the most recent RoboCup Logistics League competition, greater emphasis was

placed on the planning of in-factory logistics solutions. In this robotic system competition, the system

must retrieve raw materials from the input storage area, transport them between stationary equipment,

operate the equipment, and deliver the final product. The IEEE Virtual Manufacturing Automation

Challenge (VMAC) involves the operation of multiple AGVs to transport a variety of goods between

numerous input locations and output locations in an industrial environment, like a warehouse setting.

[15]. This notion of mobile workstations is motivated in part by the immobility of the devices in these

events.

As a subset of the task planning problem, the pickup and delivery problems(PDPs) have been in-

vestigated in numerous contexts [10].A subtype of vehicle routing problems that fall into this cate-

gory are problems that require the rapid pickup and delivery of objects or people [9]. These prob-

lems are NP-hard, like the traveling salesman problems (TSPs), and there is no effective way of opti-

mally solving them. There are heuristic options like the one-to-one approach [12] and Load LIFO [11].

KArolewsKi [13] analyzed a generalized version of PDPs that includes several qualities seen in a range

of different PDPs. Obviously, this problem is much more challenging than General PDPs, as I am

simultaneously attempting to solve two tough problems (Task plannings and PDP). The taxi dispatch

problems [8] are related to PDPs, excluding the possible waiting time of the passenger [41].

The planning problems for mobile workstations are similar to a job shop scheduling problems(JSPs),

the well-known optimization problems involving the allocation of jobs or tasks to machinery while

reducing the makespan. Many researcher already developed the efficient JSP solvers (such as [42] and
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[43]). The distinction between JSP and mobile workstation’s problem is JSP ignores the mobility of the

machine. Although Beck et al. [44] offered a technique to express vehicle routing problems(VRPs) as

a JSPs and vice versa, they did not attempt to integrate the VRPs and JSPs into a one problem. In JSPs,

each job consists of a series of actions that must be done in sequential sequence, and each operation

should be performed by a certain machine [45]. In the problem of planning mobile workstations, each

subtask of the jobs might be partly allocated to several mobile workstations. In contrast to simultaneous

motion and task planning, this research focused on path and task planning for mobile workstations rather

than motion planning.
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III Technical Background

This section covers the background of the relevant technologies to this research. The objective of this

research is to propose novel robotic systems that have an ability of passing objects at a distance between

mobile robots. Therefore, I discuss the technologies associated with conveyor belts, swarm intelligence,

and planning in this section.

3.1 Swarm Robotics

Swarm Robotics is a topic of study that examines how systems run by numerous autonomous robots or

multiple autonomous agents may complete collective tasks that cannot be accomplished by individual

robots or are performed more successfully by robots working in groups. Dudek et al. [46] classified

robot-executable activities as intrinsically single-agent, the tasks that may benefit from the usage of

multiple agents, conventionally multi-agent, and requiring multiple agents. The discipline of swarm

robotics systems focus on the last three categories, and previous research has demonstrated in a variety

of application domains that utilizing a large number of agents to hadle a task in a distributed manner

permits working with agents that are significantly less complex at the individual level.

Figure 2: A field delimitation of three key words: mobile robotics, multi-robot systems, and swarm

robotics. Swarm robotics field is include in the Multi-Robot Systems field, whereas swarm robotics field

is include in the Mobile Robot field.

Şahin [47] has identified three desired properties as the primary motivation for swarm robotics re-

search; robustness, scalability, and flexibility. Şahin developed a set of criteria for describing and cat-

egorizing research in swarm robotics from neighboring fields, including the following: Autonomous

robots are robots that are capable of moving and interacting with their environment without the need

for centralized control. The job at hand is one that a large number of autonomous robots can do collec-

tively, indicating that the robotic system was developed with scalability in mind. The swarm consists

of a limited number of homogeneous groups of robots, with the emphasis focused on vast numbers of
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people who are identical to one another, rather than on different teams that have been centrally organized

and assigned predetermined roles for each robot. The capabilities of a single robot, such as its sensing,

computation, and communication skills, are insufficient when compared to the difficult job that must

be completed collectively. The fact that each robot handled sensing and communication locally guar-

anteed that interaction between robots in swarms remained scattered and independent of coordinating

mechanisms, which would have prohibited scalability. The notion of swarm robotics is based on the ob-

served collective behavior of several kinds of live creatures in nature. This collective behavior happens

when local interactions between people and their environment result in a group of autonomous agents

accomplishing complex tasks in a dispersed way without the usage of a central control unit. Despite

being seen as a limitation, the localisation of communication and interactions has a positive impact on

the scalability and robustness of the system, and is thus chosen over global sensing and communication.

In swarm robotics, the term "swarm intelligence" refers to the superior capabilities of a swarm of

agents over the capabilities of individual agents. Local events produced by swarm members during

task execution translate into global behavior that often surpasses individual capabilities to the extent

that many collective tasks can be accomplished by robots not expressly intended to do so. The global,

macroscopic dynamics are supposed to originate through interactions between swarm members and their

surroundings.

The capacity to accomplish global goals at the swarm level utilizing distributed algorithms operating

at the individual level comes with a cost: it is often difficult to design the behavior of individual robots so

as to optimize their contribution to the overall performance. Scientists with an interest in swarm robotics

have undertaken extensive research on this topic and sought to resolve it via simulation, modeling, and

learning. The simulation, in which a given multi-robot scenario is replicated in a virtual environment in

which a computer program simulates robot capabilities (sensors and actuators) and interactions, enables

the performance of a robot swarm to be evaluated through repeated runs of an experiment, eliminating

or reducing the need for time-consuming experiments with real robots and facilitating algorithm op-

timization via a trial-and-error method. Simulation also permits the assessment of a robot’s efficacy.

With the use of such formulae, the effect of algorithm parameters can be examined immediately, and

vital insights into the global dynamics of the swarm may be gained intuitively. Modeling is achieved

by connecting individual-level control settings to swarm-level dynamics using mathematical methods.

The process of changing algorithm parameters based on prior experience is called learning. In offline

techniques, the parameter optimization process is included in the design of robot controllers. In online

approaches, robots dynamically change their control parameters depending on their perception of the

environment. The process of modifying algorithm parameters based on past experience is referred to as

learning.

Several researchers in the area of swarm robotics have resorted to offline learning strategies such as

artificial evolution and repetitive robot trials. In each experiment, fitness functions were evaluated. This

function gives an evaluation of an algorithm’s performance when given a cluster-level task. When start-

ing a new iteration of the process, the initial values of the algorithm’s parameters are utilized to decide

which parameter values offer the best results and then to train the robots using those parameter values.
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In a way similar to how creatures evolve in the natural world, robots are capable of modifying their

behavior across several generations in order to attain their goal. Despite the fact that neural networks

are the most prevalent kind of robot controller used in artificial evolution, a new research has examined

the usage of alternative approaches, such as rule-based grammatical evolution, in artificial evolution.

3.2 Foraging Problem in Robotics

Collective foraging is a popular topic of research in the realm of swarm robotics. This study was inspired

by the foraging behavior of ant colonies. Ants and other social animals use food sources effectively by

leveraging local relationships. In an artificial swarm robotics system, a certain area is designated as the

"nest" or "depot" for gathering things. The swarm’s job is to find things all over the environment and

bring them to the depot. Multi-foraging is an extension of foraging that requires bringing numerous

kinds of materials to preset depots. This is a continuation of the initial action of foraging. This kind of

work has several practical uses, including the removal of landmines and other dangers, search and rescue

operations, and even the finding of other planets.Several studies have examined the dynamics of swarm

energy derived from foraging. Things gathered by robots and carried to the depot, which are equivalent

to food sources, supply energy to the swarm; nevertheless, search activity depletes energy. Each robot’s

control algorithm should determine when the robot should explore the environment for items to bring to

the depot and when the robot should stay idle in order to optimize net energy income revenue. This part

of the activity will not be discussed in this section since its value resides more in the dynamic assignment

of tasks among the robots than in the actual foraging process.

Figure 3: The foraging tasks of foot-bots in the simulator. The robots search for resources and grab them

and bring to the depot. A grey area serves as a depot and resources are distributed in the white area.

The task of the foraging may be split into two main types of sub-tasks: robots are either finding the
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resources in the problem space or transporting something to deliver back to a depot. The execution of

each of these sub-tasks in a group of robots can be aided by robot cooperation mechanisms. Cooperation

can also be beneficial for reducing the negative impacts of robot interference and so boosting the system’s

scalability. To achieve cooperation, individuals must interact with one another such that each robot’s

actions are influenced by those of the rest of the swarm. Such interaction can occur in several ways,

including using a shared memory, making local changes to the environment, and exchanging information

directly between agents. The subsections that follow go into each type of communication in greater

depth, using examples from previous research.

Path Formation

Path formation is the process of establishing one or more preferred pathways inside the foraging prob-

lem. The robots will follow the route to reach their target as efficiently as possible, whether they are

searching for resources or transporting them. Robots progressively establish these routes as they engage

in foraging, and they may vanish if the cause of their formation is no longer relevant, such as when there

is no longer an item source. In studies where robots may interact with one another via shared memory

or broadcast communications, suppose one of the robots conveys the path it travelled to reach a site of

interest. Taking advantage of the information supplied by the first robot, the other members of the swarm

may optimize their own routes using this data.

This concept is used in [48]: When a robot, which initially wanders randomly in search of resources,

discovers a resource to transport to the depot, it remembers the route it travelled to get there in shared

memory. This enables other robots to retrace their movements to locate the resource. Other searching

robots alter their movements to follow the path read from the shared memory, and whenever they dis-

cover anything, they communicate with one another about their journey and what they discovered along

the way. This method entails progressively creating, in shared memory, a map of preferred travel routes

in order to maximize foraging activities. In [49], for instance, genuine robots were utilized to test out

different real-world situations.

Similar to the approach stated in [48], shared trail information [50] will gradually collected. In order

to alleviate the interference issue that arises when the path from rich resources to the depot becomes

crowded and robots going in opposite directions crash with one another, the route must be redesigned.

The core algorithm for following routes has been updated such that robots heading toward a goal are

repelled by paths that have been used to accomplish other goals and are attracted to paths that have been

used to attain the same goal by other robots. For instance, a robot that is supplying resources and is

traveling toward the depot will strive to avoid the path used by robots that are traveling to the resource.

Methods of pheromone transmission, based after the behavior of ants, include tagging the environ-

ment with markers that guide robots down the most time- and resource-efficient path to their goal. The

system [51] employs a mechanism comparable to pheromone-based communication. Robots transfer-

ring a resource will leave "crumbs" on their route back to the depot, which will attract robots that are

hunting for something. According to the study of Hamann and Worn [52], foraging robots are motivated
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by a pheromone that is emitted by robots when they return to the depot to deposit an obtained material.

This strategy produces a pheromone gradient in the arena, which robots follow in their search for re-

sources; the quantity of pheromone produced by robots is largest where resources have been gathered

and diminishes as they approach the depot. According to study mentioned in [53], robots will only emit

a pheromone upon returning to their starting location if they see other objects in close proximity to the

resource they are bringing.

Figure 4: The illustration of the Foot-bots forming a dynamic chain for the navigation. The red robots

form the chain and work as a beacon using light sensors.

In a number of research, robots have constructed group of interconnected persons that aid other

robots in their search efforts. This is comparable to the scent trails that animals leave behind to help

other species locate food sources or storage areas. According to [54], the depot emits a beacon signal

that can be detected by robots up to a certain distance; a robot that reaches the beacon coverage area’s

limits stops searching for resources and emits a new beacon, thereby expanding the search area for

the other robots, which may become beacon emitters if they reach the coverage area limits of the first

robot’s beacon signal’s coverage area. A robot that approaches the boundaries of the beacon’s coverage

region is unable to navigate farther. Using this technology, group of robots that emit beacons are created,

allowing searching robots to explore new regions while returning to the depot quickly. A group of robots

in physical interaction with one another starts at the depot at [55]. Fundamental behaviors allow robots

to do tasks such as building and growing the chain, following the chain (such as when returning to the

depot), and performing excursions near the chain (to search for resource).

Each robot in [56] may either actively participate in the foraging process or act as a beacon. To

construct groups, robots that function as beacons begin their journey at either a depot or a resource

source. Each beacon has an integer representing its position in the group, with larger numbers indicating

greater distances from the depot or resource. These robot chains provide a simulated gradient field that

foraging robots may exploit to effectively reach their goal location. Upon detecting a local connection

with beacon emitters, the foraging robots used the field to do so.

The aforementioned method is included into a following study [57] in an adaptive system capable

of using many algorithms, dynamically switching from one algorithm to the next at the swarm level

dependent on the features of the environment. This system has been dispersed. The robots start the
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foraging process by conducting a virtual gradient-based algorithm, which is more efficient when resource

sources are situated near to the depot. If this algorithm fails (indicated by all robots turning into beacons),

a separate algorithm is initiated in which robots form a single chain originating at the depot and sweep

a circular region centered on the depot. If this strategy, which is capable of exploring a larger area than

the gradient-based method, is unsuccessful as well, the random walk algorithm is used as a backup.

Cooperative Transport

This section explains the overview of cooperative tasks performed by multiple robots for transporting

resources from the cluster to the depot. By limiting the working area of a single robot, the detrimental

impacts of interference in congested regions like the depot may be avoided, and foraging performance

can be improved. However, this sub-section does not include the transporting works of a large volume

of resources by a number of robots, but it does focus on cooperative strategies that make the process of

delivering an resources to the depot more efficient by using a group of robots.

Figure 5: The example of the bucket bridge made by robots which introduced in [1]. Each robot

transfer the goods to next robot on the bucket bridge made by robots. The last robot put the goods to the

collecting zone.

Bucket brigade, in which things are handed from one robot to another until they reach the depot,

is a well-studied cooperative transport system in swarm robotics. Drogoul et al. [1] modified the idea

which is described in [51] by giving other abilities to the robots; Robots can inform the status using the

light signal while carrying resources, and robots attracted resources-carrying robots while searching the

resources for transferring the resources to resources carrying robots. Based on the additional abilities,

robots can construct the chain from resources cluster to the depot, where the resources can be transport

by the chain. They discovered that when interference is eliminated, foraging performance increases

dramatically. In addition, Ostergaard [58] proposed a method that dropping the resource and inviting

other robots to pick up and deliver to depot. The robot that discovered the resource requests that give

resources to another robot to reduce interference of movement between robots.
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An region division allocation is a process that similar to bucket brigade in which robots are allocated

to separate work region. Goldberg and Matari [59] proposed a robotic system in which robots are

separated into several robot groups that work in other region: one of the robot group works outside of

the depot and transports collected resources to the depot’s boundary, while another robot group transports

collected resources from the depot’s boundary to the depot. The area is separated into several of work

zones that correspond to the group of robots [60].Every robot has a working area that it explores for

resources, with the exception of the robot in the last working zone, which takes the resource it finds and

deposits it immediately in the storage facility. When the robot has gathered the necessary resources, it

will be deposited at the boundary of the subsequent working area leading toward the storage facility.

They demonstrated how robot invasions of contiguous regions, caused by either localization mistakes

or the process for depositing captured objects, are a main cause of robot interference and establish the

presence of a threshold number of foraging robots over which working effectiveness suffers.

In the scenario presented by Pini et al. [61], region division occurs dynamically as a consequence

of work allocation among robots. Resources to be collected are concentrated in a single spot, and after

transferring a resource, robots goback to the location where they discovered it; but, owing to localization

errors or other factors, the system cannot ensure that robots can rapidly return to the resource source.

Instead of returning to the depot, each robot transfers acquired materials for a certain distance, relying

on other robots to finish the mission. Due to the fact that the number of localization mistakes increases

as the robot moves, this process improves the resource-finding success rate for robotics. Based on

an assessment of a cost function, each robot independently determines the distance to go. The cost

functions calculate costs in accordance with the total cost of the job to transfer resources to the depot.

Arkin et al. [62] proposed a transport system in which many robots may transport one resource at the

same time; this mechanism can speed up the process of transferring the resource to the depot, allowing

collaborating robots to complete the task more quickly. In addition, robots carrying resources employ

an explicit communication system to announce their status so that other robots are drawn to them and

assist them in bringing the resource to the depot.

Other Cooperation Strategies

In addition to cooperative transportation and path formation, the literature also offers numerous in-

stances of foraging cooperation mechanisms. Rybski et al. [63] used two communication methods in

which robots activate a light sensor that attracts other robots; Both approaches aim to draw robots to

the resource. In the first method, known as reactionary communication, a robot that is in the process

of collecting a resource signals its status with the emission of light; as in the second method, known

as deliberate communication, robots that detect a resource but is unable to collect it because they are

already carrying another resource stop near the detected resource and signal its presence for a fixed time

duration before returning to the detachment. These two approaches are used to communicate with each

other. According to [64], a robot that is aware of the location of a set of resources may recruit another

robot upon returning to the depot. The recruited robot follows the recruiter from the depot to the site of
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the resources, thus decreasing the time spent seeking for the resources. The usage of direct communica-

tion in [65] facilitates access to the depot. Robots convey their proximity to the depot via a light signal

that may be detected by nearby robots, hence increasing the depot’s visibility. A message forwarding

mechanism is constructed in [59] in order to eliminate the high level of interrobot interference that hap-

pens in the depot area. Using a distributed mechanism, resource-carrying robots advertise their status

with specific signals and avoid concurrently reaching the depot area.

Shared Memory between Swarm Robots

All robots that are part of a swarm robotics system are able to write and read information on a shared

memory-equipped medium. Broadcast transmission is conceptually analogous to the method discussed

above. Each robot in the swarm is able to communicate information with the other robots in the swarm,

resulting in all robots having access to shared information. However, such systems may be useful for in-

vestigating the influence of shared information on foraging efficiency and developing recommendations

for further communication techniques. In concept, these approaches have challenges with scalability and

individual robot simplicity. Often, the most challenging component of a foraging operation is locating

the several points of interest in the environment, such as the varied locations of supplies to collect and the

cache. Due to the lack of a global positioning system and/or inaccuracies in estimating relative displace-

ments, it is conceivable for a robot to forget how to return to a previously visited area of interest. Even

if the robot has been designed to recall the path, this may occur. In other words, each robot contributes

its imperfect knowledge to construct a shared map of the arena that, although being partial and flawed,

is nonetheless superior than the representations each robot can construct alone [48, 49]. With a shared

memory, robots are able to transmit their recent experience (such as the path they traveled to reach a

certain spot) and aid other robots in discovering points of interest. The trail information possessed by

foraging robots may be utilized not just to follow the same paths to the same destinations, but also to

avoid pathways that are used to reach other target places that are being searched [50].

Figure 6: Communication topology model defined by the distance between robots: bold arrows represent

the information flow, large circles are communication range.
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Direct Communication between Swarm Robots

Direct communication refers to a procedure in which robots can communicate directly with one an-

other, frequently explicitly conveying data to express a certain condition. Typically, information may be

communicated between adjacent robots using the notion of local communication, and these robots can

then respond on the information received by altering swarm robots behavior to increase the performance

of the foraging. Direct communication between robots can be reduce the effects of interference in the

congested places like the collecting zone [59], to make it easier to locate a point of interest like a re-

source source [63, 64] or the depot [65], or to implement cooperative resource transport mechanisms

[1, 58, 62]. Simple sensing of the relative location of neighboring robots or even touch sensing may be

used to communicate.

Communication through the Environment

Pheromones are chemical compounds generated by ants and other social animals with the purpose of

marking their environment. Swarm members use pheromone to establish an indirect communication

system that exploits the environment as a conduit for conveying information. Typically, pheromones

can be recognized from short distances, and pheromone-mediated communication may assist swarm

members overcome their limited sensing and communication capabilities. Similar to shared memory

processes [51–53], pheromones may be used in foraging activities to create trails that help in identifying

places of interest (such as rich food sources) in the environment. In robotic systems, if robots lack

navigational skills that enable them to quickly identify the depot, the environment may be marked with

a gradient field whose intensity increases as it approaches the depot in order to optimize the return route

to the depot. Since the strength of pheromones in the environment is often dynamic and influenced by

robot activity, static gradient fields cannot be considered a kind of pheromone transmission. To lead

robots with limited sensory and navigation abilities, both of these strategies make tiny modifications to

the surroundings. A method theoretically similar to pheromone communication is implemented when

specific robots in a swarm take on the role of environment markers by assuming a fixed position and

providing nearby foraging robots with an indication of the proximity to the depot and resource sources.

This strategy employs static robots to store and transmit to foraging robots a value corresponding to the

current pheromone information at their location. For instance, int [61], the pheromone information held

by beacon robots varies over time depending on short-distance communications with foraging robots,

and so follows the swarm dynamics similarly to physical pheromone released by foraging ants; In [54],

beacon emitters indicate their distance from the depot, enabling robots transporting a resource to simply

return to the depot by following a chain of beacon emitters. In certain research [59, 60], robots are

allocated to distinct sections of the arena and collaborate by taking up and releasing supplies at these

regions’ borders. Using the resources that are being gathered, another method of communication across

the environment may be established, such as when more than one robot transports a resource from its

source to its [61]. For instance, when many robots are involved in moving a material from its source to

its depot.
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A Performance Measurement of Foraging Performance

There has a two major measurement.1) the required time to gather the fixed number of resources

[51, 59, 60, 63]; and 2) the quantity of resources gathered in a given time as a function of swarm size

[48,50,56,58,60,61,65]. In several researches, the cost of foraging robotics system (such as the energy

consumption by robots) is measured, for instance by estimating the distance traveled by robots [59,62].

Krieger et al. [64] provided a different weight to the distance traveled based on the notion that transport-

ing a resource consumes more energy. Krieger gave a varied weight to the distance covered depending

on whether the robot is carrying resources, based on the notion that carrying resources requires more

energy. Special focus is given to the issue of inter-robot interference, which happens when many robots

inhabit a confined location. Hoff et al. [61] added communication model between swarm robots in

the cost measurement. This phenomenon may be quantified using the number of robot collisions [59]

or the time spent in all instances when a robot seeks to complete a job but is impeded by another robot

[64].

A Modeling of the Foraging Performance

The majority of existing studies use either actual robot experiments or computer simulations to analyze

a swarm’s performance in the foraging task, whereas mathematical modeling is seldom used owing to

its inherent difficulties. There are, however, some significant exceptions. For example, Rongier [66]

shows how much foraging problem are similar to the scenarios described. Using stochastic Petri nets

and Markov chain analysis, it is feasible to represent [51] Using these modeling tools, it is feasible to

forecast performance measures such as the chance of delivering all resources put in the environment

to the depot within a certain length of time using this model. Using a system of partial differential

equations, reference [52] models a foraging scenario based on pheromones. These equations provide

the estimation of the spatial density of robots in the search state and robots carrying a resource, as well

as the quantification of the flow of resources to the depot based on the rate of transitions to the search

state. Lerman and Galstyan developed a mathematical model that investigates the impact of inter-robot

interference. The model revealed that there exists, in a non-cooperative system, an optimum number

of robots that reduces the time necessary to convey the arena’s supplies to the depot. Above this ideal

number, the work provided by more robots exceeds their interference with one another. Lerman and et

al. mentioned their work in the [67]. As a direct result, much work has been devoted to the development

of collaborative interference-reduction systems.

3.3 Object Sorting and Clustering

The phrase "object clustering" refers to operations that need dispersed objects to be gathered in a certain

spot. In contrast to the foraging job, the item clustering task does not have a precise goal position for the

gathered items; rather, the purpose of this study is to cluster the objects together in close vicinity. When

there are several sorts of resources and clusters must be constructed for each type, I refer to this process
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as sorting because the items are grouped based on their type. In this circumstance, the job is referred to

as "sorting" since the items are grouped by type.

Similar to the foraging challenge, many item clustering situations imply that robots cannot identify

distant resources. As a result of this shortcoming, the default behavior while searching for resources is

a random pattern of wandering. Either the randomness of the robot’s movement is directly programmed

into the robot’s controller, or it is the result of robots altering their trajectory in reaction to the presence

of obstacles. As a result of robots transporting materials traveling at unpredictably fast speeds, clusters

form at random locations. This happens when a robot lacks localization equipment and there are no

designated delivery regions. Under clustering tasks, a robot is often characterized by short-distance

sensing and short-term memorization: in exceptional instances, robots are able to identify resources

at zero distance (such as when the robot touches the resource), but they cannot recall past resource

interactions. In light of these constraints, each robot’s choice on whether to gather or dump resources

at any given time or place can only be determined (deterministically or using a probability factor) based

on the limited representation of the environment that its capabilities permit. In order for the robots to

perform correctly, this choice must be taken. In most cases, the algorithms that execute how decisions are

made are based on intuitive considerations; but, in certain circumstances, artificial intelligence is used

to determine the choice. It is challenging for interactions between robots operating in the same area to

improve task execution performance when they are grouped together. This is due to the possibility of

robots interfering with one another. It is conceivable that increasing the number of robots utilized for a

certain task will not result in a linear increase in the system’s overall performance. This is also true if

more robots are utilized to complete the work.As a result, the vast bulk of research on clustering does

not investigate how robots interact with one another. There is an exception, which is represented by

situations in which robots have localization capabilities that enable them to form clusters in a "smarter"

manner: in this case, coordination between robots becomes crucial, and communication mechanisms

such as indirect communication [68] or direct communication [69] play a role in the global clustering

dynamics. There are exceptions to this rule when robots have localization skills that enable them to form

clusters.

The most of published research on clustering and sorting tasks, for instance, use robots incapable

of localisation. In these research, the clustering of items is the consequence of random environmental

interactions. In other research, robots are able to self-localize, and clustering is accomplished by the

deployment of a more deterministic strategy.

Probabilistic Cluster Formation

Due to the fact that robots cannot establish their position, can only sense adjacent items from a limited

distance, and do not recall the location of previous clusters, it is impossible for there to be a precise

place where objects must be grouped to fulfill optimality requirements. Nonetheless, emergent clusters

may be produced by using local sensing capabilities, allowing optimality conditions to be met. Nature

provides a plethora of intriguing behaviors that may be used as a foundation for the development of
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artificial systems for swarm robotics tasks. Various cluster formation methods have been inspired, for

instance, by the behavior of ants as they are sorting their brood, a fairly common occurrence in the real

world.

Deneubourg and colleagues [70], which was published, is one of the most often referenced articles

about this topic. They offered a basic way for automating the robots’ implementation of object grouping.

Randomly wandering across the arena, the robots retain a short-term recollection of the hurdles and

challenges they have previously encountered. The robots’ possibility of acquiring a new resource of a

certain kind is related to the number of items of the same type that they have encountered in the past;

greater quantities of objects of the same type encountered in the past correspond to lower probability

values. A robot holding an object, on the other hand, carries the chance of losing it, and this risk rises

as the robot progresses through the final phases and comes into touch with a growing number of similar

objects. Using computer simulations to illustrate their thesis, the authors illustrated how this basic

approach contributes to the formation of groupings of identical items.

In earlier simulation tests, it has been assumed that robots are capable of sensing their near surround-

ings. According to [71], robots and objects are placed on a two-dimensional grid of square cells, and

a robot that can move in any of eight possible directions can detect the presence and type of objects in

three of the eight cells surrounding its current position: the cell in the direction of its movement, as well

as the cells on its left and right. This allows the robot to go from one cell to the next in any of eight

conceivable ways. If the object’s kind differs from that of the objects on the robot’s left or right, it will

be picked up by a robot that is now holding nothing. If the type of the object is the same as the objects

to its left or right, the object is rejected.

According to Hartmann [72], an investigation was conducted into a scenario in which robots con-

trolled by neural networks are placed on a two-dimensional grid of square cells and are able to identify

the presence and type of objects in each of the eight cells surrounding their current position. The out-

puts of the neural controller enable robots to move forward and backward, turn left and right, pick up

and drop objects, and move concurrently in all directions. Using a genetic algorithm to generate the

settings of the neural controller enables robots to achieve outstanding results in grouping single-type

and multi-type items, according to the findings of the researchers. The clustering procedure described

in [73] is carried out using actual robots, each of which is equipped with a C-shaped front shovel that

can concurrently move up to two distinct items. In both cases, robots will randomly alter their move-

ment direction, but in the second scenario, they will release whatever is pushing them before changing

their own movement direction. Robots will continue to move in a straight route until they encounter an

obstruction or its shovel shows that more than two objects are being pushed. As a result of this essential

process, robots are able to combine everything into a single group by combining all of the components.

Maris [74] describes a further set of tests conducted using physical robots. In this situation, a

robot is unable to distinguish between objects that need to be grouped and other barriers, such as walls

or other robots; as a result, an avoidance mechanism is engaged whenever any form of obstruction is

spotted, prompting the robot to avoid the obstruction. Deactivating the frontal infrared sensor prevents

robots from detecting the existence of tiny items in front of them; as a consequence, these things are

18



moved until another barrier in a direction other than the frontal direction is recognized. This is how

the movement of clusterable objects is performed. Even though the authors note that slamming an item

against a wall leads it to become "lost," their studies always conclude with a tiny amount of ungrouped

objects as a consequence of this strategy. This is because the writers place the items at an angle against

the wall. For instance, according to Holland and Melhuish [75], robots are able to push goods and

identify obstacles. This clustering behavior is achieved by using an algorithm similar to that discovered

[73]. Robots can also distinguish between several sorts of things and can simultaneously pull one object

with one gripper and move backwards with another gripper. Using these abilities, the authors showed

that robots can sort things into two distinct categories, forming an inner cluster of objects of the first

kind that is surrounded by objects of the second type. This spatial arrangement is created when robots of

the second kind drag items of the same type for a certain distance before releasing them. Using a varied

pullback distance for various types of objects enables the object sorting approach described in [76] to

be used to more than two separate categories of objects. As seen in Figure 1, the robots dynamically

compute the pullback distance values for each type depending on the pace at which the different item

kinds come into contact with one another during the clustering activity. This is carried out in order to

attain optimal outcomes in terms of both type separation and cluster density. The authors employ an

evolutionary technique to determine the parameters of the distance adaptation algorithm that are optimal

for their specific conditions.

Vardy [77] employed virtual robots with visual skills to cluster things of many types that were

distinguished by color. This enabled Vardy to do clustering on objects of many types that had been

segregated by color earlier. Similarly to the studies described in [73], a C-shaped shovel is used to

gather and dump objects. The forward and reverse motions are utilized to acquire both the object pickup

and object deposit. Counting the amount of pixels of a certain color inside the range of vision of a

robot is one approach for detecting an item. If the robot is holding an item of a specific color and the

number of pixels of that color surpasses a specified threshold, the robot will release its grasp on the

object. This article discusses two separate applications of the method: In the most basic algorithm,

robots walk in straight lines when there are no obstacles in their route, and their interactions with things

arise from random encounters. In the improved algorithm, however, robots employ their vision system

to expedite the clustering activity by determining the direction of a target item to pick up or a cluster

where to deposit the object being carried, and then moving in the direction of the target. In the simplest

form, robots walk in straight lines when their route is unobstructed, and their interactions with objects

are minimal.

Using robots equipped with a sensor capable of detecting the presence of another robot or an object

in the line of sight, Gauci and his colleagues [78] estimated the movement direction and trajectory

curvature of the robots. Each of a robot’s left and right wheels is assigned a specified angular velocity

in response to its surroundings. This defines both the robot’s journey route and its trajectory’s curvature.

By squishing items together, it is possible to move them. A mechanism known as artificial evolution is

used to obtain the most optimum values for the angular velocity of the wheels for each conceivable value

of the sensor input (i.e. an item being detected, a robot being detected, and nothing being detected). It is
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noteworthy to note that clustering may be performed (although with lesser efficiency) even if the sensors

cannot recognize or discriminate robots from items. In their study, the authors proved that this strategy

may be used to cluster objects if the robot sensors have a sufficiently enough range.

Deterministic Cluster Formation

In the case that robots are endowed with the ability to position themselves in their environment, clus-

tering may be accomplished more efficiently by transferring encountered objects to a fixed location, as

opposed to relying on probabilistic methods. In order for the system to work successfully, it is vital

to have a coordination mechanism in place since all of the robots must agree on a common location to

group the goods. While each robot may initially select a random location and begin clustering there,

all robots must eventually assemble in a single, shared cluster to guarantee that the job is properly per-

formed. [69] is a way of obtaining agreement amongst robots based on direct communication: robots

that come into touch with one other share their current cluster position and determine probabilistically

whether or not to transfer to a place that is being utilized by another robot. In lieu of explicit commu-

nication, the robots in [68] are able to measure the size of the different clusters being formed and alter

their preferred cluster placement based on the observed sizes, giving larger clusters preference.

As a consequence of the usage of a positive feedback mechanism, the clustering dynamics may

be described as follows: an action done at a particular location increases the likelihood that the same

action will be repeated in the future at the same location. This circumstance is an excellent illustration

of stigmergy, which is a phenomenon seen in nature and imitated in artificial systems in which local

changes in the environment induced by past actions influence the execution of later actions.During the

clustering operation, the branding mechanism can be seen in two processes that are complementary to

each other. This process is to add items to the larger cluster (more likely to contain more objects in the

future) and to remove the objects from the smaller cluster (this will be done later by the cluster again

to increase the possibility of shrinking). Wang and Zhang’s implementation [71] found a "critical" size

such that clusters less than this size tend to vanish (i.e., the chance that robots remove things from them

is higher than the probability of adding new objects), and clusters bigger than this size tend to increase

over time.

When robot is endowed with the capacity to self-localize in their environment, clustering may be

performed more effectively by moving encountered objects to a predetermined location rather than using

probabilistic approaches. This may be accomplished by relocating objects to a preset position. Due to

the existence of a high number of robots in this situation, it is vital to design some kind of coordination

mechanism, since all of the robots must agree on a single position to cluster the items. Therefore, while

each robot may start the clustering process at a point of its choice, all robots must eventually converge

to a single, common cluster in order for the job to be accomplished. When robots collide, they transmit

their current cluster position and make a probabilistic decision to migrate to a spot already occupied

by another robot depending on the information they get. This is how robots gain consensus using the

method in the [69]. In [68], there is no overt or explicit communication; rather, robots may measure
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the size of the different clusters being created and adjust their preferred cluster placement depending on

the observed sizes, giving preference to bigger clusters.

The dynamics of clustering may be seen as the consequence of a process of positive feedback, in

which the execution of an action in a particular area increases the probability that the same action will

be performed at that location in the future. This is an instance of the natural phenomenon known as

stigmergy, which may be duplicated in artificial systems. It is defined by the fact that the execution of

future activities is dictated by local changes in the environment caused by previous activity. During the

clustering task, stigmergic mechanisms may be identified in two complimentary processes: the addition

of items to big clusters (which enhances the probability that further objects will be added in the future)

and the removal of objects from small clusters. Both entail the addition of items to bigger groups (which

increases the likelihood that those clusters will be shrunk again at a later time). Clusters that are lower

than the critical size tend to dissolve over time (i.e., the likelihood of robots removing things from them

is higher than the probability of adding new objects), but clusters that are bigger than the crucial size

tend to grow over time. Wang and Zhang discovered this essential size for their implementation in [71].

A Performance Measurement of Object Clustering

Performance measures of task that are frequently used to evaluate the efficiency of an algorithm include

the number of objects or clusters that are being created [69, 74], the size of the cluster that is the largest

[69, 79],the average cluster size size [79],and the amount of time needed to finish the task [73].

The completion of a job may be defined as obtaining a situation in which there is one cluster per

object type (where this is attainable with an acceptable probability) or where the number and size of

clusters satisfy stated conditions. Before the assignment to be regarded complete, both of these require-

ments must be completed. In [71], a performance measure in which each item type may be allocated a

different weight represents the proportion of tasks that were successfully done in the presence of objects

of several types. The measure is determined by comparing the size of all clusters to the total number

of items of a certain category. In [68], the fraction of a work that has been finished is calculated by

considering just the greatest cluster of items in each category. This statistic closely resembles the one

discussed before. Vardy et al. [68] employed a different statistic referred to as time-weighted comple-

tion to determine the temporal pattern of task progress that happened throughout an experiment. Using

multi-type object clustering, the pace at which a task is completed depends not only on how items of

the same kind are grouped together, but also on how objects of different types are segregated from one

another. These concerns are reflected in metrics that contain a compactness component (which assesses

the quality of clusters of identical things) and a separation component (which gauges the quality of

space between clusters of identical objects) (that measures the degree to which items of different types

are isolated from one another). As stated before, the presence of many robots operating concurrently

does not often result in a superlinear gain in performance. Inter-robot interference, on the other hand, is

likely to reduce the quantity of productive work that can be accomplished by each robot. As is intuitively

understood, the number of such events per robot increases as the number of robots increases, and as a
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result, the total number of interactions increases in a manner that is more than linearly proportional to

the number of robots present [73].

A Modeling of Object Sorting and Clustering

The work that was done by Martinolit al. [79], who developed a probabilistic model and applied it to

two different clustering scenarios, is one of the few attempts that have been made to construct a compre-

hensive mathematical model of the dynamics of clustering. In the approach, a sequence of probabilistic

events is used to describe occurrences such as robots entering the detection zone of a cluster, items being

added to or removed from clusters, and other events of a similar kind. In the method for controlling the

robot, the chance of each event happening is assessed by taking geometric factors into account. The

model was able to accurately forecast the dynamics of the cluster, as shown by the model’s creators

(using metrics such as the average cluster size, the number of clusters, the size of the largest cluster,

or the time required to create a single cluster). The problem of object clustering has been subjected to

a comprehensive and formal investigation by Kazadi et al. [80]. The authors of the study discovered,

through their research, that the ratio between these two probabilities, which is a function of cluster size

due to the fact that both probabilities are generally dependent on cluster size and is symbolized by g in

in [80], is an essential property of object clustering scenarios that determines the system. This ratio is a

function of cluster size because both probabilities are generally dependent on cluster size (expressed as

a number of clusters). By making careful adjustments to the g function in the robot’s implementation, it

is feasible to obtain the clustering dynamics that are needed in a certain circumstance.

3.4 Navigation

A collective navigation scenario is one in which localization skills with limited knowledge may approach

an unknown target with the assistance of other robots. This is done by the robot’s collaboration with

other robots. Since the focus of this category is on situations in which a single robot must reach its

destination while benefitting from the presence of other robots, scenarios in which many robots go to

the same destination are not examined.

Given that each robot in a swarm has a limited grasp of its immediate environment, information

sharing between robots is essential for a successful navigation strategy in a multirobot environment.

This information is often provided in the form of a distance estimate to the target, which may be stated

in a variety of forms, including Euclidean distance or hop count. Robots may interact in a variety of

ways, including directly across short distances and indirectly via their surroundings. Since a robot cannot

always assume the presence of nearby robots with which it can communicate or nearby messages left

in the environment by other robots, the majority of robot controllers include a random component that

causes the robot to move randomly until it receives information that enables it to optimize the navigation

task. This is due to the fact that a robot cannot always assume the presence of other robots with whom it

may interact or messages left by other robots in the environment. Once the first data has been acquired,

the robot’s behavior is typically more predictable, since it can then choose the most efficient path of
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travel.

Static Routing

set of landmarks whose location does not fluctuate while the robot is traveling is what is supposed to be

interpreted as the route that a robot travels when it is seeking for a given region. Only trials in which

the location of such markers in the environment is randomized dependent on the movement of robots in

the swarm are considered in this category. Cohen recommended deploying a robot swarm to drive an

agent to an indeterminate point in his 1996 article identified in [81] When a robot discovers a target, it

instantly stops traveling and starts reporting its finding to the other robots in the vicinity. It will be much

easier to reach a bigger area of the arena if the swarm merely replicates this way and utilizes it. The

wireless signals provided by robots in [82] form a pheromone gradient, which is akin to the chemical

pheromones produced by ant colonies. By following this gradient, any location with at least one robot

within communication range may quickly arrive at the destination.

Dynamic Routing

In the previous paragraph, the path of a robot is specified by a series of landmarks represented by

robots or markers dropped by robots. Using robots as landmarks has the issue of devoting a significant

amount of resources to a single robot; nevertheless, executing a strategy involving indirect communi-

cation between robots (communication through the environment) presents practical obstacles. These

challenges may be avoided by the use of direct communication and non-static robot placement. The

robot’s path from its present position to the goal is determined using more advanced algorithms using

these approaches. The robots that Sgorbissa et al. [83] equipped with limited sensing and communica-

tion capabilities navigated using the following method. When a robot recognizes the position of a target,

it alerts other robots in its line of sight so that they may move closer to it. With this technique, chains

of robots in line of sight send information on the estimated distance to the target, which is determined

either directly (if the target is in line of sight) or by adding the distance to the next robot in the chain to

the stated distance to the target. The method is compatible with mobile robots and does not need fixed

robots. "Ghost" robots: If a robot seeking a target detects another robot transmitting information on

the estimated target distance, and the transmitting robot moves in the environment such that it becomes

invisible to the first robot or increases its distance to the target, then the first robot moves toward the pre-

vious location of the second robot, as if a "ghost" robot were still transmitting its target distance from the

previous location. Ducatelle et al. [84] proposed solving the navigation problem with a dynamic routing

algorithm in which the route between a robot and a target location (expressed as a sequence of inter-

mediate nodes) is continuously updated and optimized based on the current configuration of the swarm.

This technique is successful in congested areas with low robot density and intermittent communication

between robots.
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A Performance Measurement of Navigation System

Comparing the time required for a robot to achieve its target [85] to the time required for a non-

cooperative approach such as a random walk is typical practice [86]. If I want to assess the perfor-

mance of a distributed algorithm, you may use non-cooperative methods, but if you want to study the

performance of a navigation technique, you can discover the shortest path between two locations. This

is corroborated by a number of studies, such as [83, 84] in which the average time required to reach the

destination decreased as the number of robots grew. The reduced length of time required to reach the

target’s position comes at the expense of the swarm potentially using a large quantity of its resources.

The cost is determined as the total amount of time devoted to the navigation method of a single robot

by all members of the swarm in [86], and simulation tests demonstrate that it exceeds the average. As a

result, it may be required to strike a compromise between navigation performance and swarm resource

use while developing a distributed navigation algorithm.

3.5 Path Formation

In the area of swarm robotics, "path formation" refers to the method by which robots build a route in the

environment that links two locations, hence minimizing the amount of time required to travel between

those locations. Because the path is often represented by a fixed or moving chain of robots, this process

is also known as chain generation. Path construction is a common occurrence in the foraging habitat.

This is due to the fact that robots often exchange places of interest and, as a consequence, gain from

exchanging knowledge on how to go there. This section discusses research that focuses on situations

involving two distinct objective sites and the necessity for robots to effectively navigate between them.

In past studies, the problem of route construction was addressed primarily via the use of pheromone-

based, probabilistic, and evolutionary-based techniques. When communicating robots exchange local

messages indicating their present location in reference to the route being built, a system comparable to

pheromone communication is established. Extensive study has been conducted on pheromone transmis-

sion for the foraging job, where it is utilized to dynamically create optimal routes between the depot

and plentiful food sources. This dynamic method allows robots to explore new parts of the environment

until both places of interest are identified and an optimal route is built between them. Using probabilis-

tic approaches, a robot chain is generated as a series of random events dictated by robots entering and

departing the chain. In evolutionary approaches, robot behavior is modified based on a fitness function

that measures the quality of a route between two sites. In [87], for instance, robots are controlled by a

basic neural network whose parameters are generated using a genetic algorithm, and the fitness function

rewards robots according to the number of times they go between two target sites. An other example of

an evolutionary approach is the genetic algorithm.

Stationary Robot Chains

In order to establish a stationary robot chain, a succession of robots within sensing or communication

range of their two neighbors must link two target sites. This causes the robots to operate as a chain. In
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order to go from one site to another, a robot without a chain need just follow the same route as stationary

robots. During their time spent foraging, Werger and Matari (cite: Werger 1996 Robotic) constructed

a network connecting the depot to a food supply. Szymanski et al. [88] used the notion of a virtual

pheromone to provide navigation information to a network of networked robots in order to determine

the quickest path between two places. Their work was mentioned as "Szymanski2006distributed." After

then, the robots in the near neighborhood interact through line-of-sight. The messaging algorithm en-

ables each robot to determine the fastest path and communicate this information to the other robots in

the network. The authors give proof that their strategy is effective in demanding conditions, including a

labyrinth-like arena.

Robot Flows

When robots routinely go between two goal locations, a positive feedback loop is triggered. As a result,

route creation occurs when a robot follows a path, which increases the likelihood that future robots may

travel the same (or a similar) route in the subsequent iteration. Numerous studies have been undertaken

on foraging, and one of the processes discovered is a positive feedback loop in which several robots

walk the same path to the depot or food source. This technique is used by both cooperative memory

sharing [48] and pheromone transmission [51, 52].

3.6 Task allocation

Task allocation or division of labor refers to the capacity of each robot in a swarm robotics system to

dynamically adjust the task it does based on its own local knowledge of the surroundings. With this

feature, robotic systems may demonstrate effective work dynamics by altering the proportion of robots

engaged in a given job (or not engaged in any activity) in response to the task’s current demand or the

anticipated reward from task completion. This allows the systems to optimize their efficiency. Although

robots have limited sensory capabilities, which prevents them from directly measuring the global status

of their surroundings, local interactions among the robots and their environment may be utilized to

modify the behavior of individual robots in order to increase the swarm’s overall efficiency. This may

help robots collaborate more successfully. The great majority of work allocation and assignment systems

are either based on thresholds, where robots switch operations when an observable quantity surpasses a

predefined amount, or on probabilistic metrics.

Threshold-based methods

In threshold-based approaches, robots monitor some feature of their environment and adjust their be-

havior when the quantity exceeds a specific level. The observed amount may be global, in which case

it pertains to a global condition of the environment that all robots are able to monitor, or it may be lo-

cal, in which case it pertains to local environmental factors. It is conceivable that the threshold value

will be modified. Due to the fact that homogenous robots use the same control algorithm and threshold

value, it is feasible for a large number of robots to switch activities simultaneously when the threshold
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is exceeded. This may result in undesirable oscillations in the swarm’s dynamics. It is advised that I can

use local numbers and/or flexible criteria. If the energy level in the storage facility falls below a certain

threshold, robots will begin searching for resources to collect. Alternately, methods of task allocation

may be determined based on the amount of time each robot spent in previous searches.

Probabilistic methods

In probabilistic approaches, a robot’s decision to change activities at any given time is made at random,

based on a probability value that is often modified in response to external inputs. These probabilities are

used to forecast the potential outcomes of future occurrences. Though all robots are operated by the same

probability value, a large number of robots cannot switch activities simultaneously because each robot’s

control algorithm has a random component. This inhibits the switching of activities simultaneously.

According to the concept that robots should only engage in an activity if there is a high possibility of

success, each robot is capable of calculating probability values based on past experience gathered when

engaging in a specific activity. These values are equivalent to the threshold values used in threshold-

based techniques. One of the other tactics utilized in the foraging scenario is sensing a stimulus in such

a manner that an action is more likely to occur when the related stimulus is stronger [89]. Another

method that has been used is indirect sensing of the fraction of robots engaged in a particular activity

compared to the effort necessary for that tasks [90]. The great majority of presently accessible works

use distributed task allocation algorithms to assign tasks to robots that must seek and utilize scattered

environment resources. Based on data acquired locally, the algorithms that control robotics allow each

robot to estimate a global feature of the environment. Foraging is often included in case studies on the

allocation of everyday tasks.

Foraging

In the scenario involving foraging, task allocations are employed to determine when each robot should

forage and when it should rest. The literature suggests two primary concepts for regulating robot ac-

tivity: predicted success, which determines when robots seek resources, and stimulation, which decides

when robots look for resources. Parker [91] uses motivating behavior to decide when to start and stop

searching in swarm robotics. Impatience and acceptance control robot activity: Achieving a threshold

value of impatiencetience causes a robot to start searching while failing to achieve one causes a robot

to stop searching. The impatience of idle robots in the arena decreases when other robots in the vicin-

ity signal that they are engaged in the search. On the other hand, the acceptance of searching robots

increases, guaranteeing that a significant number of robots do not do the same task simultaneously. Ac-

cording to the [17], Liu used a higher amount of signals to regulate the robot’s behaviors. Each robot

keeps track of its seeking time threshold, or the maximum amount of time it may spend looking for re-

sources before returning to the storage facility, as well as its rest time threshold (time between foraging

activities). The rate of resource collection success, the frequency of robot collisions, and the level of

social engagement all have an influence on these two variables, which all change over time (results of
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the search activity of other robots). According to the authors, threshold variation is an adaptive mecha-

nism that allows robots to adapt to their surroundings. [Bibliography required] The robots that enter the

storage facility emit a pheromone that signifies the success of their search. Utilizing a genetic algorithm,

the researchers developed a near-perfect mix of adaption parameters for each robot’s time thresholds.

When a seeking robot approaches the end of its assigned time without finding any resources, it returns

to its nest. Previous successes and failures in the collecting of resources impact the possibility that a

robot will leave the depot to hunt for resources while it is in the depot. Specifically, everytime a search

operation concludes (successfully or unsuccessfully), this likelihood is raised or lowered proportionately

to the number of successive successes or failures. In this way, each robot is able to learn how difficult it

is to seek resources in the environment, and the total number of robots foraging across the planet rises

according to the quantity of resources accessible to collect. The researchers observed that this strategy

outperformed a more conventional alternative in which the probability of quitting the company was held

constant. Due to the updating of the probability value based on the outcomes of the foraging, robots

with a greater rate of success during the foraging process are less likely to be resting than robots with

a lower rate of success. This conclusion is explained by the fact that even minute modifications in the

robots’ mechanical design might affect their foraging ability [92].

According to the findings of Campo and Dorigo [93], an army of robots that forage for food might

swiftly refill their energy reserves. The decision algorithm of each robot uses this equation to evaluate the

efficacy of the many possible actions, and then updates its control parameters (which are the probability

that it will execute particular actions while foraging) based on the findings. The authors show that

robots are capable of dynamically learning the optimal values for their control parameters, even when

unforeseen changes in the environment’s features result in a performance loss. They think that the

decline in performance might be linked to a phenomenon known as the "memory effect," which impairs

the capacity to adjust appropriately to new environments. An increase in stimulation leads to an increase

in the number of robots actively doing their duties. Resting robots’ foraging activity is stimulated by an

increase in stimulus, resulting in an increase of food at the depot and a drop in stimulation. Since food

depletes over time if no new food is delivered to the depot, a rise in stimulus stimulates foraging activity

in resting robots, resulting in an increase in food at the depot and a reduction in stimulation. Using

something called an activation threshold, Krieger and Billeter [64] were able to control the robots when

their energy levels went below a specific point. When this occurred, resting robots would immediately

begin seeking for supplies. Using a heterogeneous strategy in which each robot has its own threshold,

it is feasible to simultaneously halt the search of all currently resting robots. Every every robot in the

cite-castle2013 job makes a probabilistic determination based on the response threshold parameter. This

parameter, which controls the robots’ input sensitivity, is defined as follows: Foraging may be broken

down into two subtasks: gathering and storing the goods discovered. Brutschy et al. explain [90] which

can transports a resource from a source zone to a task interface region, where it waits for another robot

engaged in the other sub-task and then transfers the resource to it. Likewise, if no other robots are

presently working on the other subtask, a storage robot will wait at the task interface zone. Robots that

assess the amount of waiting time and switch probabilistically between two subtasks while waiting at the
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task interface may get dynamic task allocation. The amount of time spent waiting while doing each of

the two subtasks is included into the probability value calculation. This data is merged with the amount

of time currently spent waiting. Using an autonomous design process that is based on grammatical

evolution, a swarm of robots may be able to dynamically divide into two specialized groups. This would

enable them to take advantage of an environment feature that supports division of work.

Other Tasks Allocations

Agassounon et al. [94] developed a mechanism for assigning tasks. In this strategy, robots gather re-

sources that have been randomly distributed into a single cluster. The amount of resources that are

dispersed across the environment reduces with time, meaning that the likelihood of each robot finding

resources to gather (and, therefore, their job efficiency) decreases over time. If, after a particular period

of time, a robot’s search activity has not yielded any resources, the tasks allocation system will instruct

it to cease its search and shift it to a place where it may rest. This method increases the swarm’s effi-

ciency by reducing the number of robots doing unnecessary tasks, while ensuring that the main purpose

is fulfilled (clustered all resources). In [95], robots are tasked with discovering and eating one of two

randomly placed types of resources. The purpose of the swarm is to distribute robots among resource

categories according to the total amount of resources available in each category. Robots outfitted with

camera vision systems are capable of identifying around resources and other robots. The authors’ dis-

tributed control technique for this situation requires the robots to periodically analyze their surroundings

and probabilistically modify the current task (i.e. change the sort of resources to consume). According

to simulation test findings, the robot swarm is capable of adjusting the percentage of robots assigned to

each task to match the quantity of each kind of resource available in the environment.

A Performance Measurement of Task Allocations systems

The behavior of swarm robots will be guided by work allocation algorithms based on their anticipated

utility. Assume that robots use energy at a rate proportionate to the jobs they are doing, that completing

tasks generates energy income, and that the goal of the swarm is to maximize the net energy income.

Foraging swarm efficiency has been measured by comparing the quantity of resources gathered to the

time spent searching for them [95], the net energy income to the amount of environmental energy, and the

average time spent by robots retrieving a resource [96]. Castello et al. [89]in order to adapt the usage

of the average deviation of the energy level as a measure of performance. [64] employs the lowest

energy level recorded during an experiment as a measure of swarm resilience, while [95] adaptive uses

the average variation in energy level as an indication of performance. When it comes to tasks that need

the cooperation of several individuals, the swarm aims to do them as quickly and efficiently as possible.

Counting the number of robots currently working on a certain project may be used to assess resource

use. In [94], the distribution efficiency of the swarm is measured by comparing the average cluster size,

a metric of job completion, to the average number of active workers. This indicates how well the swarm

is able to distribute available resources.
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3.7 Other tasks for swarm robotics

This section include several other tasks for swarm robotics with some examples. 1) Odor source local-

ization; Finding an odor’s source in the environment is the odor source localization issue. 2) Object

assembly; A swarm handling the task of constructing buildings from items found in the environment in

object assembly and construction challenges. 3) Morphogenesis and self-assembly and ; Morphogenesis

is the transformation of organisms into new forms.Self-assembly occurs when autonomous robots can

physically join with each other via simple local interactions. The well-known swarm-bots project is a

research program that resulted in the creation of s-bots, which are physical robots. Through the use of a

gripper and a connecting ring, these s-bots may interact with one another [97].

3.8 The central-place foraging algorithm (CPFA)

Figure 7: The illustration of the CPFA [2].

A robot swarm foraging algorithm known as a central-place foraging algorithm (CPFA) is one that

compensates for the diminishing returns observed during the whole collecting process. The robots’

actions are fashioned after those of a particular type of desert seed harvester ants that are limited to brief

foraging periods during which not all available prey may be gathered [98], [99]. Therefore, robots are

intended to gather as many targets as feasible, but not optimally. Hecker et al. [100] imitate ant behaviors

that regulate memory, communication, and locomotion, as well as an evolutionary process that shapes

these behaviors into foraging methods that promote error-tolerance, flexibility, and scalability under

variable and complicated environmental circumstances. The source for this article is Beyond Pherom

(2015). Individual robots are more likely to remember or relay the positions of grouped objects. This

enables the robot swarms to locate their targets more effectively. Swarms that have adapted to a particular

environmental condition will use foraging strategies that involve the appropriate movement patterns and

communication strategies. In prior studies, evolving swarms effectively foraged by maximizing resource

collection during a one-hour experimental window. However, resource consumption rates tend to fall

dramatically when just a small, unevenly distributed share of remaining resources remains.

A distributed deterministic spiral algorithm (DDSA) is a kind of CPFA that generalizes the spirals

search pattern to apply to robot swarms [101] Before the DDSA can specify the interconnecting spirals

for a collection of robots, it must first estimate the distance that each robot must travel along each edge of

its unique spiral 9. For the purpose of calculating the spiral paths, it is necessary to know the following
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Figure 8: The illustration of DDSA. Utilizing the spiral search pattern, the robots should traverse a

continuous plane. They will begin at a central collecting location and move outward. The targets are

shown as little gray cylinder in a distribution that is only partially clustered.

information: 1) the total number of robots, so that there is sufficient space for all of them; 2) the target

detection range of the robots, so that there is no space between the spirals; 3) how far into the spiral the

robot is, given that the spiral grows larger over time; and 4) the index of each robot in a specific order.

The ARGoS [102] is a swarm robot simulator which can be use to implement DDAS. ARGoS support

for high-fidelity ODE physics engines enables the accurate detection of collisions between robots. 320

new states are created every second by the two-dimensional physical solvers while the simulation is

running.

3.9 The multiple-place foraging algorithm (MPFA)

In addition to the immune system, the major inspiration for the multiple-place foraging algorithm

(MPFA) was the observed behaviors of groups of monkeys and insects. For example, polydomous

Argentine ant colonies consist of many depots that occupy hundreds of square meters [24] and [103].

Within the MPFA, a group of robots may be organized to do complex real-world tasks jointly. Collective

foraging is one such activity in which robots search for, pick up, and dump things inside a collecting

zone. Compared to the central-place foraging algorithm (CPFA), foraging performance decreases as

swarm size and search regions increase: more robots result in more interrobot collisions, and larger

search regions result in longer travel durations. Lu et al. [26] introduced the multiple-place foraging
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Figure 9: Using the k-means++ clustering method, an example of a dynamically assigned depot. Depots

(dark red solid circles) are positioned at the cluster centers. The targets (black squares) are divided into

four distinct groups (red ellipses).

algorithm with dynamic depots (also written as MPFAdynamic) in an attempt to address these concerns.

Initially, the Depots are specialized robots that are placed around the search area. Each depot has the

potential to transport a variety of targets. The positions of recently found local targets by robots are

utilized to direct the movement of depots to their centers. The geographically dispersed design shortens

the time required for robots to shift themselves and reduces the frequency of robot collisions. I de-

scribe robot swarms that act like foraging ants using the MPFAdynamic strategy and a genetic algorithm

to enhance their behavior. The ARGoS robot simulator is used to model these robot swarms. Robots

using the MPFAdynamic are faster at locating and collecting targets than those utilizing the CPFA or the

static MPFA. The dynamic MPFA performs better than the static MPFA even when the static depots

are appropriately positioned using global information, and it performs better than the CPFA even when

the dynamic depots transport targets to a central location. In addition, the MPFAdynamic grows up more

efficiently, therefore the advantage over the CPFA and the static MPFA is even more apparent in expan-

sive regions (50 x 50 meters). When simulated error is incorporated, the performance of all algorithms

declines, but the MPFA maintains a performance edge over the other choices. According to this study,

dispersed agents that dynamically adapt to the local information in their surroundings provide a more

flexible and scalable foundation for swarm robotics than previously thought.

3.10 Simulators for Swarm Robotics

The swarm robotic systems research requires a substantial number of physical robots, making it difficult

for many research groups to support [77]. Using the currently-being-created computer simulation, it

is aimed to visually examine the structures and algorithms. Even though the study of real robots is

the final objective of the research, it is often extremely beneficial to do simulations before going on to

examine real robots. Simulations are often more efficient, affordable, and user-friendly than their true

counterparts. They are also easier to install. In this section, an overview of widely used simulation
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systems is provided.

Figure 10: The ARGoS simulator for swarm robotics.

ARGoS

ARGoS [102] is a multi-robot simulator with a multi-physics engine that simulates massive hetero-

geneous swarm robotics in real time. ARGoS offers a high degree of both flexibility and efficacy as a

consequence of its modularity in terms of design, parallelism in execution, and composability of objects.

ARGoS is the most effective technique for modeling the physics of hundreds, or even tens of thousands,

of robots. In contrast to other simulators, each ARGoS object is referred to as a plug-in entity, and it is

both easy to develop and simple to utilize. In this method, various physics engines may be employed

in a single experiment, and robots can migrate from one to another in a manner that is imperceptible to

the naked sight. According to the research, ARGoS can simulate around 10,000 wheeled robots with

their whole dynamics in real time. ARGoS has the extra capacity of being included concurrently in the

simulation.

Player/stage

The Player Projectt [104] produces one of the most well-known simulators and aims to give free software

for use in robot and sensor research. The Player Project is employed extensively. The Player project is

a robot server that provides researchers with total control and access to the robotic platform, sensors,

and actuators. Stage [105] is a scalable simulator that interfaces with Player and can simulate up to one

thousand mobile robots in a two-dimensional map simultaneously. In Stage, physics are simulated in a

fully kinematic way, and noise is not considered.
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Gazebo

Gazebo [106] is a robot simulator that adds three-dimensional outside scenes to stage. It replaces the

simplistic physics engine in Stage with an ODE-based physics engine that generates realistic sensor

input. In addition to its native interface, Gazebo offers its users with the more familiar Player interface.

This approach allows the controllers designed for stage to be used in Gazebo and vice versa.

ÜberSim

The Carnegie Mellon University ÜberSim [107] is a simulator developed to provide rapid validation of a

program prior to its uploading to real-world robot soccer environments. UberSim makes use of the ODE

physics engine for more realistic movement and interaction. Even though it was originally designed for

soccer robots, the C programming language may be used in the simulator to construct custom robots and

sensors, and the program can be sent to the robots over TCP/IP.

3.11 Foot-bot

Foot-bot was developed as part of the Swarmanoid Project [108] at the Collège Polytechnique Fdrale

de Lausanne in Lausanne, Switzerland. The foot-bot is a differential drive robot with a 13-centimeter-

diameter and 28-centimeter-tall circular chassis. The maximum velocity is 30 centimeters per second.

Through the use of a docking ring and a gripper, it is possible to connect it to more foot-bots or hand-

bots, allowing it to be mechanically modular. Additionally, the base of the foot-bot is equipped with

eight infrared sensors. These sensors detect reflected gray tones and serve as proximity sensors all

around the robot’s spherical chassis. Additionally, the foot-bot is equipped with 13 LEDs, 12 of which

are located on the circular ring and one on the top. The foot-bot is also equipped with two cameras, one

of which is positioned on the front of the bot and the other of which has a 360-degree field of vision.

It has both a short range sensor that can detect distances between 40 and 300 millimeters and a long

range sensor that can measure distances greater than 300 millimeters (200 - 1500 mm). The Range

and Bearing approach is used to verify that data is correctly sent between foot-bots. The foot-bot is a

good robot for swarm applications because to its high degree of sensing skills, mechanical flexibility,

interaction with other robots and the environment, small size, and ability to switch batteries on the spot.

These characteristics make it an ideal contender for such applications. With the aid of the foot-bot,

experiments involving autonomous and decentralized swarms, recharging robots, and self-assembling

robots may be conducted. This research employs proximity, range and bearing, positioning, LED, and

ground sensors and actuators, respectively.

3.12 Job Shop Problem (JSP)

The notion was first designed for the scheduling of work in a job shop, however it now has much more

uses than just that one case. In the domains of computer science and operations research, the job-shop

problem (JSP) is an optimization challenge [109]. We given n jobs, J1, J2,..., Jn, each of which has a
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Figure 11: An example of Travelling Salesman Problem

distinct processing time and must be scheduled on m machines, each of which has a different processing

speed, all while striving to lower the makespan, which is the time it takes to complete the full schedule.

This is an instance of a general scheduling issue (that is, when all the jobs have finished processing).

In the job-shop scheduling system, each work is divided into a series of operations denoted O1, O2,...,

Ok that must be completed in a certain order. Each task can only do one operation at a time, since each

activity requires its own dedicated machine. The laid-back environment of the flexible work shop, where

any activity may be performed on any of a variety of machines, is a favorite hobby of many.

The disjunctive graph [110] and [111] is one of the most used models for expressing job-shop

scheduling problems. The following is a mathematical formulation of the problem: Let J = {J1,J2, . . . ,Jn}
and M = {M1,M2, . . . ,Mm} be two sets of jobs and machines, respectively. Each Mi in the problem rep-

resents a machine, and each Ji represents a task. Let X represent the sequence of all tasks allocated

to each machine, so that each work is performed by precisely one machine; x 2 X can describe as a

n⇥m matrices in which column i specifies the tasks that machine Mi will do in sequential order. As an

example, the matrix.

x =

0

BB@

1 2

2 3

3 1

1

CCA

indicates that machine M1 will do the three tasks J1,J2,J3 in the order J1,J2,J3, whereas machine M2

will perform the tasks in the sequence J2,J3,J1. The cost function C may be understood as "A process-

ing completion time", and the objective is to discover an assignment of tasks x 2 X for which C(x) is

minimal.

3.13 Travelling Salesman Problems(TSPs)

The travelling salesman problems(TSPs) are the optimization problems that solving the question "Given

a list of locations and the distance between each pair of locations, what is the shortest route to visit all

locations?". This problem an NP-hard problem in an optimization problem. TSPs can be modelled as

an un-directed weighted graph that starts and ends at a specific vertex after each vertex has been visited
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exactly once. If there is a solution to the problem, the model is the complete graph, where each pair of

vertices is connected by an edge.
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IV A Mobile Conveyor Belt

A conveyor belt is commonly used to transport huge volumes of things swiftly and efficiently. I presented

a novel conveyor system called a mobile conveyor line that can configure itself automatically to transport

goods to a specified location. I study the reachability of a mobile conveyor line and present an algorithm

to verify the reachability of a specified location, as well as the algorithm to offer a configuration for

connecting multiple mobile conveyor belts to reach the locations. This system can be suitable for the

locations where it is difficult to install a conveyor line, such as disaster zones. One challenge of a mobile

conveyor system is how to form the conveyor line by multiple mobile conveyor belts that transports

goods from start location to end location. Some locations cannot be reached regardless of how the

conveyor belts are connected, due in part to the physical limitations of a mobile conveyor belt (e.g.,

they cannot tilt at a wide angle) and in partly due to the insufficient number of mobile conveyor belts.

In addition, as the number of mobile conveyor belts rises, the number of possible configuration grows

exponentially, causing computational difficulty in generating the correct configuration to organize the

mobile conveyor lines.

4.1 Introduction

Many engaging activities for mobile robots include transporting goods between locations. However,

mobile robots are not designed for efficiently transporting a large number of goods. As an example,

suppose I need to move many valuable items out from a disaster area in a rescue mission. Robots such

as those who took part in the DARPA Robotics Challenge have a limited payload, and hence they must

make numerous round trips to relocate many items to safer places. The robots with a high payload (e.g.,

Clearpath’s Grizzly robotic utility vehicle) can complete the task in a less time, it is better to deploy

conveyor system to help robots move the goods: the conveyor systems are responsible for moving the

objects, while the robots are concerned with loading and unloading objects to and from the conveyor

belts. Everywhere, conveyor technology is utilized to transport materials along factory assembly lines

or as a route of transportation (such as escalators). Therefore, conveyor systems can play a significant

role in robotic systems for logistics that emphasize high throughput.

Today, the majority of conveyor belts are intended for stationary use in interior environments (such

as conveyor systems in assemble lines.). A small number of conveyor belts are labeled as "portable" and

can be transported by employees to outdoor places. The portable conveyors of Miniveyors, as depicted

in Fig. 1, can reportedly transport up to 20 tons per hour, making them appropriate for building sites,

mining, landscaping, archeology, and catastrophe debris clearance. 1 These portable conveyor systems

enable the efficient and rapid transfer of a wide variety of items, making them an ideal companion for

robots on rescue missions. However, these portable conveyor system still have to be installed by human,

making deployment in severe conditions such as disaster zones challenging. Therefore, I proposed to
1http://www.miniveyor.com/miniveyor.html

36



Figure 12: A mobile conveyor belt.

regard conveyor belts as robots and research conveyor belts with their own movement. I refer to these

robots as "mobile conveyor belts." In this research, I offer a mobile conveyor belt, which consists of

a conventional conveyor belt attached to a movable platform (see Fig. 12)). The goal of this research

is to study how to have a number of mobile conveyor belts independently organize themselves without

human assistance.

A challenge part of this mobile conveyor system is how to connect multiple mobile conveyor belts

to form a conveyor line that can transfer goods from one location to a given location. Some locations

simply cannot be reached regardless of how the conveyor belts are connected, , be partly due in part to

the physical limitations of mobile conveyor belts (e.g., they cannot tilt at a wide angle) and in part to a

lack of mobile conveyor belts. Moreover, as the number of mobile conveyor belts increases, the number

of possible configurations of the mobile conveyor belts grows exponentially, making it computationally

difficult to generate the configurations to form a conveyor line without unnecessary mobile conveyor

belts. To address these concerns,

• I formulate a complete set of equations to characterize the set of places that a mobile conveyor

belt can reach given its physical constraints the hardware;

• I propose a probabilistic algorithm for determining whether it is feasible to link a position to a

destination on the flat surface using N mobile conveyor belts;

• I offer a method for generating a proper configuration for all conveyor belts if a probabilistic

algorithm demonstrates the existence of such a configuration.; and

• I present a heuristic methods to increase probability that algorithms in 3D settings will discover a

solution.
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This section is organized as follows. Section 4.3 defines the automatic configuration problem, and

Section 4.4 examines the reachability of a mobile conveyor belt, and Section 4.5 explains how to offer

a configuration for conveyor lines. Section 4.6 describes the configuration generation algorithm and

presents heuristics to speed up the algorithm. In Section 4.7, i presented an experiment result to evaluate

the algorithm. Finally, I conclude in Section 4.8.

4.2 A Mobile Conveyor Belt

As seen in Fig. 12, a mobile conveyor belt consists of a movable platform with a conveyor belt. A mobile

conveyor belt has three parts: a mobile part, an adjustable part, and a conveyor part. The conveyor part

is connected to the adjusting part. The mobile part is a mobile platform that uses wheels to move around

for adjusting the location of the mobile conveyor. The adjusting part has two functionality as height-

adjustment and pitch adjustment. 1) In Fig. 12, a height adjustment is implemented to lift a conveyor

part using x-lift, but it can be implemented in various ways. 2) The pitch adjustment is implemented by

a servo motor located at the junction of a adjusting part and a conveyor part. The conveyor slope can be

controlled by the servo motor. The conveyor part is a conveyor belt that transports goods in a continuous

stream from one location to another.

L 

h 

θ Δ 

Starting 
point 

End 
point 

Figure 13: The design of the mobile conveyor belt. The mobile conveyor belt can move objects from

starting point to end point.

I have mathematically defined mobile conveyor belts as shown in Fig. 13. Let q represents the pitch

angle between the conveyor part and the horizontal plane, L represents the length of the conveyor part,

and h represents the height of the conveyor part’s center from the ground.

The mobile conveyor belts are pitch-adjustable with a minimum pitch angle Qmax and a maximum

pitch angle Qmax (i.e.,�Qmax  q  Qmax). The mobile conveyor belts have the same maximum pitch

angle in both counterclockwise and clockwise directions. Let a starting point is the point where the

objects enter the conveyor part, and an end point is the point where the objects exit the conveyor part.
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Depending on the pitch angle, a difference in height between a starting point and an endpoint occurs. In

addition, the mobile conveyor belts are height adjustable with a maximum height Hmax and a minimum

height Hmin. (i.e., Hmin  h  Hmax). However, the length of the conveyor part is not adjusted.

4.3 Configurations of Mobile Conveyor Lines

A mobile conveyor line comprises of N number of mobile conveyor belts interconnected at their terminus

to organize the conveyor line. In the mobile conveyor line, each mobile conveyor belt can specifications;

L, Hmin, Hmax, and Qmax can be different for each mobile conveyor belt. An end point of one conveyor

belt and a starting point of another conveyor belt are connected together by some mechanisms. If there

is no mechanism to physically join two conveyor belts together, two conveyor belts can be connected

by stacking one conveyor belt over another , as shown in Fig .??. In the latter scenario, I assume

that objects can be dropped from one conveyor belt to another conveyor belt by some distance. Let

Dmin and Dmax be the minimum and maximum dropping distance that objects can withstand, such that

Dmin  d  Dmax where d is the dropping distance. If there are some mechanisms to join conveyor parts

of mobile conveyor belts or if objects cannot be dropped, I assume that Dmin = Dmax = 0.

Let t1, t2, . . . , tN be the N mobile conveyor belts that constitute a mobile conveyor line on the flat

surface. Let fi and (xi,yi) represent the heading of the ti and the coordinates of the center location of ti,

respectively. Since a mobile conveyor belt cannot rotate without rotation of a mobile part, the heading

of the conveyor part is the same as the heading of the mobile part. Let qi and hi be the pitch angle

and the height of ti as depicted in Fig. 13. To simplify the analysis, I assumed all mobile conveyor

belts which consists of the same mobile conveyor line are identical. A configuration of ti can be repre-

sented by 5-tuple (xi,yi,fi,hi,qi). The coordinate of the starting point of ti is (xstarti ,ystarti ,zstarti ) = (xi�
(L/2)cos(qi)cos(fi),yi�(L/2)cos(qi)sin(fi),hi�(L/2)sin(qi)), and the coordinate of the end point of

ti is (xendi ,yendi ,zendi ) = (xi +(L/2)cos(qi)cos(fi),yi +(L/2)cos(qi)sin(fi),hi +(L/2)cos(qi)sin(qi))

But the analysis can be easily generalized to the case of mobile conveyor belts as follows. L be a Li that

is the length of the conveyor part of ti, qi be the pitch angle between �Qi
max and Qi

max where Qi
max be

the maximum pitch angle of ti.

A goal of a mobile conveyor line is to move objects that enter the scene from an entry point go out to

exit point. Let (xentry,yentry,zentry) is a coordinate of entry point and (xexit,yexit,zexit) is a coordinate of

exit point. An The purpose is to determine h(xi,yi,fi,hi,qi)ii=1..n configurations for n mobile conveyor

belts, where 1  n  N, such that the following constraints are satisfied:

C1) xendi = xstarti+1 and yendi = ystarti+1 for 1  i < n (i.e., the x-coordinates and y-coordinates of the end

point of a belt is equal to that of the starting point of the next belt);

C2) xstart1 = xentry, ystart1 = yentry, xendn = xexit, and yendn = yexit (i.e., the x-coordinates and y-coordinates

of the starting point and the end point of the conveyor line are equal to that of the entry point and

the exit point, respectively);

C3) Dmin  zendi �zstarti+1 Dmax for 1 i< n (i.e., the vertical gap between two consecutive belts cannot

be too large or too small);
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C4) Dmin  zentry� zstart1  Dmax and Dmin  zendn � zexit  Dmax i.e., the vertical gap between the entry

point and the conveyor line as well as the vertical gap between the exit point and the conveyor line

cannot be too large or too small);

C5) Hmin  hi  Hmax and �Qmax  qi  Qmax for 1  i  n (i.e., the height and the pitch angle must

be within their limits); and

C6) zstarti � 0 and zendi � 0 for 1  i  n (i.e., the belts cannot go under the flat surface).

where

• xstarti = xi � (L/2)cos(fi)cos(qi);

• ystarti = yi � (L/2)sin(fi)cos(qi);

• zstarti = hi � (L/2)sin(qi);

• xendi = xi +(L/2)cos(fi)cos(qi);

• yendi = yi +(L/2)sin(fi)cos(qi); and

• zendi = hi +(L/2)sin(qi).

4.4 Reachability Analysis

Due to a length of a conveyor part and dropping distance, mobile conveyor belts cannot be able to

connect from a starting point to some endpoint. Given a entry point of the object stream, let C represent

a set of all connectable end points and R represent a set of reachable points that satisfy the dropping

distance criteria for the points below C. (i.e., R = {(x,y,z0) : z�Dmax  z0  z�Dmin,(x,y,z) 2 F}). If

a point is absent from the R, it indicates that it is not a reachable point. If a point is not a reachable point

where a moving conveyor cannot move an object from a starting point to an endpoint and then drop it

at that location in order to move it. It implies that it is impossible to form a mobile conveyor line to

transport objects from its starting point to the end point and then drop to that point.

As I shall demonstrate in Section 4.6, computing the reachable set of a mobile conveyor belt can

assist assess whether a particular conveyor line arrangement is viable. In this section, I described the

reachable set of the belt using a complete set of equations.

To discuss the reachable set, I would first analyze the 2D reachable set on the x-z plane with y = 0

and f = 0. This 2D reachable set can be readily extended to 3D by rotating it along the vertical

line passing through the starting point of the mobile conveyor belt. This result would show the 3D

reachable set of the moving conveyor belt as a torus-shaped area. When the configuration of i-st mo-

bile conveyor belt is (xi,yi,fi,hi,qi), the mobile conveyor belt’s starting point is (xstart
i ,ystart

i ,zstart
i ) =

xstart
i = xi �L/2cos(qi),ystart

i = 0,zstart
i = hi �L/2sin(qi) and the end point of the mobile conveyor belt

is (xend
i ,yend

i ,zend
i ) = xend

i = xi +L/2cos(qi),yend
i = 0,zend

i = hi +L/2sin(qi).

I assumed that the starting points of the mobile conveyor line is fixed at (0,0,zstart) for easy anal-

ysis. When the configuration of 1-st mobile conveyor belt is (x1,y1,f1,h1,q1), the end point of the

mobile conveyor belt is (xend
1 ,yend

1 ,zend
1 ) = xend

1 = Lcos(q1),yend
i = 0,zend

i = h1 +L/2sin(q1). The set of
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reachable points of 1-st mobile conveyor belt is R1 = {(x,y,z0) : x = xend
1 ,y = yend

1 ,zend
1 �Dmax  z0 

z�Dmin,(x,y,z) 2 F}. Therefore, the starting point of 2-st mobile conveyor belt is (xstart
2 ,ystart

2 ,zstart
2 ) =

xstart
2 = xend

1 ,ystart
i = 0,zstart

i = zend
1 �D where Dmin  D  Dmax. If the configuration of 2-st mobile

conveyor belt is (x2,y2,f2,h2,q2), the end point of 2-st mobile conveyor belt is (xend
2 ,yend

2 ,zend
2 ) =

xend
2 = xstart

2 + Lcos(q2),yend
i = 0,zend

i = zstart
2 + Lsin(q2). Moreover, the end point of the i-st mobile

conveyor belts is (xend
i ,yend

i ,zend
i ) = xend

i = xstart
i +Lcos(qi),yend

i = 0,zend
i = zstart

i +Lsin(qi).

When the starting point is determined in the x-z plane, the pitch angle q determines the endpoint of

the mobile conveyor belt. In other words, a 2D reachable set of the mobile conveyor belt determine by

the pitch angle. The following equation represents a reachable set at the pitch angle q :

R0
i(q) = {(xstart

i ,0,zstart
i ) : x = xstart

i +Lcos(q),zstart
i +Lsin(q)�Dmax

 z  zstart
i +Lsin(qi)�Dmin,z � 0}

(1)

A reachable set R0
i(q) is part of a vertical line that varies in length and position depending on the

value of q .

Let q 2 [qa, qb] represent the valid range of q satisfying all physical limitations for the mobile

conveyor belt. Then the reachable set is

Ri =
[

qaqqb

R0
i(q) (2)

The valid range of q is determined by the physical constraints’ values such as Hmin, Hmax, Qmax, L,

and zstart. In analysis, the sets of different valid range of q can be divided into six cases. In Figures 14

to 19 the six cases show how Hmin, Hmax, L, and Qmax relate to each other. The valid range of q depends

on the value of zstart in each instance, as shown in Table 2.

In the table, the symbols are defined in Table 1. In Table 1 Dmax is a distance between the center of

a mobile conveyor belt and the starting point of a mobile conveyor belt, Qupper represents an angle at

which the mobile conveyor belt is at the highest point, Qlower represents an angle at which the mobile

conveyor belt is at the lowest point, and Qfloor is the lower bound of q is limited by the ground. These

symbols are defined in Table 1.

To comprehend why the cases in Table 2 are comprehensive, it is necessary to comprehend how the

six instances Figures 14 to 19 are categorized. In Case 1 and Case 2, Hmin is sufficient to prevent the

conveyor belt from contacting the ground. The red lines show a mobile conveyor belt when the height

of the mobile conveyor belt is Hmax at the lowest pitch angle and maximum pitch angle; Point A is a

starting point of a mobile conveyor belt at the minimum pitch angles and Point B is the starting point of

the belt at the maximum pitch angles, respectively. Similarly, the blue lines depict a mobile conveyor

belt where the height of the mobile conveyor belt is Hmin at the maximum or minimum pitch angles;

Point C is a starting point of a mobile conveyor belt at the minimum pitch angles and Point D is the

starting point of the belt at the maximum pitch angles, respectively., respectively.

In Case 1, the maximum q is constrained by Hmax, but the lowest q is unlimited without Qmax when

zstart exists between Point A and Point B (i.e., zB  zstart  zA where zA is the z-coordinates of Point

A and zB is the z-coordinates of Point B). As we know, physically there is a max pitch angle Qmax, so
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Table 1: Definitions of the symbols in Figures 14 to 19 and Table 2.

Dmax = (L/2)sin(Qmax)

Qlower = arcsin((Hmin� zstart)/(L/2))

Qupper = arcsin((Hmax� zstart)/(L/2))

Qfloor =�arcsin(zstart/L)

Table 2: The valid range of q in all cases in Figures 14 to 19

Case Range of zstart Range of q

1a zB  zstart  zA �Qmax  q  Qupper

1b zC  zstart  zB �Qmax  q  Qmax

1c zD  zstart  zC Qlower  q  Qmax

2a zC  zstart  zA �Qmax  q  Qupper

2b zB  zstart  zC Qlower  q  Qupper

2c zD  zstart  zB Qlower  q  Qmax

3a zB  zstart  zA �Qmax  q  Qupper

3b zE  zstart  zB �Qmax  q  Qmax

3c zF  zstart  zE Qfloor  q  Qmax

3d zO  zstart  zF Qlower  q  Qmax

4a zE  zstart  zA �Qmax  q  Qupper

4b zB  zstart  zE Qfloor  q  Qupper

4c zF  zstart  zB Qfloor  q  Qmax

4d zO  zstart  zF Qlower  q  Qmax

5a zE  zstart  zA �Qmax  q  Qupper

5b zF  zstart  zE Qfloor  q  Qupper

5c zB  zstart  zF Qlower  q  Qupper

5d zO  zstart  zB Qlower  q  Qmax

6a zF  zstart  zG Qfloor  q  Qupper

6b zO  zstart  zF Qlower  q  Qupper
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Figure 14: Case 1: 2Dmax  Hmax�Hmin and Dmax  Hmin

there is a limitation that a pitch angle of a conveyor part of a mobile conveyor belt cannot go higher than

the pitch angle. Consequently, a valid range of q is [�Qmax, Qupper], where Qupper = arcsin((Hmax�
zstart)/(L/2)) represents the angle where a mobile conveyor belt is elevated to its maximum height.

Similarly, when zstart is between Points C and D, the lowest q is constrained by Hmin, but the highest

q is unconstrained except for Qmax. Hence, a valid range for q is thus [Qlower, Qmax], where Qlower =

arcsin((Hmin� zstart)/(L/2)) represent the the angle at which the conveyor belt is at its minimal height.

Moreover, if zstart is exited between Points B and C, the pitch angle is not constrained by the height,

hence the acceptable range of theta is q is [�Qmax, Qmax]. zstart cannot be smaller than zD or larger

than zA as the height would exceed the limits. These results are described in Table 2 for in Cases 1a, 1b,

and 1c.

In Case 2, zstart is between Point B and Point C, and when the range of the height is smaller than

2Dmax, the pitch angle can no longer be chosen freely; it is constrained by the highest height and mini-

mum height. The valid range of q is [Qlower, Qupper], when zstart is between Point C and Point B (i.e.,

zB  zstart  zC where zB is the z-coordinates of Point B and zC is the z-coordinates of Point C. Apart

from this, all other cases are the same as Case 1. The valid range of q is [�Qmax, Qupper], when zstart

is between Point A and Point C. The valid range of q is [Qlower, Qmax], when zstart is between Point B

and Point D (i.e., zD  zstart  zB where zD is the z-coordinates of Point D and zB is the z-coordinates

of Point B.) These results are described in Table 2 for Cases 2a, 2b, and 2c. Even if the viable height

range is lowered to zero, Case 2 remains valid. Therefore, there are no more cases to examine when

Dmax  Hmin.

However, the mobile conveyor belt can touch the ground when Dmax � Hmin. Then the minimum
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Figure 15: Case 2: Dmax  Hmin and

0  Hmax�Hmin  2Dmax

pitch angle depends on two critical points at the intersections of two Cyan lines in Fig. 16.

When the pitch angle is �Qmax, the starting point is Point E and the end point is touching the

ground; and when the height is Hmin the starting point is Point F and the end point is touching the

ground; and the distance between Hmax and Hmin is 2Dmax  Hmax�Hmin. In these cases, there has four

different valid range of q based on the zstart in Cases 3a, Cases 3b, Cases 3c, and Cases 3d in Table 2

;3a) zB  zstart  zA, 3b) zE  zstart  zB, 3c) zF  zstart  zE , and 3d) z0  zstart  zF where zE is the

z-coordinates of Point E, zF is the z-coordinates of Point F, and z0 is the point where the z coordinate

is zero. Due to the minimum height and the ground, there are no restrictions on the lower bound of q
for Cases 3a and Cases 3b such as zE  zstart  zA. Thus the minimum q is �Qmax. The minimum

q is Qfloor = �arcsin(zstart/L) when q ’s lower bound is constrained by the ground in case 3c. When

Cases 3d, the lower limit of q is once again constrained by the lowest height; hence, Qlower is the least

q .

In Case 4, like Case 3, the mobile conveyor belt can touch the ground. However, difference between

Case 4 and Case 3 is the location of Point B. In Case 4, the Dmax  Hmax�Hmin and Hmax  Dmax, so

that zE is bigger than zB. In Case 4, there has four different valid range of q based on the zstart in Cases

4a, 4b, 4c, and 4d in Table 2 ;4a) zE  zstart  zA, 4b) zB  zstart  zE , 4c) zF  zstart  zB, and 4d)

z0  zstart  zF .

Due to the minimum height and the ground, there are no restrictions on the lower bound of q for

Cases 4a such as zE  zstart  zA. Thus the minimum q is �Qmax.

Hence the minimum q is Qfloor =�arcsin(zstart/L), the lower bound of q is limited the ground for
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Figure 16: Case 3: Hmin  Dmax and

2Dmax  Hmax�Dmax

the Cases 4b and Cases 4c.

When the Cases 4d, the lower bound of q is once again constrained by the minimum height; hence,

Qlower is equals the minimum q . All of the preceding are also true in Case5; the only variation being the

position of Point B, which results in various combinations of the upper bounds and lower bounds of q .

Case6 is a special case in which Hmax is insufficient to prevent the belt from touching the ground

even at the maximum height. There is one essential value in this instance: Point G is the origin when

h = Hmax and the end point reaches the ground (the magenta line in Fig.ref:fig:case6). Obviously, zstart

cannot be greater than zG, or else the end point would be below the earth. The higher limit of q is

always constrained by Hmax; hence, q  Qupper. The lower limit of q is dependent on whether or not

zstart == zF .

As we can see in Figures 14 to 19, the line z = Hmax Hmax gradually approaches the line z = Hmin

from Case 3 to Case 6. The Case 6 is the last case that must be considered since it has the condition

Hmax = Hmin and cannot be less than Hmin.

Given Hmin,Hmax,Qmax,L, and zstart, we can determine the lower bound and the upper bound of q
from in Table 1 and Fig. 14 to 19. Using q bounds in Eq. 2, we can get the reachable set. Fig. 20 shows

following instance of the reachable sets in Case 1 and Case 2 (the orange regions). Due to the constraint

z � 0 in Eq. 1, I may need to chop a reachable set below the x-axis in order to ignore the points that are

below the ground (e.g., Case 1c in Fig. 20c).
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Figure 19: Case 6: Hmin  Dmax and

Hmin  Hmax  Dmax

(a) Case 1a: zstart = 18 (b) Case 1b: zstart = 13

(c) Case 1c: zstart = 6 (d) Case 2a: zstart = 21
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(e) Case 2b: zstart = 17.8 (f) Case 2c: zstart = 16.5

Figure 20: Exemplifications of the reachable sets in two cases; the Case 1 and Case 2. The examples of

Case 1 have Hmin = 5m and the examples of Case 2 have Hmin = 16m. The remaining parameters are

Hmax = 20m, L = 10m, Dmax = 5m,Dmin = 2m, and Qmax = 30�.

4.5 Generating a Configuration for Reachable Points

Given a location (x,0,z) 2 R that is reachable from (xstart,0,zstart) , I want to compute the conveyor

belt’s configuration (x,0,0,h,q) for reaching (x,0,z). Since the starting point is given, I have h =

xstart+(L/2)sin(q) and x = (L/2)cos(q). Therefore, all we need to find q given (x,0,z).

Consider (1) the vertical line segment [z+Dmin, z+Dmax] at x, and (2) the arc of the circle centered

at (xstart,0,zstart) with an angle range of the maximum and minimum q , and a radius L according to

Table 2 and Fig. 14 to 19.

There may be one or two crossings between the arc and line segment; these are the end locations

which a mobile convey belt may reach while fulfilling the dropping distance limit to reach (x,0),z.

Consider the point (x,0,z0) to be one of the end points. Let (x,0,z0) be one of the end points. Then the

pitch angle q is arcsin((z0 � zstart)/L), and this gives us the configuration of the conveyor belt to reach

(x,0,z).

This calculation can be easily extended to 3D environments with an arbitrary starting point (xstart,ystart,

zstart) and any point (x,y,z) at the donut-shaped reachable set in 3D space. I begin by transforming the

issue to the x-z plane and determining the pitch angle theta as described previously. Then the configu-

ration is ( x+xstart
2 , y+ystart

2 , arctan( y�ystart
x�xstart ), (L/2)sin(q)+ zstart,q)

4.6 The Automatic Configuration Algorithm and the Overlapping Effect

Based on the analysis of reachable set in previous section 4.4, I devised an algorithm to produce a

configuration for a multiple mobile conveyor belts. Given N number of mobile conveyor belts, an entry

point and an exit point, the algorithm returns a configuration of N conveyor belts to form a conveyor line

that can connect an entry point pentry = (xentry,yentry,zentry) to an exit point pexit = (xexit,yexit,zexit).
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Algorithm 1 The automatic configuration algorithm.

1: procedure FINDCONFIG(pentry, pexit,N,M)

2: R0
1 := {(xentry,yentry,z) : z 2 [zentry�Dmax,zentry�Dmin]}

3: Q0 := {R0
1}; n := nil

4: for i := 1 to N do
5: Ui :=

S�
R : R 2 Qi�1 ; Qi := /0;

6: Randomly select M points p1, . . . , pM in Ui

7: For each pk,

8: Generate Ri
k from pk; Qi := Qi [{Ri

k}
9: if there exist k⇤ such that pexit 2 Ri

k⇤ then
10: n := i; Break
11: end if
12: end for
13: if n 6= nil then // solution found

14: p⇤n := pexit

15: for i := n down to 1 do
16: Identify k⇤i and Ri

k⇤i
such that p⇤i 2 Ri

k⇤i
2 Qi

17: Find p⇤i�1 which generated Ri
k⇤i

18: Compute (qi,hi) for the i’th belt to reach p⇤i
19: when p⇤i�1 is the starting point of the belt.

20: Compute (xi,yi,fi) using p⇤i�1 and p⇤i .

21: end forreturn h(xi,yi,fi,hi,qi)ii=1..n

22: else
23: return “No solution”

24: end if
25: end procedure

Algorithm 1 is the pseudo-code of automatic configuration algorithm, and its search space is shown

in Fig. 21. The algorithm begins from pentry and considers adding a mobile conveyor belt to the conveyor

line one by one. The algorithm randomly compute M reachable sets as a one set that the newly added

mobile conveyor belts may reach, until a reachable set contains pexit (Line 9–10).

The set of reachable sets following the addition of the i’th conveyor belt is denoted by Qi. Initializing

Q0 to include a single accessible set, which corresponds to the vertical line segment below pentry (Line2–

3), was first step.

For i � 1, Qi is is calculated by 1) calculating the union Ui of all accessible sets in Qi�1 (Line6), 2)

selecting M random points from Ui (Line7), and 3) determining the reachable sets of the selected points

according to Section 4.4 and adding them to Qi (Lines8–9). If a reachable set with pexit is found by

adding n conveyor belts, the algorithm searches backwards for the sequence of accessible sets that leads

to pexit, as shown in the red regions of Fig. 21 (Line 14–15).
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The starting points of the n conveyor belts are the points p⇤0, p⇤1, . . . , p⇤n�1 where the reachable sets

are produced (e.g, the yellow dots in Fig. 21)

Since the algorithm stores all pk and Ri
k in Line 9, no computation is required to calculate p⇤i�1 in

Line 16. Then I can get the configuration of multiple mobile conveyor belts using p⇤0, p⇤1, . . . , p⇤n�1 as

specified in Section 4.3 (Line 18–19). I can check that produced configuration satisfies the six constraints

in Section 4.3.

pentry
Q0 Q1 Q2 3Q

pexit

Figure 21: The illustration of the search space of the automatic configuration for M = 4 and N � 3.

The algorithm 1 is functional in both 2D and 3D contexts. In 2D settings, all conveyor belts are

oriented on a 2D plane, and, as shown in 21, there are many overlaps between accessible sets. In fact,

it holds true because the maximum pitch angles and maximum lowering lengths are often relatively

short, restricting the available starting positions of the subsequent conveyor belt to a restricted area. I

refer to this phenomenon as the overlapping effect. In Line6–7, the method uses this effect by sampling

uniformly from the union of the set of reachable sets. As we shall explain in Section 4.7, searching with

M sampling points concurrently is superior than M independent searches, each with a single sample

point, since the overlapping area is less likely to be sampled several times owing to the overlapping

effect. However, when M increases, the return diminishes.

In 3D situations, however, the impact of overlap is less pronounced. Due to the additional dimen-

sion’s flexibility, the algorithm works badly if I do not direct the search towards the exit point. A solution

to this issue is to increase the probability of selecting sample locations that are closer to the exit point.

Specifically, in Line6, I choose M ⇥K points at random from Ui for a constant K. Then, I give each

location a weight equal to W minus the distance from the exit point, where W is a big constant. Then, I

randomly choose M points from these M⇥K points based on their weights, so that points with a higher

weight (i.e., those that are closer to the exit point) have a greater probability of being chosen. As I will

demonstrate in the next part, these heuristics may assist in finding a solution in 3D situations.

4.7 Experimental Evaluation

I conducted 2 experiments to evaluate the performance of automatic configuration algorithm in 2D and

3D spaces. In addition, I assumed that the ground is flat ground in the both 2D and 3D spaces. In
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the 2D experiment, for each 1  N  20 number of mobile conveyor belts, I randomly generated 100

solvable problems by setting up the parameters using a uniform probability distribution in the Table 3.

In Table 3, all units except Qmax’s are in centimeter. Apart from other parameters, I set Qmaxto a fixed

Table 3: Range of the parameters for experiments in 2D environments.

Parameters Minimum value Maximum value

Hmax 400 600

Hmin 200 400

L 200 400

Dmax 30 50

Dmin 5 10

Qmax 30� 30�

value of 30�. For each set of parameters, the problem generator determined the entry point pentry by

setting xentry = yentry = 0 and choosing zentry 2 [Hmin� (L/2)sin(Qmax), Hmax+(L/2)sin(Qmax)] at

random. Starting from pentry, I connect N number of mobile conveyor belts by randomly choose a

dropping distance d 2 [Dmin Dmax] and a pitch angle q 2 [�Qmax, Qmax]. The algorithm also ensured

that the end points of mobile conveyor belts can not go under the ground. Since in the experiment, I

mentioned that the grounds are flat, the system did not allow any part of the mobile conveyor belt to go

under the ground. The system then selected an exit point pexit in the descending distance at the terminus

of the last mobile conveyor belt. Then the pair (pentry, pexit) is an instance of a problem for which a

solution must exist (i.e., a configuration exists to link p to pexit).

I repeated the algorithm 100 times for each problem using four different values of M, which is the

number of points chosen as 1, 2, 4, and 8. In each repetition, I gave the algorithm 50 milliseconds to

discover a solution and restarted it if it failed. If the algorithm cannot discover a solution within the

allotted time, it fails to find a solution. I calculated the success rates of 100 executions and presented the

data in Fig 22. Note that each data point in Fig. 22 represents the mean of 10000 values, while the error

bars represent the 95% confidence intervals. As anticipated in Section 4.6, the algorithm’s success rate

increases as M increases. In all circumstances, however, success rates drop as the number of conveyor

belts involved in issue creation grows. In particular, the slope of the success rate drop changes based on

the magnitude of M when N exceeds 10.

Repeatedly, I conducted the same experiment in the three-dimensional space. I produced 100 prob-

lems for each N 2 [1, 20] like previously experiment. In contrast, the algorithm was required to choose

phi when the system want to add a new mobile conveyor belt. To ensure that the departure point is

suitably far from the entrance point, the system picked the coordinates f 2 [f 0 �90�, f 0+90�], where

f 0 is the last conveyor belt’s heading angle. I ran the algorithm 200 times for 4 distinct values of M.

Half of the iterations employed the heuristics described in Section 4.6 to bias the search toward the exit

point, while the other half looked in all directions. I also decreased the execution time limit to 20 mil-
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Figure 22: The successful rates of the algorithm in a two-dimensional environment.
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Figure 23: The successful rates of the algorithm in a three–dimensional environment.
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liseconds. Fig.ref 23 illustrates the outcomes of this experiment. Without heuristics to guide the search,

the algorithm cannot locate a solution when N > 10. Clearly, the heuristics were of great assistance in

finding a solution. In addition, the overlapping effect is modest in the 3D environment, therefore the

success rate disparities for various M values are not as great as in the 2D experiment. I also find that the

success rate in 3D is greater than in 2D; however, this is owing to the fact that the distances between the

endpoints and the starting point are lower in 3D.

4.8 Summary

This section introduced the concept of mobile conveyor belts, which consist of a typical conveyor belt

hooked to a mobile platform. The main objective of the system is to link multiple mobile conveyor belts

to build a mobile conveyor line reaching to a specified location. Using a limited number of mobile con-

veyor belts, I investigated the topic of automated setup of a conveyor line. Conveyor belts are effective

at transporting a huge number of goods; hence, they may play a bigger part in robotic systems used in

rescue operations and logistical sectors. A comprehensive set of equations describing the accessible set

of a movable conveyor belt is among the important findings. Based on the computed reachable set, the

algorithm utilized efficient probabilistic approach for generating a configuration of the mobile conveyor

belts. In the experiment, I change the number of choosing points to compare the overlapping effects for

checking the performance of the configuration algorithm. In the experimental results, the result show

the overlapping effect, which claims that the sets of reachable points are frequently overlapped. More-

over, the experiments demonstrated that in 3D environment it is necessary to help the searching process

towards the exit point.
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V Dynamic Robot Chains

I consider applying a concept of a mobile conveyor belt to foraging tasks, which can move resources

over long distances. I presente robots have an ability to link other robots to organize a robot chain via

which resources can passed through the link. The a team of robots can cooperate to gather resources.

The objective of foraging task is to find and transport resources to a designated central collection zone

quickly. According to a previously proposed method as a MPFA with dynamic depots, the foraging

performance related to the size of search area and the number of robots. Moreover, the performance of

the foraging system decrease as search arena and swarm size get larger: depot robots can travel long-

distances to transfer supplies to the centeral collection zone, and more robots produce greater congestion

on their journeys.

I presented a new expansion to multiple-location foraging including the dynamic deployment of the

multiple robot chains. Each robot chain links the central collecting zone to a foraging area. The robots

in the robot-chain can transfer the objects thorough the link to reduce the travel distance of the foraging

robots. Instead of transporting material by each robot, materials are transmitted straight from foraging

areas to the center via robot chains, avoiding congestion in the central collection zone. Additionally, dy-

namic robot chains may reposition themselves to gain access to resources while avoiding impediments.

In the robot simulator ARGoS, I simulate swarms robotic system to measure the performance of the

robotic systems. The trials demonstrate that the robot system with dynamic chains outperform the robot

system with dynamic depots and experience less congestion.Additionally, dynamic robot chains may

reposition themselves to gain access to resources while avoiding impediments. In the robot simulator

ARGoS, I simulate the robot swarms. The results demonstrate that robots system with dynamic chains

outperform robot system with dynamic depots and have less congestion.

Figure 24: Two mobile conveyor belts form a robot chain.
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5.1 Introduction

Swarm robotics system has been successfully used to the management of foraging operations, in which

the swarm’s objective is to seek for items that are dispersed in an arena and return them back to a "cen-

tral depot" central depot [112, 113]. Minerals, water, electricity, and building materials are examples

of common resources that are often deposited in clusters at unidentified locations throughout a broad

territory. The major goal of existing foraging swarm robotic systems is to offer an efficient decentral-

ized search-and-gather foraging algorithm that insect-like swarm robot systems may utilize to acquire

materials [114–116]. The foraging system suggested by Lu et al. was known as "multiple-place foraging

systems." This system employs "dynamic robots" as assistive robots, which aid in delivering materials to

a central depot [23, 26, 117]. A dynamic depots are mobile robots that works as movable depots but has

a limited storage capacity for retaining items. Foraging robots are capable of transporting the resources

they collect to nearby dynamic depots. Periodically, these mobile depots will return to the central depot,

where they will deposit the materials collected by the foraging robots. Over time, dynamic depots are

able to adjust themselves in response to foraging robots’ requirements.

Utilizing dynamic depots may substantially improve collection efficiency. However, foraging robotic

systems with dynamic depots may have congestion at the central depot when the dynamic depots return

to the central depot to unload the gathered resources, especially if there are multiple dynamic depots and

foraging robots [26]. The congestion creates bottlenecks that may rapidly impair the system as a whole.

I thus propose replacing dynamic depots with dynamic robot chains, which are simply sequences of

mobile robots capable of long-distance resource transfer. Two consecutive robots in a robot chain may

create a connection that permits the transfer of resources from one robot to the next. As illustrated in

Fig 24, one proposed implementation of linkages is based on mobile conveyors [33]. A connection may

also be created via various ways (e.g., rope tows). Assume, as shown in Fig. 24, that certain robot chains

link to the central depot. A foraging robot may transfer the resource to the last unit in a close chain of

robots. The resource will subsequently be transferred to the central storage through the robot chain. The

robot chains are dynamic because the robots are movable; as a result, the robot chains may move such

that the last robot is closer to uncollected materials clusters.

The using the robot chains in the foraging swarm robotics can reduce a congestion near the central

depot because my system ensures that one side of robot chains is connected to the collecting zone as

a central depot. In contrast to dynamic depots, there is no need to compete with other robots while

traveling to the central depot. Moreover, the robot chain may continually and uninterruptedly transfer

resources to the central storage. While congestion of foraging robots may still occur at the last robots

of robot chains, it is not concentrated at the central depot and is instead diffused over numerous robot

chains. The experimental findings presented in Secection 5.5 indicate that robot chain-based multiple-

place swarm foraging systems are more efficient than dynamic depots.

In central-place foraging, scattered resources are collected in a huge arena and transported to a

central collection zone [114, 115]. The stochastic central-place foraging algorithm (CPFA) is presented

for swarm robotics system, and the details of the implementation are described in the work [116]. The
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foraging performance of CPFA can be improved significantly by distributing information on resources

location [118]. A distributed deterministic spiral search algorithm (DDSA) [119] demonstrated a search

method that ensures a thorough search of the entire area, and each spots is visited once. The simulation

demonstrates that the DDSA overcomes the CPFA, but, in the real-world, the CPFA shows slightly better

performance than the DDSA [120].

Since resources are located far distance from the central depot impose long travel distances, the

multiple-place foraging algorithm (MPFA) [22,23] modified by observed foraging behavior in the poly-

domous colonies of Argentine wasps and ants [24,121] with pider monkeys with multiple sleep site and

multiple nests [122]. The MPFA produces better foraging performance and shorter trip lengths com-

pared to the CPFA. The MPFA produces high foraging performance and short travel distance compared

to the CPFA. In other work [26], the foraging performance of the MPFA is improved further by intro-

ducing the a carrier robot called depot robots MPFAdynamic, in which depot robots can deliver resources

to the central depot directly [123]. However, resource-transporting robots still need to travel extensive

distances. The work in [124] demonstrated a static partitioning strategy that can provide an effective

foraging robot swarm. Based on the Grammatical Evolution method, The work in [125] describes that

the foraging task is divided into searching and delivering tasks automatically.

In this section, I build on the system of MPFA with dynamic depots in [26] by introducing mobile

robot chains to optimize the delivering tasks. In the past, the robot chain has been thought as a sequence

of virtually linked robots that helps the localization of other robots by operating a group of robot as

the stationary beacons [30] or as a navigation to inform environment’s information [31]. However, in

these cases, I form a link between robots of the robot chain using UAVs or conveyor belts to transfer the

resources [33]. For example, robots can deliver resources between two moving platforms via UAV [32],

or resources are transported between two robots by throwing them [39].

5.2 Foraging Tasks With Robot Chains

I consider a group of robots cooperating to do foraging tasks which the goal is to gather resources in huge

area called an arena. There are various types of gathering operations. In these section, I present new

foraging system with robot-chain. The foraging system works for the following problem. In Fig. 32,

I show one example of a foraging task that I trying to solve by operating a team of robots on these

environment. The robots search resources and gather the resource in collecting zone called a central

depot. The central depot is a collecting zone in the arena which placed at the arena’s center. The goal of

the robots performing the foraging task is to gather resources as many as possible in the center within

a limited time. The system counts the number of resources that arrived at the central depot within the

time limit. It means that the system does not count the number of resources on foraging robots and

the links of robot-chains. I assume that the resources are spread into numerous resource clusters whose

locations were originally unknown. Robots must investigate the environment in order to discover the

location of resource clusters. After detecting the resource clusters, the robots cooperate together to

gather the resources and delivery the resources return to the depot. In the arena, there has a number
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of obstacles is existed. Obstacles are polygonal regions through which no robot or link cannot pass.

Obstacles in arena are hindered the movement and visibility of robots. While exploring the arena for

finding the resources, robots need to avoid collision with obstacles and other robots. The positions

and shapes of obstacles are initially unknown, but robot sensors can detect them. Each robot processes

sensing information for identified obstacles or robots or resources, and shared the processed information

to other robots. Through the shared information, robots can know the location of obstacles or resources

in advance without facing the obstacles and the resources.

Figure 25: The example of four robot chains deploy in the arena. The magenta dots are robots of the

robot-chain and the blue dots are foraging robots.

I have defined a simple robot model as follows. A robot is an omnidirectional mobile robot having

a resource-holder with limited store capacity, resource detecting device, lidar sensor, gripper, resource

detecting device, wireless communication device, and link-forming component. At any one moment,

each robot may be in one of four states: 1) the mobile state, 2) the resource-collecting state, 3) the

resource-dumping state, or 4) the robot-chain state. In the mobile state, a robot’s lidar and resource

sensing device are activated and it may move freely. However, the link forming component and the

gripper are disabled.

When a robot in a mobile state reaches a resource cluster, the robot may change a state in which it

cannot move while using its gripper to gather a resource from the cluster. Utilizing a gripper, a robot

put the resource in the resource holder. While gathering resources, robots are unable to go to other

regions. When a robot transfers resources to a resource holder, the robot may alter its state dependent
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on the next action, such as a move or other action. After gathering a resource, the robot returns to its

mobile form. When a robot’s resource holder is not empty, the robot may collect resources from either

the central depot or the last robot of a robot chain. A robot in a mobile state with a non-empty resource

holder can only enter the resource-dumping state when it reaches the central depot or the last robot in the

robot chain. During the stage of resource dumping, the robot can deposit all resources in the resource

holder of the last robot in a chain or in the central depot. The status of the robot changes from resource-

dumping state to mobility state once it has dumped its resources. At this moment, the robots’ resource

holders become empty. When a robot in a mobile state is instructed to construct a robot chain with other

robots, the robot enters a robot-chain state in which it cannot move, its sensor is deactivated, and the link

forming component begins establishing connections with the nearby robots in the robot chain. When the

foraging robot is in a mobile condition and encounters a robot in a robot-chain, the foraging robot must

avoid a collision. Currently, only the robot that is foraging performs the avoidance movement; neither

robot performs a bilateral avoidance movement.

When entering the robot-chain state, the resource-holder should be empty. Before entering the robot-

chain stage, the robot must allocate all of its resources to either the last robot in the chain or the central

depot. In swarm robotics, there are several communication model types. The robot presented here uses

wireless connectivity for transmissions. The robot was outfitted with a wireless connection device for in-

formation exchange. Robots may utilize the wireless communication devices to relay information about

resource clusters and impediments they meet, regardless of their status. The robot has two functions

depending on the tasks it is doing. At any one moment, each robot may assume one of two emphroles:

1) foraging robots or 2) robot-chain robots. The objective of foraging robots is to gather, whereas the

purpose of robot-chain robots is to convey materials. Depending on their function, robots may adopt the

following states: As a foraging robot, a robot may transition between mobile, resource-gathering, and

resource-dumping states. As a robot-chain robot, a robot is capable of switching between mobile and

robot-chain states. Note that a robot in a mobile condition is capable of changing its function at any

moment.

As described in Section 5.1, there are several mechanical ways for connecting two robots. A con-

nection between robots enables the robot to deliver the resources to another robot. Therefore, the robot

chain transports the resource across the links from one end of the robot chain to the central store. All

robots in the robot chain must be linked through robot-to-robot connections for the resource to reach

the depot. In this paragraph, I explained the link model of the robot chain that I used in the system. I

hypothesize that the behavior of these systems can be quantitatively modeled. hdmax,dmin,C,vi, where

1) dmax is a maximum distances between the robots; 2) dmin is the minimum distances between the

robots 3) C is the capacity of the link, which is the maximum number of concurrently moving resources;

and 4) v is the speed of moving resources on a link. A distance requirement is necessary for the two

robots to establish a connection. Because connections may be built in a number of ways, I determine the

minimum and maximum distance between which two robots can establish a connection. Depending on

whatever method is used to connect the connection, the minimum distance and maximum distance might

be specified accordingly. In addition, the connection mechanism determines the capacity of the link and
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the pace at which resources may be sent across it. Due to the fact that the frequency of congestion in

the last robot in the robot chain might vary based on the speed and capacity of the link, this was also

accounted for in the link model. Each robot-chain robot is a member of a single robot chain, and all

robot-chain robots must simultaneously assume robot-chain states to form a robot chain. One end of the

robot chain must be located inside the central depot, and the robot at this end is the first robot in the robot

chain. When the first robot in a chain of robots receives resources, it is able to dump them at the central

depot. The system determines that resources have been gathered when they arrive to the central depot.

The robots may place resources in the previous robot’s resource-holder at any moment, provided that

the space of resource-holder is left. Similarly, the i’th robot in a robot chain can transfer the resource in

the own holder to a next robot as the (i-1)’th robot in the robot chain at any time, provided that 1) the

number of resource does not over the link’s capacity and 2) the quantity of resources on the link does

not over the amount of unoccupied space in the next robot’s resource-holder. After resources have been

placed on a link, it will finally enter the resource holder of the (i-1)th robot. The 1th robot deposits the

resources it obtains instantly in the central storage. The system-determined resources are gathered when

the first robot deposits the resources at the central depot.

As seen in Fig. 26, the lidar is utilized to identified the edges of the other robots and obstacles within

lidar’s detection range. The robots are able to differentiate the other robots’ edges from the obstacles’

edges depending on the current position of the other robots as broadcast from those robots. If the position

of an edge does not match the edge of other robots, the edge must belong to obstacles. The robot share

the edges of obstacles to the other robots via broadcasting information. The resource detection device

has its own sensing range and can detect the exact locations of any resource within its range. When the

resources existed within the resources detection range, the robot share the information of the resources

detection to other robots. Therefore, other robots can use shared information to decide next actions.

Figure 26: The robot use the lidar to get information. The red dotted line show the lidar’s sensing range.
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5.3 The Controller For Foraging Robots

Each robot is initially given a role, and each robot-chain robot belongs to one of the initial robot chains.

The robot-chain robots will first begin forming robot chains that reach various area sites. The goal is to

put the last robots in the robot chains far from each other. In the experiments, the system forms 4 robot

chains, and this system will try to form robot chains such that the last robots are close to the corners

of the arena. Initially, the direction of each robot chain is different by 90 degrees. The way to form

the initial robot chain is identical to the method of relocating robot chains, which will be described in

Section 5.4.

As I shall see, the locations of a robot chain are updated from time to time in accordance with the

conditions described in Section 5.4 and other factors. Foraging robots near the last robot of a robot-

chain, on the other hand, will collect resources and place them in the resource-holding robot closest to

the last robot of a robotic chain.The controller of the foraging robots is the same as the one in [26],

except that our foraging robots have to avoid obstacles. In summary, the controller operates in the

following ways. In order to collect resources, a foraging robot constantly remembers the position of the

previous resource cluster it visited. After visiting the cluster, robot using gripper to put the resources to

regather own resource holder. When gathering resources, the foraging robot places the materials in the

resource-holder of the last robot in the robot chain that is closest to the foraging robot for dumping the

resources. It should be noted that foraging robots can also select to deposit their resources directly into

the central depot if it is closer than the final robots in any robot chain they are following. After dumping

the resources, the robot returns to the place of the gathered resources until the cluster is depleted of

resources. As soon as the resource cluster becomes depleted, the foraging robot will begin exploring

the arena in search of more resource clusters. The exploration strategy is the same as that used in [26],

which can be found here.

The fact that the location of robots are shared with each other, the system ensures that foraging

robots have no difficulty discovering the last of a robot chain’s robots. A foraging robot, on the other

hand, should find a way to reach the last robot of the robot-chain while avoiding obstacles. Obstacle map

are shared data structures that store information about the obstacles that are detected by all robots in the

arena. An obstacle map partitions a two-dimensional map into regions of three different type: 1)Obstacle

regions, 2) Empty regions, and 3) Unknown regions. The unknown regions are the unexplored regions

that any robot did not visit before. The empty regions are the area that is free of obstacles and is explored

by the robot. The obstacle regions are the area occupied by obstacles that robots cannot pass through.

These regions are shown in Fig. 27b where Unexplored regions are represented as the black regions,

empty regions are represented as the white regions, and the obstacle regions are represented as magenta

regions. As demonstrated in Fig. 26, the entire obstacle map is initially comprised of a single unknown

zone that is then updated based on the sensing information obtained by the lidars of the robots. The

information from the lidar may be utilized to determine the corners and edges of obstacles, as well as

the empty regions where there is no obstruction to be detected. Through the process of expanding the

area of empty regions and highlighting the obstacles regions that are encompassed by the detected edges,
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(a) A real environment (b) The obstacle map

(c) The visibility graph (d) The visibility graph in empty regions

Figure 27: The visibility graphs in an obstacle map.

the robots are able to incorporate all of the information into the obstacle map. The robots communicate

wirelessly with one another in order to share the obstacle map.

When a foraging robot wants to travel to a site, it will first generate the visibility graph based on

the obstacle map (Fig. 27c). In the visibility graph, the algorithm removes all edges, which are not in

the empty regions (Fig. 27d). Based on the visibility graph, the algorithm found the shortest path from

current location of a robot to the destination of the robot.

After then, the foraging robot will go along the shortest route between its present position and the

visibility graph’s target. But, I also urge the foraging robot to periodically go into uncharted locations to

examine them. I used epsilon greedy exploration approach to determine when a foraging robot should

explore unfamiliar places. There is a slight chance that a foraging robot would pick this route over the

shortest path in the empty region if it visits a node in the visibility graph that is incident to an edge that

reaches an unknown region. When the robots explored the unknown area, the robots share the obstacles

map to other robots. The foraging robot will then recalculate the shortest route based on the updated
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visibility graph and other information about the unknown region. When a foraging robot’s exploration

meets a dead end, it will return to the previous node by the shortest route. If the foraging robot cannot

locate the shortest way to the destination in the empty region from its present position, it will randomly

explore the unknown region until it discovers a path to the target location.

5.4 Relocation of Robot Chains

By relocating, dynamic depots may drastically shorten the time required for foraging robots to carry

resources [26]. Similarly, a robot chain should reposition its last robot so that it is closer to resource

clusters. Through the relocation of the robot-chain, the robot-chain can provide a short distance between

the last robot of the robot-chain and the resource cluster to the foraging robots. However, relocating the

robot chain takes time, so doing relocating too often can be reduce the performance of the system. In

this case, the considerations are whether and how to relocate a robotic chain.

This system decides whether a robot chain should relocate only after a certain amount of time tprotect

has passed after the last relocation, such that the system would avoid the relocation too frequently.

After a certain amount of time tprotect , The robot chain will determine whether its usage rate stays high.

Utilization of a robot chain is the pace at which resource-gathering robots transfer resources to the last

robot’s resource-holder.As long as the rate exceeds a particular threshold aprotect , the foraging robots

may continue to utilize the robot chain without being relocated. Although the relocation of the chain

reduces the travel distance, if the foraging robots are constantly dumping resources to the robot-chain

quickly, there is no need to stop other foraging robots and start relocating the robot-chain. The system

will determine whether a more optimal site exists for the robot chain. Firstly, a goal position is computed

for a robot-chain. When relocation begins, the relocation process explained in the next section seeks to

position the final robot as near as feasible to the goal site. The following equations may be used to

determine the desired location (x,y)::

x = ÂN
i=1 wixi

ÂN
i=1 wi

and y = ÂN
i=1 wiyi

ÂN
i=1 wi

. (3)

where wi is the estimated number of remaining resources in the resource cluster i in a set R of resource

clusters, N is the total number of locations where robots have detected resources in R, and (xi,yi) is

a the coordinate of i. R is a set of non-empty resource clusters near the last robot of the robot chain.

R contains all non-empty resource clusters when determining the target point in the last relocation. In

addition, new resource clusters will be added to R (e.g, the next known resource cluster on the robot

chain’s right side that isn’t taken into account while computing the last target point). If the target location

is too close to the last target location, there is no need for relocation.When the relocation of the robot

chain starts, foraging robots have a waiting time because the foraging robots cannot use the robot chain

until the relocation of the robot chain is finished.

If the system determines that a robot chain should not be relocated, the system will wait for a short

time t 0protect before making a new decision.If not, the robot chain will cease gathering resources from

foraging robots and wait until all resources presently on the robot chain have been delivered to the
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central depot. All robot chain links are then disconnected, and all robot-chain robots transition to the

mobile state. (see Fig. 28).

Figure 28: The relocation of robot chain. The current robot chain (grey lines) relocates to a new location

(red small circle). Robots (colored circles) explore the regions when they travel to the new location. An

obstacle (blue rectangle) is discovered and two robot chains (green and purple lines) are computed. The

last robot of robot chain 2 (purple lines) is closer to the new location than the robot chain 1 (green lines).

The robots will then try to form a new robot chain such that the last robot is as near as feasible

to the desired position. Due to barriers in uncharted places, the perfect design of the new chain could

be pre-calculated, and the robots must hunt for the best locations as they explore the area. If any new

locations of robots in the robot chain are inside of barriers, the robots continue to travel to those places

and explore the areas around the new sites for a period of time known as the exploration time Texplore. The

primary objective of a relocation method is to preserve the best configuration of a robot chain during

the exploration process and to ensure that robots have sufficient time to return to the previous best

configuration before the permitted exploration time expires. A configuration of a robot chain is, more

accurately, a series of positions and orientations of the robots on the robot chain. Initially, the optimal

configuration is the one that existed prior to initiating reallocation. The system expands the visibility

graph by linking the central depot and the target location to the graph’s nodes, which is obtained from

the current obstacle map’s visibility graph. Then, in the unoccupied areas, locate the quickest route

between the central depot and the destination.

On the basis of this shortest route, the system compute the locations of the robots that may be

placed on or near the shortest path to construct a robot chain in the vacant region along the shortest path

beginning at the central depot. All robots will be relocated to these new places as soon as feasible, since

they represent the optimal arrangement going forward. The robots will then be able to expose further
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vacant areas and impediments in the empty region, and the visibility graph will be updated appropriately.

The robots must monitor the length of time treturn required to return to their locations in the present

optimal configuration. When the remaining exploration time equals treturn, the robots instantly cease

exploring, return to their current best configuration, and form a robot chain. When robots investigate

uninhabited places, the system generates a list of potential robot chains linking the new site to the central

depot. The optimal configuration is the robot chain with the least distance between the new site and the

final robot location.

5.5 Experimental Configurations

To chekc the performance of this robot chain algorithm, I ran two experiments sets using ARGoS. I

analyzed the findings statistically to see whether the foraging performance changed predictably with

various setups. In both tests, I compared dynamic robot chain algorithm RCdynamic (i.e., dynamic robot

chains) with two MPFA with dynamic depots algorithms, (MPFA3
dynamic and MPFA16

dynamic).

As described in [26], 4 dynamic depots are spread and may migrate to new sites dynamically in the

two MPFA algorithms. The capabilities of depots change between the two MPFA algorithms: 3 in the

MPFA3
dynamic and 16 in the MPFA16

dynamic.

I developed the RCstatic algorithm, which prohibits the movement or relocation of robot chains.

The number of clusters is twenty, and their shapes are 5⇥5, 5⇥10, and 10⇥10 for 500, 1000, and 2000

resources, respectively. To analyze the foraging performance of the algorithms, I increased the amount

of resources, the number of robots, and the size of the arena in the first set of trials. A portion of robots

were used to initiate the robot chains. Table 4 provides an overview of the experimental setup.

Table 4: The Configuration in Experiment 2-1

Arena Size(m⇥m) 10⇥10 20⇥20 40⇥40

Number of resource 500 1000 2000

Number of robots
20, 30, 40 40, 50, 60 60, 80, 100

50, 60 70, 80 120, 140

Foraging time (minute) 30

% of robots for the initial
30%

robot chains

In the second experiment, I analyzed the performance of foragers in area with varying numbers of

obstacles. Obstacle are randomly oriented, simulated box measuring 0.5m ⇥0.5m ⇥0.5m. I examined

four distinct numbers of obstacles: 4, 8, 16, and 32. In addition, I adjusted the cluster size to 5m⇥10m

with 20 clusters.

5.6 Experimental Results

The performance of foraging is measured by the quantity of resources gathered and transported to the

central gathering zone. When checking the performance of the system, it excludes the number of re-
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Table 5: The Configuration in Experiment 2-2

Arena Size(m⇥m) 20⇥20

Number of resource 1000

Number of robots 40, 60, 80

Foraging time (minute) 30

Number of obstacles 4, 8, 16, 32
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Figure 29: Foraging performance with varying numbers of robots in various areas in Experiment 2-1.

sources held by foraging robots or robot chains. Only the number of resources that arrived at the depot

at the time of termination is counted.The collision-time is the robot’s spending time required for avoid-

ing colliding with one another and the area’s boundary. Based on the collision time, the experiment’s

robot congestion may be determined. I studied the findings statistically to see whether the foraging per-

formance changed predictably with various setups. Each data set shown in the graphs is an average of

30 runs, and each error-bar represents 95% confidence intervals.

Fig. 29 illustrates the foraging performance of 4 different algorithms in Experiment 2-1.

The two robot chain algorithms are more efficient than the two MPFA algorithms. Except for

MPFA3
dynamic, all performance increases as the number of robots and area size rise. Both robot chain

algorithms expand more rapidly than their respective MPFA counterparts. The findings reveal that the

performance of RCdynamic is 236% greater than MMPFA3
dynamic and 106% greater than MPFA16

dynamic

when the number of robots is 140 and the area of the arena is 40m⇥40m.

Experiment 2-1 examines the collision time of each 4 method in Figure 30. The collision time in

the MPFA with large capacity dynamic depots is 37% longer than in the RCdynamic. The depots with a
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Figure 30: The collision time of each swarm in Experiment 2-1.

capacity of 16 have a longer collision time than depots with a capacity of 3. The difference in collision

time between the two robot chain algorithms is not readily apparent.

Experiment 2-2’s Fig. 31 shows the foraging performance of all four algorithms with varying num-

bers of randomly dispersed obstacles. As the number of hurdles grows, so do all performances. Using

40 robots, MPFA16
dynamic beats the other three methods. It is 40 percent, 44 percent, 47 percent, and 46

percent, respectively, more expensive than RCdynamic. The performance of the remaining three methods

does not vary much. When the number of robots reaches 60, RCstatic and RCdynamic perform marginally

better than MPFA16
dynamic. Compared to the performance of forty robots, their performance improves

more rapidly than the two MPFA algorithms. When the number of robots reaches 80, the improvement

in RCstatic and RCdynamic becomes more pronounced. In addition, RCdynamic performs better than RCstatic

when the number of obstacles is 8, 16, or 32.

5.7 Summary

In this part, I demonstrated that by allowing robots in a robot swarm to move objects at a distance,

they are able to do foraging tasks more efficiently as a group. The most essential characteristic is

the construction of robot chains that are capable of overcoming the two most fundamental limitations

of existing dynamic depot foraging systems. One is congestion in the middle of the collecting zone.

Another aspect is the duration of the delivery trip. To do this, I designed a novel robot chain-based

foraging swarm system. I presented the robot chain control algorithm and explored the dynamic robot

chain relocation method. In multiple-location foraging tasks, these studies reveal that, given the same

number of robots, dynamic robot chains perform better than dynamic depots.
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Figure 31: Foraging performance with varying numbers of robots in various areas in Experiment 2-2

In this section, I proved that by enabling robots in a swarm robotics for transfering goods at a

distance between robots, the robots are able to do foraging tasks more effectively collectively. The most

important feature is the forming of robot chains that are capable of overcoming the two most fundamental

limitations of existing MPFA with dynamic depots. One is congestion around the collecting area’s center

location. Another factor is the lengthy delivery journey distance. To this objective, I developed an unique

robot chain-based foraging swarm system. I provided the robot chain algorithm for controlling robots

and discussed the dynamic robot chain relocation technique. These tests demonstrate that, given the

same number of robots, dynamic robot chains perform better than dynamic depots in multiple-location

foraging tasks.

The following explains the higher performance of robot chain algorithms. In MPFA3
dynamic and

MPFA16dynamic, when the capacity of the depot robots’ resources is as low as 3, the depots must regularly

visit the central depot. Therefore, the foraging robots must wait longer for the return of the stores.

RCstatic and RCdynamic do not have this issue since they may continually obtain resources from foraging

robots after robot chains are built; consequently, foraging robots have a high utility rate. In RCdynamic,

the robot chains move just a few times, and are thus operational for the most of the time. When robot

chains migrate, RCdynamic experiences somewhat more collisions; nevertheless, the relocation updates

robot chains to better places for gathering more resources.

In Fig. 30, the majority of collisions in MPFA3dynamic and MPFA16dynamic are caused by conges-

tion around the depot robot and the central depot. Due to the huge number of robots in close proximity

to the depot robot or the central depot, it takes longer for the robots to unload resources at the depot

robot or the central depot. In addition, the depot robot’s capacity is the difference in collision time be-
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tween MPFA3
dynamic and MPFA16dynamic. The diminished capacity leads to an increase in the number of

resource delivery trips, and therefore, accidents. When the foraging robots are awaiting the depot robot,

there is no chance of collision between the robots that want to discharge supplies to the depot robot.

Consequently, the MPFA3
dynamic exhibits lower collision times than the MPFA16dynamic. The collision at

the central depot may be avoided nearly entirely in RCstatic and RCdynamic; instead, most collisions occur

at the ends of the robot chains. Since there are four robot chains, collisions are dispersed equally among

them, resulting in reduced congestion. When the robot chains are moved in RCdynamic, some collisions

occur around the central depot. When moving to new sites, robots clash with one another to establish a

new robot chain. When a depot goes to the central collecting zone to transfer resources, foraging robots

in its vicinity are idle and await its return. The depot with a capacity of three moves more often than the

depot with a capacity of sixteen. Consequently, there is less collision, and the robots must wait longer.

When obstacles are placed in foraging areas, all foraging performance is disturbed and rapidly de-

creases. RCstatic performs almost identically to RCdynamic. It suggests that the relocation is insufficiently

effective for small swarm numbers and tiny venues. RCdynamic has the potential to perform much better

as the number of robots increases.

This study demonstrates that MPFA with dynamic robot chains may significantly increase the for-

aging performance of robotic systems compared to current methods. 1) It is more efficient than existing

CPFA and MPFA with limited depot capacity; 2) it reduces robot collision time; and 3) the system can

recognize and avoid obstacles.
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VI Dynamic Robot Chain Networks

The objective of a foraging swarm robot system is to find and collect resources in an unknown arena as

quickly as possible. To avoid the congestion near the central depot, I previously described an extension

of the multiple-place foraging system in which robots can form robot chains that deploy dynamically

to reduce the distance by receiving resources at the robot chains instead of the central collection zone.

However, a robot chain can only reach one target location at a time, and congestion can occur at the

end of the robot chain. This section presents an extension to dynamic robot chains called robot chain

networks, which extends robot chains with branches, each of which reaches different resource clusters.

I formulate the problem of finding the smallest robot chain networks as the Euclidean Steiner tree prob-

lem and explain how Steiner trees can be utilized to optimize the efficiency of the foraging operations. I

implemented the foraging swarm robot system in the swarm robot simulator called ARGoS. The exper-

iments showed that the system deployed robot chain networks could avoid obstacles and collect more

resources when compared with the original robot chain design.

6.1 Introduction

An important application of swarm robotics is foraging, which is the search for and return of scat-

tered resources like as minerals, water, and fuels to a collecting zone termed central depot [112, 113].

Most extant foraging swarm robot systems use decentralized search-and-gather foraging techniques.

[23,26,114–117]. However, several of these foraging systems have congestion around the central depot

when a large number of foraging robots return to the depot to unload the acquired resources [26]. When

congestion arises, the central depot serves as the system’s bottleneck. To alleviate the congestion issue,

Lu et al. [23, 26, 117] proposed a foraging system known as multiple-place foraging systems, which

employs helper robots known as dynamic depots to collect resources from foraging robots and transport

them to a central depot. Even though dynamic depots may lower the number of robots near the central

depot, high traffic still causes congestion. Previously, I considered replacing dynamic depots with dy-

namic robot chains, which are sequences of robots that can transmit resources across a distance. [29].

As illustrated in Fig. 24, a proposed implementation of dynamic robot chains is based on mobile convey-

ors [33]. A foraging robot is able to place supplies on the last robot in a robot chain and have the chain

deliver the resources to the central depot. This strategy may significantly alleviate traffic congestion

close to the central depot [29].

Dynamic robot chains, however, cannot eliminate congestion since congestion might still exist near

the end of robot chains. When there are many resources near the end of a robot chain, many forag-

ing robots have to deposit the collected resources into the robot chain. Thus, the end of robot chains

becomes the new bottleneck. In this section , I propose dynamic robot chain networks, which extends

the idea of dynamic robot chains by having a network of robot chains that connect to multiple resource

clusters. By allowing robot chains to have branches, the traffic near the end of the robot chains can be

distributed to several branches, and congestion can be reduced. More importantly, the dynamic robot

chain networks can achieve higher throughput by having multiple endpoints connecting to the different

69



Figure 32: The example of four robot chains networks in the arena. The magenta dots are robots of the

robot-chain, whereas the blue dots are foraging robots.

resource clusters using a few robots. I optimized the number of robots on a robot chain network by

computing a Euclidean Steiner tree with obstacle avoidance that is the minimum spanning tree for con-

necting to multiple endpoints with the addition of Steiner points. I describe a high-level controller which

decides when I should add new branches to an existing network and when I should relocate a subtree

of a network to the locations on the Steiner tree. The experimental results present in Secection. 6.7

demonstrate that MPFA with robot chain networks are more effective than both MPFA with dynamic

depots and robot chains with no branch.

6.2 Foraging with Robot Chain Network

In a foraging task, multiple robots cooperates to gather resources in an area. The arena shown in Fig. 32

is one in which resources are placed in many resource clusters. In addition, there are obstacles that

impede the robot’s sight and mobility. Initially, the robots are unaware of the locations of the resource

clusters and obstacles and must conduct reconnaissance to find them. The objective of the robot squad

is to recover as many resources as possible and transport them to the central depot.

A robot is an omnidirectional mobile robot with a link forming component, a lidar sensor,a gripper,

a wireless communication device, a resource detection device,and a resource-holder with limited storage

space. A robot uses its lidar to identified the edges of the obstacles and other robots within the lidar’s

sensing range (see Fig. 26). The resource detection device can detect the exact locations of all resources

within sensing range of the detection device. When the distance between two robots is less than dmax,

the two robots can use their link forming components to form a link between them such that one robot

can send resources to the other robot via the link. The capacity of a link is the maximum number of

resources that can transfer on the same link simultaneously.
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A robot chain is a sequence of robots in which every pair of adjacent robots are linked together.

A robot chain network is a set of robot chains that join together in a tree-like structure. To form a

robot chain network, robots must be capable of establishing links to three adjacent robots to form Y-

junctions. Three mobile conveyors can form a one-way Y-junction by overlapping the endpoints of their

belts such that objects from two incoming belts can drop on the outgoing belt. The problem of finding

the minimum size robot chain networks can be formulated as a obstacle-avoiding Euclidean Steiner

tree problem: given N points in a 2D plane with obstacles, find a tree structure in the empty space that

connects all points by lines of minimum total length with the help of newly-created points called Steiner

points. In these cases, the N points are the locations of resource clusters, the lines are robot chains, and

the Steiner points are Y-junctions. One nice theoretical result is that every vertex in a minimum Steiner

tree must have a degree of two or three. Hence, it is sufficient to consider Y-junctions only when forming

a robot chain network of minimum size.

At any time, a robot is in one of the four states: 1) the mobile state, 2) the resource-collecting state,

3) the resource-dumping state, and 4) the robot-chain state.

Robots can freely move in the mobile state. A robot can enter to the resource-collecting state and

use own gripper to put a resource in own resource-holder when the robot arrives at a resource. After

gathering the resource, the robot returns to the mobile state. When the robot arrives at an endpoint of a

robot chain network or the central depot, it can enter the resource-dumping state to unload the resource.

Once the resource has been unloaded, the robot returns to its mobile state. When the robot is in-

structed to establish a link with other robots, the robot enters the robot-chain state and starts forming

links with other robots. When a branch in a robot chain network is disbanded, the links are retracted,

and the robot enters the mobile state. At any time, a robot plays one of the following roles: 1) exploring

robots, 2) foraging robots and 3) robot-chain robots. An exploring robot can only enter the mobile state.

A foraging robot can enter the resource-dumping state, the resource-collecting state, and the mobile

state. A robot-chain robot can enter the robot-chain state and the mobile state. A robot can change its

role only when it is in a mobile state.

An endpoint is the last robot of a branch that connects to a resource cluster. Each foraging robot

has a preferred endpoint, which is typically the nearest endpoint at the current position. A foraging

robot can put its collected resources to the preferred endpoint, and then the resource will be transferred

to the central depot via the network. If the resource-holder of an endpoint is full, or another foraging

robot is using the endpoint, and the foraging robot has to wait until the endpoint becomes available. The

resource-holder of an endpoint is full when congestion occurs on the network, causing the resources to

pile up all the way to the endpoint. Congestion is mainly caused by the limited capacity of the link on

the main branch that connects to the central depot. But this congestion can be alleviated if resources can

be transferred quickly to the main branch. In experiments, there are four initial robot chain networks in

the four quadrants of an arena in the beginning.

71



6.3 Foraging Robots Behavior

A foraging robot saves the location of the previous resource cluster it visited and collects resources from

the cluster until there is no more resource in the cluster. When all resources in a cluster have been

collected, the foraging robot will go to another cluster to collect resources or become an exploring robot

and explore the area to discover other resource clusters and obstacles based on the exploration strategy

in [26].

Robots share their locations wirelessly to the nearby robot, especially the adjacent robots on a robot

chain. They also share the locations of the resources and the obstacles they know. The central depot acts

as an information hub that redirects information via robot chain networks. Unless a robot is exploring

a location that is far away from any robot chain network, it can receive the shared information from the

central depot instantly. Robots that are not close to any network will have to get closer to a network

from time to time to exchange information with other robots.

When a robot discovers an obstacle, they will integrate the information of the obstacle collected by

their lidars (Fig. 26) by updating a shared data structure called the obstacle map (Fig. 27), which parti-

tions the arena map into three kinds of regions: 1) obstacle regions, 2) empty regions and 3) unknown

regions. In Fig. 27b, they are the magenta regions, the white regions, and the black regions, respectively.

Foraging robots use the obstacle map to navigate in the arena. To visit a location, a foraging robot com-

putes a visibility graph in the obstacle map (Fig. 27c) and removes all edges that are not in the empty

regions (Fig. 27d). The foraging robot walks along the shortest route to the destination as determined

by the graph of visibility. When traveling toward the goal, the foraging robot will update the visibility

graph and recalculate the shortest route based on new knowledge about undiscovered places. If there is

no way to get to the target from the empty area, the robot that is looking for one will randomly explore

the area until it finds one.

6.4 Modification of Robot Chain Network

A robot chain network supports five modification operations: (1) adding a branch to an existing network,

(2) deleting a branch from an existing network, (3) relocating a subtree in an existing network, (4)

establishing a new network, and (5) disbanding a network. A high-level controller in Sec 6.5 decides

when to apply these operations. Typically, when a new resource cluster is discovered, the high-level

controller will consider either adding a branch connecting an existing network to the new resource cluster

or relocating a subtree in an existing network to include the new resource cluster as a new endpoint in

the network. When a resource cluster has no more resources, the branch to the resource cluster will

be deleted. If all resource clusters at the endpoints of a network are empty, the entire network will be

disbanded. If some resource clusters are not close to any existing networks, a new network to these

clusters will be established.

The relocation of subtrees relies on the solution to the obstacle-avoiding Euclidean Steiner tree

problem. For each resource cluster in a subtree p including the new resource cluster, I pick a point

within a distance Rend from the center of the cluster but outside the cluster as an endpoint. The endpoint
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should be between the center of the cluster and the network. Given the coordinates of a set of endpoints

and the obstacle map, I first compute a nearly optimal Steiner tree that connects the central depot to

the endpoints while avoiding the obstacles. I modified the Euclidean Steiner tree solver in [38] to make

it works with obstacle avoidance using some heuristics in [35] and [37]. Second, I compute the target

locations of the robots on the edges of the Steiner tree. The target locations should satisfy all physical

constraints, such as the maximum link distance and the Y-junction configurations. After computing

the target locations, the high-level controller will ask the endpoints in p to stop receiving resources

from foraging robots and wait until all existing resources on the chain leave p . Note that other parts

of the network can continue to function while relocating p . After that, the robot-chain robots in p are

disbanded and turn them into foraging robots. Then a set of foraging robots that are close to the target

locations are selected and moved to the target locations along the shortest path in the visibility graphs as

described in Sec. 5.3.

Due to obstacles in unknown regions, the Steiner tree has to be recomputed from time to time during

relocation. To encourage robots to explore the regions around the new subtree, the robots are given a

certain amount of time, namely texplore, to freely explore the region near the subtree while moving to the

target locations. The primary concept of the exploration method is to retain the current best configuration

of the subtree during the exploration and to ensure that robots have sufficient time to return to the

previous best configuration before the allocated exploration time texplore expires. When robots collect

new information about the obstacles during exploration, the high-level controller will recompute the

Steiner tree and the target locations and ask the robots to move to the new target locations.

The operation of establishing a new network is the same as the relocation of a subtree, except no

existing subtree will be disbanded, and the subtree’s root is the central depot. Adding a new branch is

the same as the addition of new robot chains using the visibility graph in Fig. 27 as discussed in [29]

6.5 The High-level Controller

The foraging robots and the dynamics of robot chain networks are managed by a high-level controller at

the central depot. The controller divides all robots into three groups based on their roles as discussed in

Sec 6.2. An exploring robot will move to the nearest unknown regions in the obstacle maps as shown in

Fig. 27, but visit the nearest endpoints of any network for every period of time tinfo to report the collected

information. The foraging robots will be evenly distributed to the endpoints of the networks and repeat-

edly collect resources from nearby resource clusters and then dump the resources to the endpoints. The

robot-chain robots act reactively upon receiving resources from the upstream and push the resources to

downstream.

Robots can switch roles only when a modification of robot chain networks occurs. The high-level

controller considers modifying any networks only at a fixed time interval tprotect. No new modification

can be made before the end of a time interval in order to prevent modifications from happening too

frequently. At the end of the time interval, the controller checks whether some branches or networks

should be removed and whether there are resource clusters that have not been reached by any network.
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To reach these resource clusters, the high-level controller has three options: adding new branches to an

existing network, relocating a subtree in an existing network, or establishing a new network. The last

option is selected only when the resource clusters are too far away from existing networks.

I opt for building large robot chain networks with as many endpoints as possible after setting aside

a certain number of robots as exploring robots. Hence, the high-level controller prefers adding new

branches instead of relocating a subtree. When adding a new branch, some foraging robots have to

convert into robot-chain robots. As long as the average number of foraging robots for each endpoint of

a robot network is not less than a given number Nforage, the addition of new branches should be allowed;

otherwise, the high-level controller should relocate a subtree. In relocation of a subtree, the controller

calculates the number of robots that are available to establish the new subtree. If the number of robots is

large enough for filling out the minimum Steiner tree, the relocation proceeds; otherwise, the relocation

is put on hold until some other branches are disbanded, and more robots become available. Since the

new Steiner tree can be smaller than the subtree before relocation, some robot-chain robots can become

foraging robots after relocation.

6.6 Experimental Configurations

To evaluate the robot chain network RCnetwrok, I conducted four experiments on ARGoS. In first two ex-

periments, I compared a robot chain network algorithm RCnetwork to the other two robot chain algorithms

in [29], (RCno and RCone). In RCno, robot chains can relocate to close to multiple resource clusters, but

the length of robot chains does not change. In RCone, the robot chains can be extended to the center of

multiple resource clusters. In the first experiment, the arena size is 20m⇥20m.

The 1000 resources are distributed as 40 clusters, and the shape of the clusters is 5⇥5. The number

of robots is 40, 50, 60, and 70. Initially, four robot chains are distributed uniformly, and four robots in

each chain. The simulated foraging time is 30 minutes. The exploration time of robots in robot chains

is 2 minutes, and the frequency of checking relocation is 6 minutes. For testing the flexibility of the

algorithm, I conducted the second experiment where the arena, resources, and robot swarm size are

larger. The values of the parameters are summarized in Table 6.

In the experiment, I measured how the frequency of network modification and the frequency of

robot chains’ relocation tprotect affects the foraging performance in the 20⇥20 arena with obstacles. The

experimental setup is summarized in Table 7. In the last experiment, I measured how the exploration time

texplore affects the modification of the networks or robot chains in the 20m⇥ 20m arena with obstacles.

Three groups of experiments were conducted based on the number of robots. The experimental setup is

summarized in Table 8.
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Table 6: The configuration of experiments 3-1 & 3-2

Arena size (m⇥m) 20⇥20 30⇥30

Number of resource 1000: (40⇥5⇥5) 2250: (90⇥5⇥5)

Number of robots 40, 50, 60, 70 60, 80, 100, 120

Number of robots in each
4 9

initial robot chain

Foraging time (minute) 30 30

texplore (minute) 2 2

tprotect (minute) 6 6

Table 7: The configuration of experiments 4-1
Arena size (m⇥m) 20⇥20

Number of resource 1000

Number of robots 40, 60, 80

Foraging time (minute) 30

Number of obstacles 4, 8, 16, 32

Percentage of robots in the
30%

initial robot chains

texplore (minute) 2

tprotect (minute) 3, 6, 12, 24, 30

Table 8: The Configuration of experiment 4-2
Arena size (m⇥m) 20⇥20

Number of obstacles 2, 4, 6, 8

Number of robots in
4, 5, 6

each robot chain

texplore (s) 30, 60, 120, 240
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6.7 Experimental Results

The performance of foraging is measured by the quantity of resources gathered and transported to the

central gathering zone. The collision time is the time taken for robots to avoid colliding with the bound-

ary of the arena or other robots. We assessed the findings statistically to see if the foraging performance

changed predictably with various setups. Each data set shown in the graphs is an average of 30 runs, and

each error bar represents 95% confidence intervals.
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Figure 33: Foraging performance in Experiment 3-1.
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Figure 34: The collision time of each swarm in Experiment 3-1.

Fig. 33 demonstrates the foraging performance of all three algorithms in Experiment 3-1. The for-

aging performance increases as the number of robots increases. When the number of robots is 40, all

performances are low and similar. When the number of robots is 60, the performance of RCnetwork out-

performs other algorithms. When the number of robots is 70, the performance of RCnetwork is 13.6%
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higher than RCone and 19.5% higher than RCno.

Fig. 34 compares the collision time of all three algorithms in Experiment 3-1. The collision time

increases as the number of robots increases. The difference is higher when the number of robots is 70,

the collision time in the RCnetwork is 4.7% shorter than the time in RCone and 18.6% shorter than RCno.

Compared to the performance in Experiment 3-1, Fig. 35 demonstrates the same trend of the foraging

performance in Experiment 3-2. When the number of robots is 120, the performance of RCnetwork

outperforms other algorithms. When the number of robots is 80, the performance of RCnetwork is 14.9%

higher than RCone and 21.0% higher than RCno. Fig. 36 also demonstrates the same trend of the collision

time in Experiment 3-2. When the number of robots is 120, the collision time in the RCnetwork is 4.5%

shorter than the time in RCone and 17.1% shorter than RCno.

Fig. 37 demonstrates the foraging performance in Experiment 4-1. The foraging performance of

the robot chains or networks decreases as the number of obstacles increases. When the number of

robots is 40, the trend of the performance is not obvious. When the number of robots is 60 and 80,

the performance with tprotect = 3 is significantly lower than others. In all cases, the performance with

tprotect = 6 is slightly better than the performance with tprotect = 12, but always better than others.

Fig. 38 demonstrates the performance of the modification of networks and the relocation of robot

chains in Experiment 4-2. The performance has the same trend in all three groups of experiments. The

distance d increases as the number of obstacles increases. The shorter exploration time results in a longer

distance d. The robot chain algorithm with the known obstacle map always has the best performance.

When the number of robots in the robot chain is 6, and the number of obstacles is 8, the distance using

the robot chain algorithm with the obstacle map is 35.8%, 52.6%, 181.2%, and 274.6% shorter than the

distance using the robot chain algorithm with the exploration time, 240, 120, 60, and 30 seconds.
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Figure 35: Foraging performance in Experiment 3-2.
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Figure 36: The collision time of each swarm in Experiment 3-2.
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Figure 37: Foraging performance using different tprotect in Experiment 4-1.
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6.8 Summary

In section V, I have already demonstrated that the dynamic robot chain algorithm outperforms the MPFA

with dynamic depots. In this section, I designed tree-like robot chain networks for foraging robot swarms

based on obstacle-avoiding Euclidean Steiner trees. The collected objects can be transported on the robot

chain from their discovered locations to the central collection zone. Compared to existing multi-places

dynamic depot foraging systems, the network formation can overcome two major limitations of the cen-

tral place foraging algorithm (CPFA) further: congestion in transportation and the long travel distance

between the location of one depot and the locations of multiple clusters. I presented the formation and

disbandment of the robot chain network algorithm RCnetwork and described the modification procedure

of subtrees. The experiments (Fig. 33 and Fig. 35) show that RCnetwork outperforms other two robot

chain algorithms with no or one single branch, RCno and RCone, respectively.

The reason for the superior performance of robot chain networks is as follows. When there are

multiple discovered clusters, one robot chain is insufficient to serve the foraging in multiple clusters.

When there are no extended branches, robots need to travel between the multiple clusters and the location

of the last robot in the robot chain. Robots collide with each other as in the MPFA with dynamic depots.

When there are multiple branches to the clusters, many robots are in the robot chains and branches, and

a smaller number of foraging robots travel in the arena. Therefore, the collision time is higher than the

collision time in RCnetwork (Fig. 34 and Fig. 36). Real-time adaptive strategy is a key component of

RCnetwork since it can create multiple branches to connect the multiple clusters. It reduces the travel time

of foraging robots and therefore increases the foraging performance.

The foraging performance in the third experiment (Fig. 37) indicates that the frequency of network

modification or robot chain’s relocation should be selected carefully. The robot chain, either with a high

relocation frequency or without relocation, has a low performance. The relocation is efficient, but there

is a cost of relocation. There are tradeoffs between the relocation and the cost. The results in the last

experiment indicate the exploration time is also critical in the modification. The longer exploration time

results in better robot chain networks, but the rate of improvement decreases.

Using dynamic robot chain networks that adapt to the distribution of resources, RCnetwork is an

effective method that reduces bottlenecks in robot chains and increases foraging performance. This

study demonstrates that dynamic robot chain networks may significantly enhance the transportation

performance of foraging swarm robotics systems, hence enhancing the performance of foraging. This

unique system has the following advantages: 1) it offers more efficient transportation than current no

branch or single branch robot chain algorithms; 2) it reduces robot collision time; and 3) it is adaptable

to local circumstances.
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VII Mobile Workstations

Many existing mobile robots can only accomplish their specified tasks while they are immobile. The

productivity of these robots may be enhanced if they are able to accomplish certain activities while

moving. In this section, I present mobile workstations, which integrate movable platforms with manu-

facturing gear to boost efficiency by overlapping production and delivery time. I offer a model of mobile

workstations and their duties and discuss the algorithm for task planning for a group of mobile worksta-

tions. The temporal planning challenge for mobile workstations combines the characteristics of traveling

salesman problems (TSP) and job shop scheduling problems (JSP), although there is little research that

concurrently addresses JSP and TSP.

7.1 Introduction

Mobility is vital for many of the duties developed for service robots. Attaching a robot to a mobile

platform is the most frequent method of giving robots movement at now. Some mobile platforms enable

users to quickly connect any device. A smartphone platform called Patin by Flower Robotics2, for

instance, enables users to install domestic gadgets such as lighting and air purifiers. However, few

researchers have studied adding more advanced gadgets that can conduct production activities while

the mobile platform is in motion. For instance, robots in Robocup@Home can only do certain duties

when they stop at areas with the relevant appliances. Similarly, Robocup@Work robots are limited to

operating machinery at stationary workstations.

Figure 39: A mobile microwave robot.

2http://www.flower-robotics.com/patin
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Figure 40: A mobile printer robot.

In this section, I investigate the ramifications of linking production equipment to a mobile platform

and the service robot tasks’ scheduling . These robots are referred to as "mobile workstations" because

they are able to produce or process objects while transferring them. I argue that this mode of operation

gives a fresh method for saving considerable time. Consider the scenario shown in Fig. 41, in which you

want to get a cup of coffee. If the coffee machine is located far from your office, you may save time by

ordering a cup of coffee to be brewed and then having a robot deliver it to you. However, you may save

even more time if the robot is outfitted with a coffee maker that can simultaneously brew and deliver

a cup of coffee to your office. By overlapping delivery and production time, mobile workstations may

save a substantial amount of time and serve more customers.

Mobile workstations extend the notion of mobile coffee-making robots to include any robotic sys-

tems with production equipment. For instance, Fig. 39 and Fig. 40 depict the hardware implementation

of two distinct mobile workstations, one for printing and the other for microwave cooking. A model of

mobile workstations and job planning algorithms are sufficiently inclusive to include all of these devices.

The success of these mobile workstations is contingent on the overlap of their production and mobil-

ity times to the greatest extent feasible. I investigate the temporal planning issue of multiple mobile
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Figure 41: A scenario involving a mobile coffee making robot.

workstations: given M tasks and N mobile workstations, how can I allocate the jobs and schedule the

activities for the workstations such that the whole group may complete the jobs in the shortest period of

time? Minimizing the makespan makes sense, particularly when many mobile workstations may operate

in tandem. This system will execute the planning algorithm whenever a task is added to or deleted from

the work queue to ensure that optimality is maintained.

This planning problem is NP-hard because it encompasses two challenging NP-hard problems: the

traveling salesman problem (TSP) and the job shop scheduling problem (JSP). The TSP and the JSP are

well-known problems for which a considerable amount of literature exists. However, the planning and

scheduling literature has few studies that mainly address JSP and TSP simultaneously inside a single

framework.

I solve this problem by developing a novel algorithm that searches the space of task graphs whose

nodes represent movement and production actions. After locating the optimal task graph with the short-

est critical path, the method converts the task graph into a temporal plan. As with many temporal

planning problems, a thorough approach for constructing an optimal plan would run in exponential time

(unless P = NP) and cannot reasonably address situations requiring more than a dozen activities. The

second method does a local search in the space of task graphs in order to fast generate a suboptimal

temporal plan for a large number of tasks. Experiments were undertaken to compare suggested algo-

rithms with SGPlan 5 [41, 126], one of the finest domain-independent temporal planners that employs

Planning Domain Definition Language (PDDL) [127], which is expressive enough to specify the issue.

There is no domain-dependent planner capable of solving the issue, however I compared suggested al-

gorithm with the Google Optimization Tools’s JSP solver 3 using a collection of test cases that the JSP

solver can solve. The experimental findings demonstrate that the suggested local search method beats

both Google’s JSP solver and SGPlan 5. Moreover, when the problem size is small, the algorithm may

construct temporal plans with makespans that are comparable to those of optimum solutions.
3https://developers.google.com/optimization/scheduling/job_shop
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7.2 Mobile Microwave Robots

To illustrate the concept of mobile workstations, I built a mobile microwave robot, as shown in Fig. 39.

I used Clearpath’s Husky vehicle as to the mobile platform and put a 1100W microwave oven on top of

it. The oven is powered by an uninterruptible power supply (UPS) unit hidden in the compartment of

the vehicle. I installed a Kinova JACO2 6DOF robot arm with three fingers on the vehicle, which was

programmed to open the door of the oven, put an object in the oven, press the on/of buttons of the oven,

and take an object out of the oven. Due to the size and the structure of the robot arm, the robot can only

handle tall containers such as coffee mugs. The robot used a Hagisonic StarGazer Robot Localization

sensor for localization in an indoor environment. To facilitate the movement of the mobile platform

and avoid collisions, I installed an ASUS Xtion PRO LIVE RGB and depth sensor on it. A webcam is

installed for object manipulations. One limitation of the current implementation of the robot is that the

robot arm can only grab things from certain predefined locations. In the future, I intend to program the

robot arm to grip things directly from a refrigerator.

The robot is operated by two Intel NUCs running ROS under Ubuntu Linux operating systems. Upon

receiving high-command commands such as going to a room to grab a cup, the robot will carry out the

actions autonomously. The scheduling algorithm is run on a desktop computer which can remotely send

commands to the robot to control it. I implemented a simple user interface for users to check the current

temporal plan and monitor the current state of the robot. Through the user interface, a user can submit a

job to the system, and then the scheduling algorithm will regenerate the temporal plan.

7.3 The Scheduling Problem for a Team of Mobile Workstations

LatteNode�1

Node�2

Node�0

Node�4

Input Process Output

Bean

Sugar

Milk

Node�3:
Coffee
Maker

Figure 42: A model of the mobile coffee making robot.

To generalize the concept of mobile microwave robots, I define a model of mobile workstations as

follows. A model of a mobile workstation as a directed tree that consists of nin input nodes, one process

node, and one output node, where nin � 0. Hence, the total number of nodes is n = nin+ 2. The input

nodes represent the hardware for gathering raw materials, the process node represents the machinery for

production, and the output node represents the hardware for delivery of the final product. Fig. 42 shows

the model of the mobile coffee making robot. In this model, there are three input nodes, which present

the hardware for fetching the raw materials for coffee making. These input nodes connect to a process
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node which represents a coffee maker. Likewise, the process node connects to the output node, which

represents a coffee maker. This model captures the essential hardware components on a mobile coffee

making robot. The edges in Fig. 42 represent the possible flow of objects inside a workstation. The

incoming edges of the process node represent prerequisites for the production; the process node must

acquire all raw materials from the input nodes before starting the production of the product.

A job is a message describing 1) the duration of each task , 2) where to fetch the raw materials,

and 3) where to deliver the final product at each node in the model. Fig. 43 shows three jobs for a

mobile coffee making robot. Each node in a job represents a task that a workstation needs to perform

at the corresponding node in the model of the workstation. The number in a node of a job represents

the duration of the task represented by the node, whereas the location in a node of a job represents

the location at which the workstation must carry out the task. For instance, in Job 1 the mobile coffee

making robot spends 30s at Room 6 to get some coffee bean, 40s at Room 7 to get some sugar, and 20s

at Room 15 to get some milk. When the robot has three materials, it takes 250 seconds to make a latte.

The robot took 30s to finish the task of delivering a latte at Room 0. As can be seen, the time of same

nodes in various tasks might vary; this variance helps us to express the distinction between jobs. For

instance, Job3 may have demanded a big latte, requiring the robot to spend additional time preparing

coffee. Notice that when a workstation grabs an object for an input node or deliver the final product for

an output node, the workstation must stay at the location specified by the node until the task is finished.

A dedicated server processes all job requests. After receiving a task, the server will place it in a job

queue. When the job queue is modified by the addition or removal of jobs, a scheduling algorithm will

be executed to allocate the jobs to various workstations and update the existing temporal plans for all

mobile workstations. Consider a scenario in which there are N mobile workstations and M jobs in the

job queue. The scheduling method creates a temporal plan consisting of a number of of task actions and

move actions. There are three kinds of task actions:

• Fetch(w,o, l,d)—the workstation w gets an object o at a location l;

• Process(w,o,o1,o2, . . . ,ond)—the workstation w makes an object o from the object o1, o2, . . . , on;

• Deliver(w,o, l,d)—the workstation w delivers an object o at a location l; and

But there is only one kind of move actions:

• Move(w, l,d)—the workstation w moves to location l.

Formally, p is a list of ht,ai where t is the time to execute the action a. A valid temporal plan must

satisfy the following constraints:

• There is one task action for each node for each job;

• There is one move action for each input or output node for each job;

• All actions assigned to a job must also be assigned to the same workstation;
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Figure 43: The example of three mobile coffee making robot’s jobs.
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• The starting time of a task action a1 must not be earlier than the finish time of the task action a2

that is a predecessor of a1 in the job;

• There should be no move action whose time interval overlaps with the interval for any input and

output nodes of the same workstation;

• For each task action for an input or output node, there should be a move action whose location and

workstation are the same as the workstation and location of the task action. Moreover, the finish

time of the move action should occur before the start time of the task action, and there is no other

move action of the same workstation between the finish time and the start time; and

• The time intervals for the task actions for the same node and the same workstation cannot overlap

each other.

In each of these actions, d represents the maximum duration for performing the actions to complete the

task.

The schedule of these actions is a temporal plan p of mobile workstations. p is formally a list of

pairs, each of which is (t,a)where a represents the execution of the action at the start of t. When there

are two mobile workstations, the plan for jobs in Figure 43 is shown in Figure 45. Some parameters of

this plan’s activities are excluded because they may be deduced from Fig. 43. The makespan of this plan

for these jobs is 610s. This temporal plan is optimal, since there is no alternative temporal plan with a

shorter makespan than 610s.

7.4 Planning Algorithms

Given M jobs and N workstations I compute a temporal plan as a minimum the makespan plan.Even

with a modest number of tasks, a forward exhaustive search method is not efficient enough to identify

a plan. Consequently, I develop a novel graph search method based on a task graph G = (V,E), where

each vertex in V represents a job and each edge in E indicates the temporal ordering of two tasks. A

(v1,v2) 2 E edge indicates that the job at v1 must complete before the task at v2. When there is no

edge connecting two vertices, the tasks may be performed in parallel since there is no indirect reliance

between them. Fig. 44depicts the task graph for the three tasks seen in Fig. 43, whose output nodes are

linked to a new diamond-shaped vertex. A supertree is a subtree represented in Fig. 44 by the black

arrows.

From a supertree, a task graph may be created by adding (1) exclusive-task edges and (2) movement

vertices and movement edges. Since there are several methods to add these edges and vertices (see

below), a supertree may be used to create numerous task graphs. A task graph’s critical path is the

longest path from the root to a vertex, where the length of a path is the total of the maximum duration

of all vertices along the path. Then, I schedule a set of project tasks using the critical path approach

(CPM) [128]: Find the task graph with the shortest critical route among all feasible graphs formed from

a supertree. This idea focuses on efficiently enumerating all potential task graphs.
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Figure 44: A task graph for the jobs in Figure 43

Exclusive-Task Edges: Consider a supertree T constructed by combining a set of M jobs: J1,J2, . . . ,JM.

the algorithm identified the vertex of a node i in a job Jj by (i, j). First, the algorithm divide the set

of jobs into N partitions: r0 = {J1,J2, . . . ,JN}, such that all jobs in Jk are allocated to the workstation

k. In each partition Jk, I add a set of edges to T to indicate the constraints that a process node of the

workstation k cannot concurrently complete two distinct tasks. These mutually exclusive requirements

may be expressed using a collection of directed edges linking the vertices (i, j) for each process node

i and for each Jj 2 Jk . For each process node i, let r1
(i,k) = ( j1, j2, . . . j|Jk|) be a permutation of the

indexes of the jobs in Jk. Then the algorithm add an exclusive-task edge between (i, jx) and (i, jx+1), for

1  x < |Jk|. In Figure 44, for instance, the blue line represents an exclusive-task edge ((3,2),(3,1))

that enforces the ordering that the vertex (3,1) must be executed after (3,2).

Movement Vertices and Movement Edges: The algorithm add a set of movement edges and move-

ment vertices to T to represent the route of the mobile workstation k. In T , all output and the input

node vertices for the partition Jk are connected with the places the workstation k should visit. In ad-

dition, the workstation must stay at these locations for a given duration to deliver or fetch objects.

Let {v1,v2, . . . ,vr} represent the set of all output and input node vertices for the jobs in Jk, lx is the

location of vx, if 1  x  r, and l0 is the location of the workstation k initially. Given a permuta-

tion r2
k = (s1,s2, . . . ,sr) of the first r positive integers, I add a new vertex vmove

(lsi ,lsi+1 )
between vsi and

vsi+1 , for 1  s < r, and vertex vmove

(l0,ls1 )
and an edge (vmove

(l0,ls1 )
,vs1) as well as the edges (vsi ,vmove

(lsi ,lsi+1 )
)

and (vmove

(lsi ,lsi+1 )
,vsi+1) to T . These movement vertices and movement edges are shown in Fig. 44 by the
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hexagons and the red edges, respectively. The maximum duration of a movement vertex vmove

(lsi ,lsi+1 )
is the

amount of time it takes for the robot to go from lsi to lsi+1 .

Algorithm 2 The Multiagent Scheduling Algorithm.
1: procedure COMPLETESEARCH(J1,J2, . . . ,JM)
2: Construct a superjob T from J1,J2, . . . ,JM .
3: Let Dmin be a large number.
4: Let Smin = {}
5: for each possible job assignment u to the workstations do
6: Let Jw be the jobs assigned to w according to u.
7: Let V w

IO
be the vertices for all input and output

nodes of the jobs in Jw.
8: Let Hw be the set of process nodes in the jobs in Jw

9: for each permutation r1
w of Hw do

10: Add new edges to T according to r1
w.

11: for each topological ordering r2
w in V w

IO
. do

12: Add vertices and edges to T according to r2
w.

13: if all (r1
w,r2

w) are assigned for 1  w  N then
14: S := {{r1

w,r2
w}1wN}

15: Compute the length D of the critical path
16: If D < Dmin then Dmin := D; Smin = S
17: end if
18: Remove the vertices and edges created for r2

w.
19: end for
20: Remove the edges created for r1

w.
21: end for
22: end for
23: Add vertices and edges to T according to Smin.
24: return the temporal plan p extracted from T .
25: end procedure

A complete search algorithm computes the shortest critical path by enumerating all feasible tuples

of the form (r0,{(r1
(i,k),r

2
k )}1kN), where T is the set of all new vertices and edges. The algorithm use

a depth-first search to determine the length of the critical path for each tuple. Then, the algorithm deter-

mine which pair provides the shortest critical route. Note that r2
k must be a topological ordering ordering

in order to preserve the temporal dependencies between input and output nodes. This enumeration algo-

rithm has a running time of O(MN ⇥M!⇥ r!⇥ (|V |+ |E|)), where N is the number of workstations, M

is the number of jobs, and r = |VIO| is the total number of output and input in the supertree.

Due to its exponential running time, this complete search method is impractical despite the fact that it

guaranteed to produce the optimum result. In fact, similar to TSPs, these problems are NP-hard, meaning

that it is unlikely that any algorithm will return an optimal solution to any large problem in a reasonable

amount of time. Consequently, I design a local search method that can tackle huge problems rapidly

but suboptimally. The algorithm’s pseudo-code is presented in in Algorithm 3. Instead of exhaustively
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enumerating all cases of movement edges, movement vertices, exclusive-task edges, and job partitions,

the local search randomly choose a tuple (r0,{(r1
(i,k),r

2
k )}1kN) and modifies it by randomly swapping

the vertices in the permutations, in an attempt to improve the solution (Lines 14 and 15).

This random swapping is comparable to the min-conflict heuristics for local search employed to

solve the well-known N-Queens problem [129]. Multiple sampling seeks to enhance the answer by

repeating the inner loop Nrepeat times with various swapping actions, while random restart reruns the

local search from Nrestart distinct beginning solutions. Smin contains the best solution currently available.

Both Nrestart and Nrepeat are fewer than 5 in the experiments. The algorithm has a running time of

O(|V |+ |E|), therefore it can run extremely quickly and handle several tasks. By delivering a temporal

plan based on Sminat any point in time, the algorithm may be converted into an anytime algorithm.

Algorithm 3 The local-search algorithm
1: procedure LOCALSEARCH(J1,J2, . . . ,Jm)
2: Construct a supertree T from J1,J2, . . . ,Jm.
3: Let Dmin be a very large number and let Smin be {}
4: Repeat the following Nrestart times
5: Randomly generate a permutation r0 of the jobs.
6: Repeat the following Nrepeat times
7: Randomly generate permutations r1

(i,k) and r2
k

8: S := (r0,{(r1
(i,k),r

2
k )}1kN)

9: Add exclusive-task edges to T according to r1
(i,k)

10: Add movement vertices and edges to T w.r.t. r2
k .

11: Compute length D of critical path in T
12: If D < Dmin then Dmin := D; Smin := S
13: Remove the exclusive-task edges and the

movement vertices/edges from T
14: Randomly modify r2

k by swapping without
violating the topological order.

15: Randomly modify r1
(i,k) by swapping.

16: Add vertices and edges to T according to Smin.
17: return the temporal plan p extracted from T .
18: end procedure

7.5 Experimental Evaluation

As demonstrated in Fig. 39 and Fig. 40, I developed two robots that function as mobile workstations. In

addition, I created a web-based user interface for task submission and mobile workstation monitoring.

These robots perform as expected on one level of the university building. The system also addresses

several practical concerns, such as rerouting when a human user frees a robot that has been stranded.

The assessment of suggested algorithms is mostly focused on simulation since it enables the testing

of several robots operating concurrently in a much bigger region. I compared suggested algorithms to

SGPlan 5, one of the most effective temporal planners [41, 126]. In addition, I compared suggested
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methods with (1) a forward search algorithm that constructs a temporal plan by exhaustively assigning

tasks to nodes in increasing time and (2) a full graph search algorithm that enumerates all potential task

graphs, as described in Section 7.4.

I developed a Java simulator and executed the trials on a Linux cluster with 20 nodes, 120 cores,

and 4GHz Intel Core i7 processors. I randomly produced six maps based on the floor layouts that are

typical in office and hotel contexts. The time required to go between two neighboring points on a map is

proportional to the distance between those sites plus a Gaussian error factor, which indicates the variation

in timing along various edges. I suppose the robots are sufficiently tiny that they will not collide and get

stranded on the same route.

Initially, I did an experiment using a mobile workstation with up to forty randomly generated nodes

(including input, process, and output nodes). I produced 120 issues with varying amounts of tasks at

random. The duration of a node is a random number ranging from 1s to 100s. I categorized issue

instances based on the total number of nodes and assessed the running time and plan length of the

algorithms’ solutions. The outcome is shown in Figures in Fig. 46 and Fig. 47.. The error bars in these

statistics represent confidence ranges of 95 percent. Each data point in the graph represents the mean of

120 readings.

I set the time limit of 30 minutes so that if an algorithm cannot deliver a solution within the time

limit, I declare that it fails to solve the instance of the issue. As seen in Fig. 46 and Fig. 47, the forward

search algorithm and the graph search algorithm cannot solve any issue when the number of nodes

exceeds 18, however the local search algorithm and SGPlan 5 can solve all problems in a few seconds.

Nonetheless, the quality of plans created by the proposed local search algorithm is much superior to

that of SGPlan (see Fig. 47). When the number of nodes is fewer than or equal to 14, the local search

algorithm may create almost identically long plans to those generated by the forward search algorithm

and the graph search algorithm. As the plan length develops slowly until the number of nodes reaches 40

(see Fig. 47), I conclude that the local search algorithm’s plans are close to optimum when the number

of nodes exceeds 14. However, I am uncertain as to whether the solutions will be near to optimum for

much bigger issues.

In conclusion, I ran an experiment to compare the suggested method to a job shop scheduling al-

gorithm. However, there is no current JSP solver capable of handling movement activities as do the

suggested algorithm. I designed a set of test problems in which all movement actions have the same

duration if they travel to the same area in order to facilitate fair comparisons. This enables us to add the

time of movement to the duration of each task in a job so that a JSP solver can automatically account

for the cost of movement. Moreover, if two consecutive actions in a plan created by a JSP solver occur

at the same place, I modify the plan to eliminate the duplication of movement time. This experiment’s

parameters were identical as those for SGPlan 5, but I utilized the JSP solver in Google Optimization

Tools. The results are shown in Fig. 48 and Fig. 49. Compared to Fig. 46 and Fig. 47, the JSP solver

outperformed SGPlan 5 due to the fact that the JSP solver did not need to solve the TSP issue encoded in

the problem, but SGPlan 5 did. However, the JSP solver did not perform as well as the suggested local

search algorithm in terms of both plan length and execution time.
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7.6 Summary

Combining a mobile platform with production machinery, a mobile workstation increases productivity

by overlapping production time and delivery time. In this section, I provided a comprehensive, optimum,

temporal planning algorithm for mobile workstations and outlined a realistic, but suboptimal, local-

search method that enables a small number of mobile workstations to execute a large number of tasks.

Experiments in Section 7.5 demonstrate that the suggested local search algorithm surpasses Google’s

JSP solver and one of the finest temporal planners, SGPlan5, in terms of solution quality and execution

time. Currently, the algorithm simply accounts for temporal variations in low-level motion control

by planning for the maximum length of actions and motions. In the future, I hope to include motion

planning in the proposed method in order to better optimize the route by considering the exact time of

low-level control.
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VIII Conclusion and Future work

This thesis presented an improving robot team’s performance by passing objects between robots, includ-

ing 1) mobile conveyor belts, 2) dynamic robot chains and 3) mobile workstations. First, a new conveyor

system called mobile conveyor lines can organize itself independently to transport goods to a specified

location. In Section IV, I discussed the incorporation of mobility into conveyor belts and how to link

several mobile conveyor belts to construct a conveyor line that reaches a predetermined destination. Key

findings include a comprehensive set of equations describing the reachable set of a movable conveyor

belt on a flat surface, which leads to an effective probabilistic strategy for autonomous setup. I provided

a design for mobile conveyor belts and examined the mobile conveyor belts’ accessibility. The algorithm

for the configuration determines if a particular destination is reachable and a method for generating a

configuration for connecting conveyor belts to reach the destination. The experimental findings shown

in Section 4.7 demonstrate that suggested configuration algorithms, in conjunction with a heuristic that

biases the search towards the target, may rapidly develop conveyor belt designs for challenges. Con-

veyor belts are good at moving a lot of things at once, so they could be a big part of any robotic system

used for logistics or rescue operations.

Second, the goal of foraging tasks in robotics is to quickly find for materials and bring them to a

central place for collecting. For the previous multiple-place foraging algorithm with dynamic depots,

foraging effectiveness diminishes as search regions and swarm numbers increase: depots must travel

long distances to transport supplies to the center, and more robots result in increased congestion on their

excursions. I adapted the robot chain to a foraging task in which a team of robots collects materials in

collaboration. The key is the construction of robot networks that can overcome the two fundamental

constraints of current dynamic depot foraging systems: congestion around the central collecting zone

and large delivery distances. The robots have the capacity to exchange resources at a distance. Each

robot chain links a place for foraging to the central collecting zone. Instead of distributing resources

through a single robot, supplies are transferred via robot chains from foraging places straight to the

center, thereby reducing congestion in the vicinity of the central collecting zone. In Section 5.4, I

discuss a robot-controlling algorithm and the relocation method of dynamic robot chains in order to get

closer to the resources while avoiding obstacles.

In addition, I introduce robot chain networks, an extension to dynamic robot chains that extends

robot chains with branches that each reach distinct resource clusters. I formulate the challenge of locat-

ing the shortest robot chain networks as the Euclidean Steiner tree problem and describe how Steiner

trees may be used to enhance the efficiency of foraging operations. Using the robot simulator ARGoS,

I simulated robot swarms. Experiments in Section 5.6 demonstrate that robots utilizing the MPFA with

dynamic chains outperform those using dynamic depots and experience less congestion. Experiments in

6.7 demonstrate that robots using robot chain networks can avoid obstacles and gather more resources

than the original robot chain design.

Third, many present mobile service robots can only carry out their specific duties while they are

immobile. The productivity of these robots may be enhanced if they are able to accomplish certain ac-
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tivities while moving. I presented the notion of mobile workstations, which integrate mobile platforms

with manufacturing equipment to boost productivity by overlapping delivery and production time. I offer

a model of mobile workstations and their duties and discuss the algorithm for task planning for a mobile

workstation team. The temporal planning challenge for mobile workstations combines the characteris-

tics of traveling salesman problems (TSP) and job shop scheduling problems (JSP), although there is

little research that concurrently addresses TSP and JSP. In Section 7.4, I presented three algorithms as

complete, optimal, temporal planning algorithms for mobile workstations, and described a practical but

sub-optimal local-search algorithm that allows a small number of mobile workstations to handle a lot of

jobs. A mobile conveyor belt and a mobile workstation demonstrate how to improve the performance in

applications involving passing objects.

Based on the results so far, I would like to do some more research in the future. Regarding the

mobile conveyor belt, currently, I presented how to form a conveyor line with mobile conveyor belts.

But the work done so far didn’t think about moving mobile conveyor belts into the right place to make

a conveyor line. The shape of the robot changes depending on the pitch angle of the conveyor parts.The

mobile conveyor belts need to link each other. Therefore, only a few multiple agent motion plans are

workable for this problem. However, I expect many mobile conveyor belts will have a similar path

or overlapping paths. In the future, we can use these features to make a better algorithm for mobile

conveyor belts to plan their movements. In addition, current mobile conveyor belts are adapted for

constructing conveyor lines on flat ground. However, in the real world, the floor is not always flat. I

want to study connecting two desired points via a conveyor line using a moving conveyor belt in a non-

flat environment, such as a rescue mission. The algorithm would be more complex and would have to

consider more scenarios for connecting the mobile conveyor belts.

The algorithm also checks whether the place to dispatch mobile conveyor belts can arrive and

whether a linked mobile conveyor can safely move objects to the next mobile conveyor belt without

falling. These studies will extend current research in the direction of how to use the existing mobile

conveyor belt in the real world. Seconds is an extension of research on the foraging problem. I applied

a concept of mobile conveyor belts to the foraging problem to establish a robot-chain that has higher

performance than existing algorithms. One of the key achievements is reducing congestion around the

central depot by distributing the robots moving to the center depot across a chain of robots. Nowadays,

in swarm robotics, many researchers want to build systems based on robots with finite energy (battery).

Each robot has a limited amount of power and needs to be charged before it can go to the charging spot.

It means that the charging location will also be congested just like a central depot. In these cases,

if the robot chain could transfer the energy to the other foraging robots, it would reduce the congestion

and the energy consumption for visiting the charging location. In addition, by using a helper robot

that can transmit energy to other robots, the system prevents the possibility that the robot’s energy will

become zero like a dead robot. In operating the helper robot, the key points will be how to schedule

requests and manage energy according to requests. The third step is to expand research into mobile

workstations.Existing mobile workstations use a single robot to collect materials, process items, and

deliver them. In the real world, if we want to make a mobile workstation, the size of the robot can
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become very large depending on the task. Because mobile workstations need to carry all machines on

the mobile platform. The task can be split into several sub-tasks based on the process machines. Each

mobile workstation can handle sub-tasks, which are a part of the whole process. The system requires

more mobile workstations to build and deliver a single product, but it will be able to perform tasks in

parallel with multiple requests.
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