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Abstract 

Semiconductor process technologies are the backbone of information driven era, where one can have 

an access to immense amount of data on a daily basis. As an amount of information continually increases, 

demand for advanced technology nodes follows the similar trend by evolving down to 3 nm process in 2022 

[1]. Need for more information directly correlates with a need for higher speed of communication between 

data canters and clients. Higher operating speed brings up requirement for high power and surgical precision 

into a play. This power and speed trade-off can be the limiting factor in many systems, and designing high-

speed system while maintaining low or moderate power consumption requires engineers to invent more 

elaborate schemes that employ the above trade-off in the most efficient way. Other crucial aspects such as 

noise, communication efficiency, budget and area are also parameters in power and speed trade-off function 

that should be taken into careful consideration. Therefore, bridge systems are being developed in an effort 

to deliver vast of amount information between two or more communicating system, meanwhile aiming to 

optimize the aforementioned parameters. 

Recently, a great deal of researches has been conducted to implement interfaces that provides high 

throughput and performance over bandlimited communication mediums. Due to manufacturing cost [2], 

designed systems architecture should be standardized to allow cross-compatibility over various devices. 

One of the such industry standard interface systems that found use in smartphones, smart watches, smart 

meters, video game devices, etc., is Mobile Industry Processor Interface Display/Camera Serial Interface 

(MIPI DSI/CSI). MIPI DSI/CSI enables high performance, low power solution while ensuring 

interoperability across different vendors.  

This thesis presents design of front end at 7.98 Gb/s for C-PHY (MIPI DSI/CSI physical layer) serial 

interface in TSMC-28 nm HPC CMOS technology. High-speed front end consists of termination resistor 

(RT), continuous time linear equalizer (CTLE), high-speed receiver (HSRX), clock and data recovery (CDR) 

circuit, decoder (DEC) and 7x21 de-serializer (DESER). RT block employs parallel trimming technique to 

ensure operation across PVT corners. Active CTLE improves signal integrity and accommodates trimming 

option to allow operation with different channel lengths. In order to recover the clock embedded into signal 

according to the C-PHY specification, CDR block is designed. DEC decodes output signals from HSRX in 

a fashion consistent with C-PHY specifications. As a result, analog frond end achieves less than 0.2 pJ/but 

efficiency with 0.9 V supply voltage.  
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I. Introduction 

1.1 Motivation and Background 

The expansion of communication network influenced human life in a way that information transaction 

between a person and whole world become the norm in every aspect of lifestyle. From the demand for more 

information emerges new technologies such as smartwatches, virtual reality (VR) and augmented reality 

(AR) shown in Figure 1.1(a). Forecasted data shown in Figure 1.1(c), implies that number of devices will 

reach approximately 28 billion in 2022, and estimated to be kept growing with the rate of 10%. As the 

request for information and advanced gadgets rises, required resolution and data-rate will have the same 

tendency to increase. According Figure 1.1(b) from Cisco Visual Networking Index, Internet Protocol (IP) 

traffic was growing with Compound Annual Growth Rate (CAGR) of 26% between 2017 and 2022 from 

122 to 396 EB (EB: exabyte = 1018 byte) per month accordingly [3].   

 

To accommodate for high-speed and high data-rate demand, Serializer/De-serializer (SerDes) links often 

employed between communicating modules. For example, USB4 requires 40 Gbit/s communication speed 

[4], HDMI 2.1 streams with data-rate of up to 48 Gbit/s [5] and Ethernet data transfer rates can achieve 400 

Gbit/s. Figure 1.2 illustrates physical layer of such SerDes link. Peripheral devices are usually main 

processors and sensors that sends and receives data of special targeted kind ranging from audio/video 

streams to ethernet communication. High-speed transmitter (HSTX) and HSRX pair, are the central 

elements that allows high-speed serial communication to take place through non-ideal channel.  

Figure 1.1 (a) Emerging technologies (b) IP traffic forecast (c) number of devices forecast  

(b) (c) 

(a) 
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Even though semiconductor technology advance allows high-speed signalling [6], still careful measures 

have to be taken when dealing with over giga-hertz frequencies. Major hold back at such high frequencies 

are transmission line effects, since Electro-Magnetic (EM) waves above 1 GHz has maximum wavelength 

of 30 cm which is comparable to the size of modern cables. Therefore, lumped circuit model fails to fully 

represent the circuit operation, and transmission line theory should be utilized to accurately meet the design 

specifications. Reflection due to load mismatch, causes overshoot and standing waves, insertion loss 

attenuates and distorts the signal. These consequences are illustrated in Figure 1.3. HSTX and HSRX and 

front-end blocks are designed in way to alleviate these issues are required.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 SerDes link general structure 

                      
(a) 

              
(b) 

                        
(c) 

    
(d) 

Figure 1.3 (a) Transmission Line (b) wave reflection & standing waves                                                     

(c) KMM cable insertion loss (d) signal attenuation & distortion 
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Manufacturing process is getting more convoluted and requires advanced technologies, hence increasing 

in cost is unavoidable. Cross-compatibility is necessary to take a full advantage of manufacturing process 

and keep the budget limit as low as possible. Since, SerDes links are used extensively, ensuring its 

interoperability is then a must have requirement. So as to achieve this, several industry renown standards 

exist, which gives engineers set of rules and design specifications to follow and meet, for correct operation 

across different vendors. Video Electronics Standards Association (VESA) [7], which defines technical 

standards for Electronic Display Port (EDP) used in computer displays and Mobile Industry Processor 

Interface (MIPI) [8], that provides camera and display interfaces (CSI/DSI) using various PHY layers are 

some of them. Focus of this thesis is the C-PHY layer standardized by MIPI, that enables low power, high 

throughput solution as a SerDes serial link, by alleviating abovementioned issues.  

1.2 Overview of SerDes High-speed Link  

SerDes link is a vastly used design blocks that are used for high-speed communication through 

bandlimited channels. General architecture consists of Ser and Des functional blocks on physical layer 

peripheries and RX and TX blocks for serial data transmission. Termination resistors are required to 

minimize the wave reflection at the both ends of channel. Other necessary blocks are employed depending 

on data-rate, channel length, application purposes. Ignoring protocol layers and its application, SerDes 

structure can be divided into three main categories depending on clocking schemes. Common clock 

architecture [9] uses the same reference clock for both ends. Afterwards Phase Locked Loops (PLL) are 

used at each side for further clock generation. Important drawback of this architecture, is the sensitivity of 

𝑡1 and 𝑡2, therefore tight control of length and hence delay is required. Despite that, common clock is widely 

used in on-chip communication where single clock is used to sample the data. Different propagation delay 

problem is avoided using forwarded clock architecture [10]-[12] where clock is transmitted along with data, 

therefore enabling high-speed chip to chip communication. There are still skew problems between clock 

signals and data signals due to loading or interconnect length mismatches and de-skewing techniques [13] 

are used to align data and clock in a correct phase relation.  Furthermore, forwarded clock architecture 

requires one more lane for clock transmission. Embedding clock [14] into a data, and using coding schemes, 

will further increases data throughput, and eliminates clock lane emission and additional lane. One of such 

data codes are 8b/10b encoding and Manchester encoding. In both cases, original data is modified in a such 

way that there is no DC component and further clock recovery is possible. At the receiver side, CDR [15]-

[17] circuit are used to extract clock out of the data, and DEC block reverses the data to its original state. 

Simplified block diagrams of three architectures are illustrated in Figure 1.5. 

 



4 

 

 

Type Common clock Forwarded clock Embedded Clock 

Operation Same clock   Clock lane usage Clock is coded into serial data  

Usage - Low speed(~100Mb/s)  

- On chip  

- Processor-memory  

- Camera 

- Display 
- Drones, robots 

- Ethernet 

- Camera 

- Displays 
- Drones, robots 

Advantages - Simple circuitry - High-speed 
- High-speed 

- Low EMI 

Problems - Delay mismatch 

- Limited speed 

- Requires clock lane 

- Clock lane EMI 

- De-skewing circuit  

- CDR circuitry  

- Coding (if required) 

Table 1.1 Comparison of different architectures 

 
(a) 

 
(b) 

 
(c) 

Figure 1.4 (a) Common clock (b) forwarded clock (c) embedded clock 
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1.3 MIPI PHY Layer Overview 

PHY layer is the lowest hardware layer in communicating network, hence SerDes circuit, cable, and 

other electrical, mechanical interface are part of this layer. Standardized electrical specifications for PHY 

layer, helps companies and vendors to create their own unique design, while maintaining cross-

compatibility and high-volume low-cost production.  MIPI offers several types of PHY interface layer, 

depending on channel bandwidth, data throughput, power consumption range, and targeted mobile-driven 

devices. A-PHY is specifically targeted to driver assistance systems, autonomous cars, and other related 

sensors like lidar, radar, cameras or displays in vehicles and can provide 4 Gb/s data rate with a reach of 15 

meters with high noise immunity. M-PHY interface is purposed for accessing latest generation flash 

memory storages. And widely used D-PHY and C-PHY are high-speed layers for interfacing the smartphone 

cameras, displays, smartwatches, robots and surveillance device sensors with data-rate of up to 9 and 13.68 

Gb/s respectively. Due to their electrical specifications, pin counts, and application, D-PHY and C-PHY 

can be exploited in combination with each-other, therefore providing increased flexibility. Figure 1.6 fully 

demonstrated the MIPI alliance multimedia ecosystem. Despite clocking difference, D-PHY and C-PHY 

shares some design blocks and can be designed to have same interface, making combined design possible 

[18]. 

 

Figure 1.5 MIPI multimedia specifications 



6 

 

D-PHY can be attributed to the forwarded clock link type, therefore uses additional lane for clock 

signalling. C-PHY on the other hand is specified to be an embedded clock architecture. Complex PLL based 

CDR architecture is avoided in C-PHY due to utilization of 3 wires for high-speed serial data transmission 

and data coding scheme. Therefore, relatively straightforward CDR circuit is enough to ensure clock 

recovery, meanwhile making clock lane obsolete and solving clock EMI problem. Usage of 3 wires not 

only helps with clock recovery, but more bits of information can be sent per unit time thanks to the coding 

scheme, therefore decreasing the data toggle rate while increasing the data-efficiency (mW/GB/s). For 

example, to achieve 4 GB/s data-rate D-PHY might use 4 data lanes with 1 GB/s each and 1 clock lane in 

total. For the same 4 GB/s data-rate C-PHY can use 2 lanes only with 0.875 GB/s data-rate, but due to the 

coding schemes full date-rate is equal to 4 GB/s. Overall C-PHY reaches the same results with 60% fewer 

lanes, 40% fewer data lines, alleviating clock EMI, and reducing data toggle rate. Figure 1.7(a) illustrates 

the above example and Figure 1.7(b) shows C-PHY and D-PHY application for different resolution settings. 

 

 

 

 

(a) 

 

(b) 

Figure 1.6 (a) C-PHY and D-PHY example (b) C-PHY and D-PHY applications depending on resolution 
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1.4 Thesis Structure 

The main objective of this thesis is to design 3.5 GS/s C-PHY layer oriented toward high power 

efficiency, by following electrical and timing specifications given in MIPI C-PHY standard version 2.0. 

Thesis divided into 5 chapters, with the first one being an introduction. 

 Chapter II. C-PHY High-Speed Operation Overview. Throughout explanation of C-PHY high-

speed operation, 3 wire data transmission and clock recovery with successive data decoding.  

 

 Chapter III. High-Speed Receiver Lane Design. Approach on designing C-PHY high-speed lane, 

and key building blocks for high-speed data receiving. Design and functions of RT, CTLE, HSRX, 

CDR, DEC, DESER are described.  

 

 Chapter IV. Simulation and Experiment Results. Presents the simulation and prototype chip 

testing results, with description, comparison, and explanation for observed diversions.  

 

 Chapter V. Summary. Concludes the whole thesis and gives additional insights on future 

improvements. 
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II. C-PHY High-Speed Operation Overview 

2.1 C-PHY Motivation and Overview 

C-PHY layer featured to provide flexible high throughput performance over band limited channel with 

low power consumption and low EMI for interfacing camera, displays in mobile applications especially for 

new generation of pixel cell-based displays. Embedded clock architecture, allows C-PHY flexibility 

through more optimized lane placement and layout. Communication via wire trios, assists by reducing the 

actual data-speed meanwhile increasing the amount of data transferred. Hence, further development and 

research of C-PHY is inevitable. Shown in Figure 2.1 C-PHY architecture constitutes of Protocol, Control, 

Lane side [19]. Protocol side contains raw data from/to sensors, processors or software. Control side is a 

hardware that accounts for necessary control operations and signals for PHY lane communications. At the 

periphery, Lane side transmits and receives the data via channel link. Lane side accompanies LP 

transmitter/receiver pair for rail to rail, low frequency control signaling purposes. Contention detector (CD) 

block inspects voltage at lines for false voltage levels. At the core, HSTX or/and HSRX are responsible for 

high-speed, efficient data transmission over a long wire.   

 

Figure 2.1 C-PHY Universal Architecture 
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2.2 3-Wire Wire States  

Initially it is important to define a meaning of wire state (WS) in C-PHY high-speed data transmission 

and unit interval (UI). UI is the time interval at which 1 data value is defined. For example, 1 UI of 1 GB/s 

data rate is 1 ns, indicating that each 1 ns interval includes 1-bit value. There are 3 wires A, B, C involved 

in data transmission and 3 voltage levels are utilized, therefore during 1 UI each wire sits on different 

amplitudes. WS +x is defined when line A is high, line B is low and line C is common. Similarly -x WS is 

where line A driven low, line B driven high and line C driven to common level. Depending of A, B, C line 

levels there are total of six WS, namely +x, -x, +y, -y, +z, -z which are defined in the same manner. 1 UI 

constitutes of 1-line being high, 1-line boing low and 1-line being common level. Note that high, middle, 

low levels are compatible with scalable low voltage level (SLVS), where common voltage level is 200 mV. 

After that receiver, transfers 3 level voltage to 2 level voltage by comparing the A with B, B with C and C 

with A. Those states are illustrated in Figure 2.2.  

 

(a) 

Wire 

State 

Line Signal Levels 

A B C 

+x High Low Middle 

-x Low High Middle 

+y Middle High Low 

-y Middle Low High 

+z Low Middle High 

-z High Middle Low 

(b) 

Wire 

State 

Receiver output 

AB BC CA 

+x 1 0 0 

-x 0 1 1 

+y 0 1 0 

-y 1 0 1 

+z 0 0 1 

-z 1 1 0 

(c) 

Figure 2.2 (a) Six PHY Wire States (b) A, B, C lines signal voltages (c) Receiver output depending on Wire 

States 
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2.3 Decoding   

Encoding rule of C-PHY is that between each WS, transition exist, and those transition between WS are 

defined as symbol (S). Hence there are 5 symbols, 1 symbol per transition from current WS to the other 5 

WS. 1 symbol can encode log2 5 = 2.3219 bits, and data throughput is multiplied by 2.3219, meaning that 

1 UI of GS/s (giga symbols per second) is equal to 1 UI of 2.3219 GB/s.  Since there are 5 symbols, then 3 

bits are required to represent 1 symbol electrically, and those bits are Flip, Rotate and Polarity bits. Flip bit 

indicates whether previous and present WS are complementary of each other. Rotate indicates alphabetical 

order or clockwise rotation from previous to the present WS. Sign change from previous to present WS 

represented by Polarity bit. The range of 5 symbols represented by 3 bits are 000, 001, 010, 011, 100. The 

symbol 000 indicates that no Flip, no Polarity change has been done, and counter clockwise rotation occurs, 

from +(-)y  +(-)x or +(-)z  +(-)y or +(-)x  +(-)z. Value of 001 means that only Polarity changes by 

counter clockwise rotation, from +(-)z  -(+)y or +(-)x  -(+)z or +(-)y  -(+)x. 010 corresponds to 

clockwise rotation only, from +(-)x  +(-)y or +(-)y  +(-)z or +(-)z  +(-)x. Rotating clockwise while 

changing polarity designated by 011, from +(-)x  -(+)y or +(-)y  -(+)z or +(-)z  -(+)x. Lastly 100 

means Flipping operation, from +(-)x  -(+)x or +(-)y  -(+)y or +(-)z  -(+)z. Graphically decoding 

process illustrated in Figure 2.3. From circuit perspective Encoder (ENC) block is used to convert from 

required symbols to required previous and present WS values. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3 Wire State diagram 
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2.4 Data Reception and Decoding 

Figure 2.5 demonstrates processes that took place for high-speed data transmission. At the start 16-bit 

input data should be converted to the several symbols. 7 symbols, in total of 21 bits are used to represent 

16-bit data, since 57 = 78,125 permutations of 7 symbols are available for 216 = 65,536 data range. 16-

bit to 7-symbol Mapper block does this operation of transforming bits to symbols. Thereafter 21 parallel 

bits (7-symbols) are serialized to 3 parallel bits (Tx_Flip, Tx_Rotation, Tx_Polarity). Symbol ENC then 

produces present WS value depending on previous WS and present symbol. At the transmitter end, 3-Wire 

Driver drives the channel according to the WS rule. Receiver first converts the 3-level signals to the rail-

rail 2-level digital signals, which are after used to decode the present symbol value depending on received 

present and previous WS. Those 7 serial symbols then parallelized back and de-mapped to its initial 16-bit 

form.    

 

 

Figure 2.4 Process of transmitting and receiving 16-bit data 

 

Present Wire State 

(AB, BC, CA) 

received during Nth 

interval 

Previous Wire State (AB, BC, CA) received during (N-1)th state 

+x [100] -x [011] +y [010] -y [101] +z [001] -z [110] 

+x [100] N/A 1xx 000 001 010 011 

-x [011] 1xx N/A 001 000 011 010 

+y [010] 010 011 N/A 1xx 000 001 

-y [101] 011 010 1xx N/A 001 000 

+z [001] 000 001 010 011 N/A 1xx 

-z [110] 001 000 011 010 1xx N/A 

Table 2.1 Truth table for WS Decoding 
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2.5 Clock recovery concept in C-PHY  

Previously stated encoding rule not only helps to increase the data throughput, but it also facilitates the 

clock recovery due to existence of transition during 1 UI. By detecting transition at each 1 UI, clock can be 

restored properly without the need for PLL based topologies. Figure 2.5 demonstrates the example of data 

transmission and reception and shows transitions at each 1 UI and clock recovery due to transitions.  

 

2.6 HS and LP mode Line Levels 

C-PHY system operates in one of the two different modes that distinguished by voltage levels at A, B, 

C lines. During HS mode A, B, C are driven to SLVS level with typical common level of 200 mV. LP mode 

is designated to send rail-rail control signals between controllers and limited by data rate of 200 MHz. As 

seen in Figure 2.6 HS mode signaling lies underneath the low threshold for LP blocks. 

 

 

 

 

 

 

 

Figure 2.5 Example of data transmission and clock recovery 

 

Figure 2.6 HS and LP Line levels 
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III. High-Speed Receiver Lane Design 

3.1 Termination Requirements and Design 

Wavelength of 1 GHz signal is 30 cm and for 3 GHz signal is 10 cm, as frequency increases further, 

wavelength becomes more comparable with wire lines that are used for communication between chips. In 

a lumped circuit model, it is initially assumed that rise time (𝑡𝑟) of signal is far greater than time of flight 

(propagation time 𝑡𝑓), therefore same voltage is seen across the line at the given time and wire is modelled 

with parasitic capacitance only. However, when time of flight prevails rise time (𝑡𝑟 < 2.5𝑡𝑓), transmission 

line theory should be utilized to correctly approximate the circuit operation. In order to understand the 

requirement for termination block, fundamentals of transmission line theory should be considered.  

By solving the Telegrapher Equation for unit length of transmission line, frequency domain voltage and 

current expressions are obtained as:   

    

    

    

    

    

     

Negative exponent term refers to the wave travelling toward the load, and positive term refers to the wave 

travelling from the load concluding that wave reflection occurs at the load. Reflection coefficient hence is 

developed to describe the amount of reflected waveform as:       

        

        

 

Figure 3.1 Transmission line model 

𝑉(𝑧) = 𝑉0
+𝑒−𝑗𝛾𝑧 + 𝑉0

−𝑒𝑗𝛾𝑧 (3.1) 

𝐼(𝑧) =
𝑉0

+

𝑍0
𝑒−𝑗𝛽𝑧 +

𝑉0
−

𝑍0
𝑒𝑗𝛽𝑧 (3.2) 

𝑍0 = √
𝑅 + 𝑗𝜔𝐿

𝐺 + 𝑗𝜔𝐶
− 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐 𝑖𝑚𝑝𝑒𝑑𝑎𝑛𝑐𝑒 (3.3) 

𝛾 = √(𝑅 + 𝑗𝜔𝐿)(𝐺 + 𝑗𝜔𝐶) − 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (3.4) 

 

 

𝛤 =
𝑉0

−

𝑉0
+ =

𝑍𝐿 − 𝑍0

𝑍𝐿 + 𝑍0
 (3.5) 
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Impact of reflection phenomenon stems from several observations. Non zero reflection coefficient implies 

that, reflected back voltage will superimpose with the transmitted voltage, therefore disturbing the 

measurement results. Some extreme examples are useful to fully understand the reflection effect on voltage. 

From the equation (x), if load is undermined with 𝑍𝐿 = ∞ , then Γ = 1 , meaning that voltage is fully 

reflected back. On the other hand, if load is shorted with 𝑍𝐿 = 0, then Γ = −1, implies that voltage is fully 

reflected but with reversed amplitude. Equating the termination impedance and characteristic impedances, 

ideally, reflection can be avoided altogether. Therefore, the need for termination is fully understood.    

Packaging a termination inside the same chip allows ease of combination with different boards, and 

reduces the parasitic effects if discrete components are used. Moreover, in designing termination block 

process-voltage-temperature (PVT) variation should be considered and trimming option will provide huge 

benefit. Parallel trimming method, where several resistors are connected in parallel manner and can be 

digitally controlled, provides the best approach while giving small step changes between subsequent bit 

values. Designed termination front-end is illustrated in Figure 3.3. The most basic block of termination 

resistor is unit block (UB) composing of 650 Ω resistor. Parallel combination of 10 UB’s, 4 UB’s, 2 UB’s 

and 1 UB gives parallel combination of 65 Ω, 162.5 Ω, 325 Ω, 650 Ω. These values are chosen according 

to the iterative calculation and with a goal of giving at least 20% variation in both direction from optimal 

50 Ω value and putting 50 Ω on the middle of the range. B2, B1, B0 controls 4 UB’s, 2 UB’s and 1 UB 

respectively with 10 UB’s being controlled by enabled bit. Therefore, maximum resistor value available 

becomes 65 Ω, when B[2:0] = 0002, and minimum value is 38 Ω with B[2:0] = 1112 , with 50 Ω 

corresponding to B[2:0] = 0112 which is almost midpoint from 0002 to 1112. As a result, 50 Ω + 30% and 

50 Ω - 24% range is achieved with 5 to 12 % resolution between values.  

 

Figure 3.2 Open and Short transmission line terminations 
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3.2 Signal Integrity 

Previously discussed transmission line effects like insertion loss, plus crosstalk and in addition 

packaging, PCB parasitic defects will dominate at over GB/s data-rate causing quality of transmitted signal 

to degrade. The measure of such high-speed electrical signal quality is called signal integrity (SI). The main 

task of SI is to analyze the signal quality and to improve the SI as much as possible. The most dominant 

effect at high-speed data transmission is intersymbol interference (ISI), where signal over 1 UI interferes 

with other UI’s hence disturbing the overall quality of transmission. Main cursor of given data is the cursor 

which indicates the point where most important or most dominant information of data. Precursor indicates 

the information of data that affects the main cursor of previous data. Postcursor deteriorates the upcoming 

next data. Effects of ISI are demonstrated in Figure 3.5, with clear distinctions between Pre, Main and Post 

cursors.                                                                                                                                                           

 

Figure 3.3 Designed Termination Front-End 

B0 B1 B0 65 Ω 162.5 Ω 325 Ω 650 Ω RTERM % 
0 0 0 65 Ω X X X 65 Ω 130 

0 0 1 65 Ω X X 650 Ω 59.1 Ω 118 

0 1 0 65 Ω X 325 Ω X 54.2 Ω 108 

0 1 1 65 Ω X 325 Ω 650 Ω 50.0 Ω 100 

1 0 0 65 Ω 162.5 Ω X X 46.4 Ω 93 

1 0 1 65 Ω 162.5 Ω X 650 Ω 43.3 Ω 87 

1 1 0 65 Ω 162.5 Ω 325 Ω X 40.6 Ω 81 

1 1 1 65 Ω 162.5 Ω 325 Ω 650 Ω 38.2 Ω 76 

Table 3.1 Resistor value range 
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If 𝑥[𝐶]ℎ[𝑛 − 𝐶]  represents the main cursor of the data 𝑦[𝑛]  then the terms before are Postcursor of 

previous data and the terms after are the Precursor of the next data. Therefore, it is mathematically clear 

that those cursors distort the currently received data. Mathematical intuition of this phenomenon aids the 

construction of system blocks that counterattacks cursor.  

In total channel imperfections like ISI and insertion loss, crosstalk and noises lead to the two kind of 

distortion, phase distortion and amplitude distortion. Both distortions are united under the name jitter, which 

is basically measure of variance from ideal value. From time domain perspective jitter can be observed and 

measured using eye-diagram method, where all possible data values in UI’s involved in transmission are 

overlapped into a single UI. Figure 3.6 demonstrates this method with ideal and distorted signals.  

 

Figure 3.4 Nonidealities in transmission medium 

 

Figure 3.5. ISI effect on channel pulse response  

𝑦[𝑛] =  𝑥[𝑛] ∗ ℎ[𝑛] = ∑ 𝑥[𝑚]ℎ[𝑛 − 𝑚] =

𝑀

𝑚=0

 

= 𝑥[0]ℎ[𝑛] + ⋯ 𝑥[𝐶]ℎ[𝑛 − 𝐶] + ⋯ 𝑥[𝑀]ℎ[𝑛 − 𝑀] 
 

(3.6) 

𝑥[𝑛] − 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 (3.7) 

ℎ[𝑛] − 𝑚𝑒𝑑𝑖𝑢𝑚 𝑖𝑚𝑝𝑢𝑙𝑠𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (3.8) 

𝑦[𝑛] − 𝑜𝑢𝑡𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 (3.9) 
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Eye diagram reveals probabilistic nature of time jitter, when histogram plots as shown in Figure 3.7 of 

jitters are also introduced. From histogram it is visually intuitive that jitter can be divided into random jitter 

(RJ) and deterministic jitter (DJ). RJ composed of device noises which follows the 𝜇=0 and 𝜎𝑅𝑀𝑆:  

𝑅𝐽(𝑡) =
1

√2𝜋𝜎𝑅𝑀𝑆
𝑒−𝑡2/2𝜎𝑅𝑀𝑆

2   (3.10) 

DJ which stems from channel effects like losses, reflection, termination mismatches and ISI are 

mathematically described as bounded impulses:  

𝐷𝐽(𝑡) =
𝛿(𝑡−𝑃/2)

2
+

𝛿(𝑡+𝑃/2)

2
   (3.11) 

Total jitter is convolution of RJ and DJ in time domain. Behaviors and mathematical models of jitters 

visually seen from histogram where RJ corresponds to unbounded Gaussian tails, and DJ moves RJ to two 

different peaks. Bit error rate (BER) is another key measure in SI, that defined as the number of bits received 

in error divided by total number of bits transferred. Intuitively it is clear that minimizing the BER will 

maximize the SI and hence total quality of received signal. Even though BER defined as probabilistic model 

it is directly related to jitter through: 

𝐵𝐸𝑅(𝑡) = 𝜌𝑇 ∫ 𝑇𝑜𝑡𝑎𝑙 𝐽𝑖𝑡𝑡𝑒𝑟(𝑡)𝑑𝑡
+∞

−∞
  (3.12) 

𝜌𝑇 − 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (1/2)  (3.13) 

Hence it is clear that BER is the total area under jitter histogram curve, and in order to reduce BER, jitter 

itself should be reduced.  

 

Figure 3.6 Eye diagram construction of ideal and non-ideal signals 
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From the jitter and BER relationship another visual relation as in Figure 3.8 can be observed if different 

sampling points are considered within eye diagram thus showing what type of jitter will have the most 

dominant effect on BER. Thus, BER will reduce as sampling point moves toward eye center. Additionally, 

DJ will dominate if data is timed at eye edges, and BER will increase subsequently, meanwhile RJ will 

overcome DJ toward the eye center.   

  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Jitter Histogram and Sources 

 

Figure 3.8 BER relation to jitter type 
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3.3 Equalizer and Receiver Design 

Previous discussion reveals that in order to minimize the BER of system, jitter should be also minimized. 

This can be done by alleviating the effect of DJ which stems from the channel nonidealities. Circuit 

technique to counterfeit the channel effects is called equalization. Equalization methods can be subdivided 

into by type as discrete and continuous equalization, and by side as transmitter and receiver equalization. 

Despite its differences, the main goal of equalizer block is to create high-pass filter response to flatten the 

low-pass filter response of the whole medium. Employing discrete type allows to use compact standard 

cells, hence making full use of Moore’s law with minimal cost. The main task of discreate equalizers is in 

dealing with Post and Pre cursor ISI’s in manner that distorts the transmitted or received signal in order to 

invert channel distortion. Discrete equalization can be employed using technique called feed-forward 

equalization (FFE) [20], [21]. FFE equalization does main two things, it pre-distorts the signal so that it 

cancels the effects of its Pre and Post cursor effects and de-emphasizes low frequency part to optimize the 

power consumption as visualized in Figure 3.9. De-emphasize is used since in creating high-pass filter 

effect, fast transition signal containing high frequency components should be amplified, but discrete blocks 

used in FFE are always driven to its maximum current capacity to comply with speed requirements. 

Therefore, amplification of high frequency signal over the range of allowable swing is not used, and 

attenuation or de-emphasis of low-frequency components is rather preferable.  

Most commonly used architecture for FFE is finite impulse response (FIR) filter, which is shown in 

Figure 3.10.  FIR utilized delay block with value 𝑇𝐷𝐸  called tap spacing and filter taps that are coefficients 

of each delay blocks and differentiated as Precursor taps and Postcursor taps. During 1 cycle input voltage 

or current samples go through delay block and weighted with different coefficients and summarized at the 

end to produce transmitted output similar to waveform from Figure 3.9. 

 

Figure 3.9 Comparison of channel pulse response to signal w/o FFE and w/ FFE 
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Another method for discrete implementation is decision feedback equalizer (DFE) [22], [23] shown in 

Figure 3.11, which basically utilizes already detected signal to cancel ISI from present input and DFE is 

located at receiver side. Due to its feedback nature and basis on previous detected signals, DFE can only be 

used to mitigate Postcursor ISI distortions. Using feedback and weight coefficients allows to detect error 

caused by previously detected signal and subtract them from current signal, hence reducing Postcursor 

errors.                                                                                      

       

Frequency domain consideration of channel impairments provides other means for understanding the 

equalization process. As described previously equalizer functions as high-pass filter, therefore designing 

system with pole and zero, suffice equalization requirements. This method of equalization called as 

 

(a) 

 

 

(b) 

Figure 3.11 (a) DFE architecture (b) waveform equalization effect of DFE 

 

Figure 3.10 FFE architecture based on FIR filter 



21 

 

continuous time linear equalizer (CTLE) [24], [25]. Simple RC network demonstrated in Figure 3.12 is one 

examples of pole/zero system. The main advantage of using CTLE as equalization, is power efficiency, 

adaptability and Pre and Post cursor ISI cancellation.  

 

 

 

 

 

 

 

 

 

 

This thesis focuses on active CTLE in Figure 3.13, due its amplification properties and good power 

efficiency, hence lessening the requirements for following amplifier. Further design consideration for active 

CTLE is considered with detailed analysis. Quick intuitive analysis can demonstrate that active CTLE given 

in Figure 3.13 indeed follows high-pass filter response. At low frequencies, CTLE behaves like simple 

amplifier with degenerative resistor 𝑅𝑆/2 at source side. As frequency goes higher, capacitive effect of 2𝐶𝑆  

starts dominating, hence shortening the degenerative resistor and rising the overall gain. Prior to CTLE 

design, specification like channel type, input common level of C-PHY receiver should be retrieved from 

standard. In order to meet low power and high-speed requirements for modern processes, differential low 

 

(a) 

 

(b) 

Figure 3.12 (a) Passive CTLE (b) Frequency response 

Equalization type Advantage Disadvantage 

FFE -Simple architecture 

-High-speed  

-Noise immunity 

-Voltage swing reduction 

-DAC requirements 

DFE -Noise immunity 

-High-speed 

-High complexity 

-Error propagation 

-ADC requirements 

-Only Postcursor mitigation 

CTLE -Simple structure 

-Both cursor ISI cancellation 

-Low power 

-Precise tuning required 

-Noise amplification 

Table 3.2 Equalizers comparison 



22 

 

voltage signaling is used to transmit high frequency data. Average power and common mode voltage of 

transmitted signal comply to 𝑃𝑇𝑋 ∝ 𝑉𝐶𝑀𝑇𝑋
2 , therefore lowering the common mode voltage is one of the 

priorities. Table 3.3 lists the most important specifications to be considered in designing input stage of high-

speed receiver, which is CTLE in this work.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

𝑉𝑂𝐶𝑀 − ȁ𝑉𝑇𝐻1ȁ ≤ 𝑉𝐼𝐶𝑀 ≤ 𝑉𝐷𝐷 − 𝑉𝐷𝑆,𝑀1𝐵 − ȁ𝑉𝑇𝐻1ȁ 

ฬ
𝑂𝑈𝑇

𝐼𝑁
ฬ =

𝑔𝑚

𝐶𝑝

𝑠 +
1

𝑅𝑆𝐶𝑆

ቆ𝑠 + ൬
1 + 𝑔𝑚𝑅𝑆/2

𝑅𝑆𝐶𝑆
൰ቇ ൬𝑠 +

1
𝑅𝐷𝐶𝑝

൰

 

𝜔𝑧 =
1

𝑅𝑆𝐶𝑆

; 𝜔𝑝1 =
(1 + 𝑔𝑚𝑅𝑆/2)

𝑅𝑆𝐶𝑆

; 𝜔𝑝2 =
1

𝑅𝐷𝐶𝑝

 

𝐷𝐶𝐺𝐴𝐼𝑁 =
𝑔𝑚𝑅𝐷

1 +
𝑔𝑚𝑅𝑆

2

;  𝐴𝐶𝐺𝐴𝐼𝑁 = 𝑔𝑚𝑅𝐷 

𝑃𝑒𝑎𝑘𝑖𝑛𝑔 =
𝐴𝐶𝐺𝐴𝐼𝑁

𝐷𝐶𝐺𝐴𝐼𝑁

= 1 +
𝑔𝑚𝑅𝑆

2
 

(b) 

 

(c) 

Figure 3.13 (a) Active CTLE (b) Design equations (c) Frequency response 

Design consideration Min. Nom. Max. Units 

𝑉𝐼𝐶𝑀  95 - 390 mV 

Data-Rate  3.5  GS/s 

Channel -3 dB BW  0.8 (long) 1 (standard) 1.4 (short) GHz 

Required Peaking 2 5.3 8.5 dB 

Table 3.3 Required Specification 
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Due to attenuation of differential signal, high-speed comparator block should be implemented to convert 

differential 3-level signal to rail-to-rail output voltage, for further operations. Design in this thesis is targeted 

to mobile devices, hence low power, high-speed applications. Therefore, high gain amplification is replaced 

with relatively moderate level gain and over GHz bandwidth high-speed amplifier. These requirements can 

be achieved with active load amplifier, since active load provides very low parasitic values. Assumption for 

CTLE  

Parameter Process Comments 

Input range From CPHY v2.0 specifications  

Peaking Determine from medium loss Reference channels insertion loss 

𝑔𝑚 Approximate and iterate  

𝐼𝐵𝐼𝐴𝑆 Choose maximum required 50 𝜇A in this thesis 

𝑅𝑆 2 × (𝑃𝑒𝑎𝑘𝑖𝑛𝑔 − 1)/𝑔𝑚 Parallel trimming option 

𝑅𝐷 𝑉𝑂𝐶𝑀  /𝐼𝐵𝐼𝐴𝑆  

𝑓𝑧 From channel specification Reference channels pole 

𝑓𝑝1  𝑓𝑧 × 𝑃𝑒𝑎𝑘𝑖𝑛𝑔  

𝑓𝑝2  4 × 𝑓𝑝1  

𝐶𝑆 1/(2𝜋𝑅𝑆𝑓𝑧)  

𝐶𝑝 1/(2𝜋𝑅𝐷𝑓𝑝2) Maximum allowable parasitic 

High-speed comparator 

Gain 𝑔𝑚3/𝑔𝑚5 5 dB in this design 

Bandwidth (BW) Output rise time ~ 1/10 of data-rate 12.25 GHz 

𝐶𝑂𝑃 ≤ 𝑔𝑚5/(2𝜋𝐵𝑊) Maximum allowable parasitic 

Table 3.4 CTLE and comparator design procedure 

 

Figure 3.14 MIPI C-PHY v2.0 reference channel differential insertion losses 
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output rise and fall time of being one tenth of UI (1/3.5G = 285.7 ps), sets bandwidth to a 12.25 GHz range. 

In summary, architecture given in Figure 3.15 is designed to be a high-speed analog front-end for 3.5 GS/s 

symbol-rate.  

 

 

 

 

Figure 3.15 High-speed front-end receiver  

Devices Values Comments 

M1/M2 4.8𝜇/150n  

𝑅𝑆 5680 / 3878 / 1500 Trimming implemented 

𝐶𝑆 35 fF  

𝑅𝐷 3800  

M3/M4 1700n/100n  

M5/M6/M7/M8 120n/30n Chosen to provide equal 

rise-fall time M9/M10 400n/30n 

MB1/MB2 20x500n/500n 50 𝜇A 

MB3 16x500n/500n 40 𝜇A 

Table 3.5 Device value and size information 
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3.4 Clock Recovery  

Most variety of Clock Recovery circuits are based on PLL topology, therefore requiring long tuning 

time, and considerable layout space for loop-filter. Chapter 2 illustrated that high-speed data transmission 

in C-PHY occurs via 3-wire trios, with the rule of at least one transition per UI, therefore allowing recovery 

of clock signal [26] without complex PLL architectures. To make use of C-PHY data transmission rule, 

transition detector circuit implemented as seen in Figure 3.16, where programmable delay block and XNOR 

gate is used to compare the original and delayed version of data. XNOR gate produces downward pulse in 

the vicinity of transition in original data with the width equal to delay and polarity of that pulse does not 

depend on the data changing from high to low or vice versa. During certain UI’s only one of AB, BC, CA 

will have a transition, therefore three separate transition detectors are used. Moreover, due to presence of 

jitter and skew between three outputs, output pulses from transition detectors will also demonstrate the 

same jitter and skew in respect to each other’s. Clock transition is then generated after the latest downward 

pulse, so that the latest data between AB, BC, CA that generated downward pulse, can be sampled properly. 

Combining three downward pulses via AND gate, guarantees that output of AND gate will transition to 

high level, only after high level transition of latest downward pulse. Time delay of transition detector should 

be ranged properly. If 𝑇𝐷𝐸  is smaller than peak-to-peak jitter of AB, BC, CA, then PAB, PBC, PCA pulses 

will not be overlapped with each other properly, thus producing glitch at the PCLK point. Therefore 𝑇𝐷𝐸  is 

designed to be larger than total jitter, for CDR to operate properly.  

 

 

 

 
(a) 

 
(b) 

Figure 3.16 (a) Schematics (b) Waveform example 
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3.5 Decoder  
The high-speed data transmission in C-PHY lane ends with decoding the symbols from wire state 

transitions. After decoding, symbols are deserialized into 21 bits parallel data and sent to the control lane 

for further processing. Previously designed and proposed decoder and post-decoder blocks [26], [27] shown 

in Figure 3.17, utilizes additional blocks like 4-symbol shift registers, sync detectors, and symbol selectors, 

which will consume additional power. Moreover, since block diagram of symbol decoder cannot be seen, 

there might be ambiguity in discussing symbol decoder design comparisons. Sync detectors are used to 

detect synchronization 21-bits word, and to lock the data with the correct edge of the recovered clock, so 

that final 21 parallel bits were in correct order. Architecture in Figure 3.17, also operates using the half-rate 

clock naturally generated from CDR block from Chapter 3.4, therefore, 24-bits are generated instead of 21, 

and symbol selector is used to correctly grab the 21 required bits from 24-bits.  

This thesis design, moves synchronization process into control lane domain, and without 

synchronization, direct half-rate clock usage is not feasible, since, with half-rate clock, symbol selector 

should be used to grab the correct symbols, which is mainly determined by synchronization word detectors. 

Afterwards, symbol selectors can be removed without sync detectors. This thesis also proposes symbol 

decoder design, which is based on truth table provided in Table 3.6 from C-PHY v2.0 standard. However, 

taking the direct approach in designing decoder from this table, results in logic equations: 

 
(a) 

 

 
(b) 

Figure 3.17 (a) Receiver back-end diagram (IEEE/TCAS 2020) (b) waveform examples 

FLIP = (a + d)(b + e)(c + f)(a′ + d′)(b′ + e′)(c′ + f ′)  (3.14) 

R = b′c′d′e′ + bcde + a′b′d′f ′ + abdf + a′c′e′f ′ + acef + a′b′e′f + ab′e′f ′ + a′c′d′e + a′cd′e′ + b′c′df ′ + bc′d′f  (3.15) 

POLARITY = (a + e + f)(a′ + e′ + f ′)(b + d + f)(b′ + d′ + f ′)(c + e + d)(c′ + e′ + d′)  (3.16) 
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Even though, logic form above can be utilized optimally as it is, via TSMC 28nm standard cells, however 

direct construction of symbol decoder, results non-uniform delay lines, and requires several copies of the 

same block. Polarity bit can be simplified into three copies of AND (OR (i, j, k); NAND (i, j, k)) block 

where (i, j, k) is (a, e, f) and (b, d, f) and (c, e, d). At the end, three copies should be multiplied by AND 

gate to produce Polarity bit. Abundant duplication of same block and non-equal delay paths between inputs 

can be resolved, by taking different approach. Initially received AB, BC, CA outputs can be converted into 

wire state (WS) bits. Thereafter WS bits can be decoded into FRP symbol bits. The reason for this method 

stems from the idea that if there will be WS bits explicitly indicating the state of AB, BC, CA, then it will 

be simpler to extract FRP information from those WS bits. Parallel between AB, BC, CA and WS bits is the 

same as parallel between 3-bit binary counting and 7-bit ring counting, since it is simpler to extract state 

information from ring counting rather than from binary counting. However, in case of WS, there is no need 

for using 7 bits since AB, BC, CA will only take 6 values instead of 8 (23). Moreover, by assigning sign bit 

to WS, since each wire state has complementary wire state (+x and -x), number of WS bits can be reduced 

further. Therefore only 4 bits for WS, namely X, Y, Z, S can be used to extract wire state from AB, BC, CA. 

Figure 3.18 illustrates the truth table and logic diagram of this procedure. 

 

Present 

(AB, BC, CA) 

= (a, b, c) 

Previous (AB, BC, CA) = (d, e, f) 

+x [100] -x [011] +y [010] -y [101] +z [001] -z [110] 

+x state [100] NA 100 000 001 010 011 

-x state [011] 100 NA 001 000 011 010 

+y state [010] 010 011 NA 100 000 001 

-y state [101] 011 010 100 NA 001 000 

+z state [001] 000 001 010 011 NA 100 

-z state [110] 001 000 011 010 100 NA 

Table 3.6 FLIP, ROTATE, POLARITY symbol truth table 

 

AB BC CA State Sign 

0 0 0 N/A N/A 

0 0 1 Z 0 

0 1 0 Y 0 

0 1 1 X 1 

1 0 0 X 0 

1 0 1 Y 1 

1 1 0 Z 1 

1 1 1 N/A N/A 

(a) 

 

(b) 

Figure 3.18 Wire State Decode (a) truth table (b) logic diagram 
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After extracting state information symbol decoding is designed based on state transition diagram of C-

PHY from Figure 2.3. Equality of present and previous states, while ignoring the sign bit (|+x| = |-x|), 

implies the Flip operation. Polarity operation indicates on disparity between present and previous sign bits. 

Rotation will be high if previous state and present state are in alphabetical order (x to y). From observations 

done above, design of symbol decoder shown in Figure 3.19 is understood intuitively.  

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Prev 

W.S. 

Pres 

W.S. 

Prev 

Sign 

Pres 

Sign 
Flip Rotate Polarity 

X X 0 0 NA  NA NA 

X X 0 1 1 0 0 

X X 1 0 1 0 0 

X X 1 1 NA  NA NA 

X Y 0 0 0 1 0 

X Y 0 1 0 1 1 

X Y 1 0 0 1 1 

X Y 1 1 0 1 0 

X Z 0 0 0 0 0 

X Z 0 1 0 0 1 

X Z 1 0 0 0 1 

X Z 1 1 0 0 0 

Y X 0 0 0 0 0 

Y X 0 1 0 0 1 

Y X 1 0 0 0 1 

Y X 1 1 0 0 0 

Y Y 0 0 NA  NA NA 

Y Y 0 1 1 0 0 

Y Y 1 0 1 0 0 

Y Y 1 1 NA  NA NA 

Y Z 0 0 0 1 0 

Y Z 0 1 0 1 1 

Y Z 1 0 0 1 1 

Y Z 1 1 0 1 0 

Z X 0 0 0 1 0 

Z X 0 1 0 1 1 

Z X 1 0 0 1 1 

Z X 1 1 0 1 0 

Z Y 0 0 0 0 0 

Z Y 0 1 0 0 1 

Z Y 1 0 0 0 1 

Z Y 1 1 0 0 0 

Z Z 0 0 NA  NA NA 

Z Z 0 1 1 0 0 

Z Z 1 0 1 0 0 

Z Z 1 1 NA  NA NA 

(a) 

 

 

Figure 3.19 Symbol Decoder (a) truth table (b) logic diagram 

 

 

 

 

(b) 
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Top diagram of HS-RX lane Back-end is given in Figure 3.20. It consists of Wire State Decoder and 

Symbol Decoder discussed previously, and sampling register between them. Decoded symbols then 

parallelized via 1x7 shift registers timed by clock signal with twice the frequency of recovered clock. 

Parallel Flip, Rotate, Polarity signals then synchronized with the clock with the one seventh the frequency 

of recovered clock. By moving sync word detection into the logic side and decomposing symbol decoder 

into a wire state and symbol decode subblocks, results in power efficient and relatively simple Back-end 

architecture. 

3.6 Top HS-RX Lane 

Figure 3.21 demonstrates whole diagram of HS-RX lane for C-PHY lane. Operation, motivation and 

design of each illustrated subblocks, were discussed in previous subchapters. 

 

 

 

 

 

 

 

 

 

 

Figure 3.20 Back-end of HS-RX Lane 

 

Figure 3.21 Top diagram of HS-RX Lane 
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IV. Simulation and Experimental Results 

4.1 Simulation Results  

Table 4.1 lists extracted corner simulation of termination resistor. Via utilization of trimming scheme, 

50 Ω with deviation of +0.04% and 0.025% is achieved from extracted corner simulation.  

Figure 4.1 shows single lane layout, excluding power metals, pads and dummy fills. Single lane layout 

consists of three termination resistors (1), common mode capacitors (2), three HS-RX’s (3), Back-end (4) 

PTAT current source (5), and three LP transmitters, receivers, contention detectors (6).  

 

 

Control 
-40 C 27 C 85 

ff ss fs sf ff ss fs sf ff ss fs sf 

000 50.01 73.14 61.23 62.39 54.91 80.49 67.35 68.56 59.32 87.14 72.89 74.11 

001 45.24 66.26 55.44 56.49 49.69 72.95 61.01 62.10 53.7 78.99 66.05 67.15 

010 41.58 60.85 50.93 51.89 45.66 66.98 56.03 57.03 49.33 72.52 60.66 61.66 

011 38.33 56.12 46.97 47.85 42.1 61.78 51.68 52.59 45.49 66.89 55.94 56.87 

100 36.38 52.90 44.36 45.22 39.88 58.16 48.77 49.63 43.03 62.91 52.72 53.6 

101 33.88 49.30 41.36 42.13 37.15 54.21 45.45 46.25 40.09 58.65 49.15 49.96 

110 31.96 46.42 38.98 39.7 35.03 51.01 42.81 43.56 37.78 55.18 46.28 47.03 

111 30.08 43.69 36.69 37.36 32.97 48.02 40.29 40.99 35.57 51.93 43.56 44.26 

Table 4.1 Termination Resistor corner simulation results 

 

Figure 4.1 MIPI C-PHY single lane layout 
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Extracted output eye diagram results of designed CTLE is shown in Table 4.2, for long, standard 

reference channels, when 200 mV common mode 150 mV peak-to-peak 3 level voltage is transmitted via 

channels at 3.5 GS/s symbol rate. As expected CTLE improves signal quality by reducing the jitter and 

widening the eye interior. Frequency response also demonstrates that designed trimming range of CTLE 

from 1.4 dB to 13.4 dB includes peaking values required for reference channels (2 dB to 9 dB).  

 

LONG CHANNEL STANDARD CHANNEL 

C
T

L
E

 I
N

P
U

T
S

 

  

JITTER: 0.68 UI HEIGHT: 14 mV JITTER: 0.37 UI HEIGHT: 57 mV 

C
T

L
E

 O
U

T
P

U
T

S
 

  

JITTER: 0.24 UI HEIGHT: 80 mV JITTER: 0.15 UI HEIGHT: 117 mV 

A
B

/B
C

/C
A

 

  
JITTER: 0.3 UI HEIGHT: 0.9 V JITTER: 0.22 UI HEIHGT: 0.9 V 

C
T

L
E

 F
R

E
Q

U
E

N
C

Y
 

 

AC Gain: 7.4 dB 

Min DC Gain: -6 dB 

Max Peaking Gain: 6 dB 

Peaking Frequency: 6 GHz 

Table 4.2 Extracted simulation results for HS-RX receiver 
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Figure 4.2 includes Clock Recovery circuit extracted simulation along with proposed DEC simulation, 

with long reference channel and with simulation setup described previously. However, in DEC simulation, 

receiver was feed with predefined patterns like sync word, data 0, data 1 over a long channel. As seen, WS 

(X, Y, Z, S) bits have some glitches, which are due to jitter between AB, BC, CA. However, sampling 

register removes those glitches and Flip, Rotate, Polarity bits will be glitch free.  

After generating correct symbols, de-serializer clock with double frequency of recovered clock is 

generated, for 1x7 shift registers operation. Timed and parallel 7 symbol (21-bits), should be sampled using 

synchronization clock, to retrieve each 21-bits at 7th cycle. Therefore, synchronization clock is generated 

via dividing recovered clock frequency by 7. Resulting waveforms of post-decoder processing for Flip bit 

are shown in Figure 4.3. Simulation setup is similar to the one, which was used to test extracted DEC block. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4.2 (a) Recovered clock eye diagram (b) CDR waveforms (c) Decoder waveforms 
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(a) 

 
(b) 

Figure 4.3 (a) De-serializer clock and shift register waveforms (b) synchronization clock waveform 
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4.2 Experimental Results 

Figure 4.4 shows, taped out die photography, and top layout picture. Top layout includes three C-PHY 

lane, and four D-PHY lane with CLK lane. Total area for combo chip is 1.298 𝜇m2. PHY only chip with 

the area of 1.1 𝜇m2, which is used to probe high speed points and check HSRX lane operation is also taped 

out. PHY only chip include two C-PHY lane with two D-PHY lane and test pads for receiver and clock 

outputs for probing. 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

   

 
(a) 

(b) 

Figure 4.4 (a) Die photography (b) Top layout picture 
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Test setup is demonstrated in Figure 4.5. For transmitted signal generation SV3C-CPTX MIPI C-PHY 

Generator from Introspect Technology Inc. was used. FR-4 PCB board was designed for PHY only chip 

testing purposes. 8 GHz 10-bit Keysight MSO-S 804A oscilloscope was used for probing high speed 

differential signals. Test was conducted under 0.9 V supply voltage. 

HSRX output waveforms are shown in Figure 4.6 for 1, 2, 3 and 3.5 GS/s symbol rates. Targeted 3.5 

GS/s rate, is measured to have 0.53 UI jitter, which is 0.23 UI larger than simulation results. The deviation 

from simulation is attributed to the buffer stage for high-speed differential signal probing, PCB track losses.  

 

Figure 4.5 PHY only chip test setup 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.6 HSRX output waveform (a) at 1.5 GS/s (b) 2.0 GS/s (c) 3.0 GS/s (d) 3.5 GS/s 
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HSRX output waveform 3.5 GS/s symbol-rate is revisited in Figure 4.7 (a), in order to compare it with 

recovered clock waveform in Figure 4.7 (b), and analyze the problem of clock signal disappearance. Clock 

waveform exhibit frequency behavior of 500 MHz, which is correct value for synchronization clock. 

However, after a short while, clock returns to the zero state, and starts toggling again only after reset.  This 

 
(a) 

 
(b) 

 
(c) 

Figure 4.7 (a) HSRX output at 3.5 GS/s (b) Clock output at 3.5 GS/s (c) Clock output at 4.5 GS/s 
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undesirable operation, is attributed to the accumulating jitter at AB, BC, CA, hence delay value range for 

CDR circuit was underestimated. Although, at 4.5 GS/s symbol rates, delay range overcomes the 

accumulation jitter, since absolute values of jitter decreases as data-rate increases. As a results circuit 

displays correct clock with frequency of 643 MHz Figure 4.7 (c) at 4.5 GS/s.   
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V. Summary 

5.1 Conclusion 

This thesis focused on designing High-Speed Serial Interface, specifically MIPI C-PHY PHY layer at 

data rate of 7.98 GB/s (3.5 GS/s) for low power mobile applications like smartphone or VR displays. High-

Speed Receiver lane was implemented with TSMC 28nm HPC process technology using standard 0.9 V 

CMOS devices. Low Power transmitter, receiver and contention detector was implemented via 1.2 V CMOS 

transistors. High-Speed Receiver uses parallel trimming method for termination resistor to counteract the 

PVT variations and as a result under 0.1% variance was achieved from the simulation results. To overcome 

the ISI cursor, active and trimmable CTLE amplifier is designed for C-PHY specified reference channels. 

Simulation results demonstrated maximum peaking of 13.4 dB, and measurement results for 3.5 GS/s 

symbol rate exhibit jitter of 0.53 UI. Despite the incorrect operation of Clock Recovery circuit under 4.5 

GS/s, it outputs correct signal at 4.5 GS/s, thus concluding the functionable architecture, that requires wide 

delay tuning range. Proposed DEC block, divides symbol decoder into two logic blocks, hence providing 

simpler, low power and equal delay paths solution for decoder implementation. At the end 1.1 𝜇m2 PHY 

only block was taped out and tested. Due to improper behavior of Clock Recovery, power analysis of chip 

could not be done for this tape out. However, extracted simulation demonstrated 0.19 mW/GB/s/lane power 

efficiency, which is almost 3 times lower than the most recent paper in C-PHY lane design [26]. 

5.2 Future Works 

For proper measurement of power efficiency, Clock Recovery circuit should accompany wider delay 

range for future tape out. For higher data rates, CTLE could be implemented to allow larger gain boosting, 

in an expense of power consumption. Moreover, negative capacitance converter can be incorporated after 

CTLE stage to cancel high frequency roll-off, and to shift peak frequency to over 10 GHz range. Since, AB, 

BC, CA outputs of HS-RX exhibits data-dependent jitter depending on between which three levels data is 

transitioning. Therefore, using feedback loop, data-dependent jitter can be reduced [26]. At higher data rates, 

for better timing margins double-rate clock operation of back-end should be improved to half-rate clock 

operation. Overall, it is possible to improve to C-PHY receiver lane operation using above mentioned 

techniques, without changing the proposed Decoder block and designed CTLE amplifier, but with the 

addition of new blocks and employing more trimming range.  
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