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The technique of microneurography and the assessment of muscle sympathetic nerve activity (MSNA) are used
in laboratories throughout the world. The variables used to describe MSNA, and the criteria by which these
variables are quantified from the integrated neurogram, vary among studies and laboratories and, therefore,
can become confusing to those starting to learn the technique. Therefore, the purpose of this educational review
is to discuss guidelines and standards for the assessment of sympathetic nervous activity through the collection
and analysis of MSNA. This reviewwill reiterate common practices in the collection of MSNA, but will also intro-
duce considerations for the evaluation and physiological inference using MSNA.

© 2015 Elsevier B.V. All rights reserved.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2. Acquisition of a post-ganglionic efferent muscle sympathetic nerve signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1. Equipment for acquiring MSNA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2. Choosing a nerve to record . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3. Positioning the limb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4. Identifying the path of the nerve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5. Placing the electrodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6. Processing the signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3. Normalization of signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1. Baseline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2. Burst height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3. Digital filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4. Quantification of the integrated neurogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.1. Identification of bursts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2. Common quantification methods and considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.2.1. Burst occurrence quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.2. Burst height quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.3. Total signal quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.4. Considerations for signal quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5. Standardization of nerve recordings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.1. Sympathetic burst signal types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2. Calibration of the signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3. Body position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Autonomic Neuroscience: Basic and Clinical 193 (2015) 12–21

⁎ Corresponding author at: Integrative Physiology Laboratory, College of Applied Health Sciences (M/C 517), 1919W. Taylor Street, 650 AHSB, Chicago, IL 60612, USA.
E-mail address: dwwhite@uic.edu (D.W. White).

http://dx.doi.org/10.1016/j.autneu.2015.08.004
1566-0702/© 2015 Elsevier B.V. All rights reserved.

Contents lists available at ScienceDirect

Autonomic Neuroscience: Basic and Clinical

j ourna l homepage: www.e lsev ie r .com/ locate /autneu

http://crossmark.crossref.org/dialog/?doi=10.1016/j.autneu.2015.08.004&domain=pdf
http://dx.doi.org/10.1016/j.autneu.2015.08.004
mailto:dwwhite@uic.edu
http://dx.doi.org/10.1016/j.autneu.2015.08.004
http://www.sciencedirect.com/science/journal/15660702
www.elsevier.com/locate/autneu


6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1. Introduction

For half a century, scientists have been measuring muscle sympa-
thetic nerve activity in humans. The technique of microneurography
in humanswas developed byHagbarth and Vallbo at the Academic Hos-
pital in Uppsala, Sweden in 1965 (Vallbo et al., 2004). Through years of
meticulous experimentation, the analysis of afferent responses to stim-
uli was characterized and along the way Gunner Wallin led the charge
in studying the efferent signals of the sympathetic nervous system
(Vallbo et al., 2004). As the technique becamemore recognized, investi-
gators such as Allyn Mark M.D. and Dwain Eckberg M.D. traveled to
Sweden to learn and bring back the technique to their own laboratories
in the United States. Equipment was designed specifically for the study
of nerve activity, and analysis techniques were further developed.
Currently, many groups have successfully recorded and reported sym-
pathetic nerve activity and sympathetic nerve responses in a myriad
of experiments with relatively minor physical complications. However,
a recurring issue, associatedwith the increasing number of groups using
microneurography, is howwequantify changes inMSNAand statistical-
ly compare across groups involving age, disease, sex and ethnicity.

Historically, the method of acquisition and analysis of MSNA has re-
lied upon the bequeathed knowledge of the mentor to the student,
which has worked well for signal acquisition but small variations in
quantifying the MSNA have started to add confusion to the interpreta-
tion of the data. These small variations include differences in terminol-
ogy and opinions on which measurements are the most reliable and
valid. Furthermore, the use of absolute change and relative change
without consideration for equality of baseline values when quantifying
and making conclusions can be misleading and is potentially mathe-
matically inappropriate. This review is intended to start a conversation
between research groups measuring MSNA to standardize the acquisi-
tion, quantification, analysis and interpretation of theMSNA recordings.

2. Acquisition of a post-ganglionic efferent muscle sympathetic
nerve signal

2.1. Equipment for acquiring MSNA

Equipment needed for recording MSNA: 1) electrode with which to
impale a nerve; 2) amplifier; 3) signal integrator; and 4) output. The elec-
trodes need to bemade fromanon-bioreactivematerialwhich is conduc-
tive and can remain stiffwhen very thinwithout being brittle. Tungsten is
the preferredmaterial and the active electrode is electrically insulated ex-
cept for a few μM at the tip. The electrodes are attached to a grounding
unit and preamplifier placed close to the recording electrode, which im-
proves signal-to-noise and enables the recording unit to be electrically
equal to the subject. The main amplifier is used to increase the raw
nerve activity many thousand times before it is filtered. An analog or dig-
ital band pass filter is applied and the signal is rectified and integrated
using capacitors and resistors or digital logic. The output may be routed
through a computer software setup or as an analog signal to an oscillo-
scope, an acquisition system, or chart recorder. There are two well
known commercially available systems: Absolute Design NTA (Solon,
Iowa; formerly Iowa Biosystems) and ADI NeuroAmp EX module (NSW,
Australia).

2.2. Choosing a nerve to record

Theoretically, any peripheral nerve can serve as a target for acquisi-
tion of MSNA as all include some sympathetic efferent axons; but only a
few nerves are popularly used due to practical considerations. Firstly, a

nerve must be large enough to identify using one of the techniques
below; the nerve must be large enough to support and stabilize themi-
croelectrode tip in place once an MSNA signal is acquired. Also, the
nerve must be close enough to the surface of the skin for identification
using methods in the next section.

Probably the most recorded peripheral nerve is the peroneal (fibu-
lar) nerve at or proximal to the fibular head. It is at this point where
the common peroneal splits into the superficial and deep branches.
Though a satisfactory MSNA signal can be obtained through the com-
mon, superficial, or deep peroneal nerve, the deep appears to offer a
greater success rate of locating bundles of MSNA axons from which to
record. Advantages of using the peroneal nerve are: 1) easy to identify;
2) located close to the skin; 3) easy to stabilize the limb for long periods
of time; and 4) can be performed in the supine, semi-recumbent, or
seated-upright position. Disadvantages are: 1) limits studies using exer-
cise to a single-leg; and/or 2) upper body exercise only.

Just proximal to the fibular head at the popliteal fossa, the common
peroneal (popliteal) nerve can be acquired. This location of nerve re-
cording is less commonly used because it either requires the subject to
lie in the prone position or for the investigators to support the leg and
acquire the nerve from beneath. However, the advantages and disad-
vantages of the common peroneal (fibular) or popliteal nerves are sim-
ilar to those identified above for the peroneal nerve. Advantages of
using the popliteal nerve: 1) easy to identify; 2) close to the skin;
3) easy to stabilize the limb for long periods of time; and 4) allows
easy access when a protocol calls for a prone position. Disadvantages:
1) much harder to acquire in the supine, semi-recumbent, or upright
seated position than theperoneal nerve at thefibular head; and 2) limits
studies using exercise to single-leg or upper body exercise.

In the arms, the radial, median, and ulnar nerves have all been used
for acquisition of MSNA. These nerves have been used when a protocol
calls for lower body exercise using both legs, except for a few cases com-
paring arm to leg MSNA, or to explore arm MSNA and forearm blood
flow during lower body negative pressure (LBNP).

The radial nerve traverses the lateral surface of the humerus to the
cubital fossa. This nerve is acquired 2 to 6 cm proximal to the cubital
fossa. Because of its depth beneath the skin, ultrasound guidance is nor-
mally used to acquire this nerve. Advantages of using the radial nerve
are: 1) easy to stabilize the limb for long periods of time; 2) can be per-
formed in the supine, semi-recumbent, seated-upright or prone position;
and 3) enables one to perform two-legged exercise. Disadvantages are:
1) typically requires ultrasound guidance; and 2)microelectrode inserted
near or through themuscle, thereby,making anymovement, or twitch, in
the muscle a potential hazard to the quality of the MSNA signal.

Themediannerve traverses themedial surface of the humerus to the
cubital fossa where it is acquired and depending on the size of the arm,
may require ultrasound guidance. Advantages are: 1) easy to stabilize
the limb for long periods of time; 2) available to be performed in the su-
pine, semi-recumbent, or seated-upright positions; 3) ability to perform
two-legged exercise; and 4) not inserted through muscle. Disadvan-
tages: 1) may require ultrasound guidance; and 2) near brachial artery
so caution must be used to not puncture the artery.

The ulnar nerve enters the forearm between the ulnar and humeral
heads and is unprotected by bone or muscle at the elbow. This makes it
a very easy target formicroneurography though it is rarely used. Advan-
tages to using the ulnar nerve are: 1) easy to stabilize the limb for long
periods of time; 2) available to be performed in the supine, semi-
recumbent, seated-upright or prone position; 3) able to be performed
during two-legged exercise; and are 4) easy to locate. Disadvantages
include that: 1) they are associated with “funny bone” paresthesia;
and 2) they have very little tissue to secure the electrode.

13D.W. White et al. / Autonomic Neuroscience: Basic and Clinical 193 (2015) 12–21



The appropriate nerve should be selected to match the goals of the
protocol and to address the research question (i.e., use a nerve in the
leg to study neural control of leg vasculature).

2.3. Positioning the limb

Position of the right leg for a peroneal nerve recording at the fibular
headwill be discussed in this section. First the subjectmust be comfort-
ably supine or seated with the leg extended. The thigh is then elevated
using foamwedges ormoldable pillows so thatwhen the lower leg is re-
laxed, the angle of the knee joint is between 30 and 45°. This allows the
nerve to relax within the leg and become separated from the fibular
head. This also allows access to the preferential angles for electrode
placement. After elevating the limb, it is recommended that the subject
rotate the right hip inward so that when relaxed, the fibular head is
further exposed to the microneurographer. Finally, the foot should be
supported at a 90 degree angle and slightly rotated inward using foam
wedges or moldable pillows. The goal of the leg position is to maintain
subject comfort while providing a stable limb with access to the point
of nerve acquisition. The same concepts can be applied to the left leg
or to either arm.

2.4. Identifying the path of the nerve

The acquisition of MSNA requires that post ganglionic efferent sym-
pathetic neurons innervating the vascular smooth muscle of the vessels
within the skeletal muscle be located. This can be accomplished in var-
ious ways. Many groups use cutaneous electrical stimulation at the
suspected location of the nerve's path (Macefield, 2013; Vallbo et al.,
2004), while others palpate (Steinback et al., 2010) or use ultrasound
imaging (Curry and Charkoudian, 2011).

Cutaneous electrical stimulation has historically been themost pop-
ular method of identification (Vallbo et al., 1979). This method is ideal
for identifying the path of a nerve close to the surface of the skin. This
is accomplished by using a blunt tipped stimulator probe and applying
a short duration (2 ms) electrical current intermittently to the area of
skin above where the nerve is expected to lie. The voltage of the electri-
cal current is adjusted to evoke muscle twitches in the muscles inner-
vated by the neurons. When stimulating near the fibular head you will
observe dorsiflexion and lateral deflection of the foot. This is due to
the muscles innervated by the deep and superficial branches of the
peroneal nerve. Lateral deflection occurs with stimulation of the super-
ficial branch, and dorsiflexion occurs with stimulation of the deep
branch (Vallbo et al., 1979).

When targeting the deep peroneal nerve, electrical stimulation
voltage should start low and be increased gradually until a deflection
is detected visually. The stimulation probe should then bemoved verti-
cally and laterally in a systematic manner to find the location of the
greatest twitch deflection (Fig. 1A). Once dorsiflexion is observed, the
stimulator voltage should be decreased and the systematic sweeping
continued until the lowest voltage is found in which a dorsiflexion is
still present. This spot should be marked and the areas to either side
should be stimulated to establish the path of the nerve (Fig. 1B). One
thing to note, while stimulating, is the deformation of the cutaneous tis-
sue with themoving of the probe, because the skin moves independent
of the tissue beneath. Because of this property the investigator needs to
allow for the tissue movement in marking the locus of the nerve.

2.5. Placing the electrodes

After the path of the nerve is located, an un-insulated tungsten
microelectrode is inserted through the skin within 1 to 3 cm of the ex-
pected site of measurement (Fig. 1C). This electrode acts as an electrical
reference so that changes in the electrical potentialwithin the nerve can
be detected. Next, an insulated electrodewith a 5–8 μMun-insulated tip
is inserted through the skin and into the nerve bundle. The position of

the electrode is manipulated until a satisfactory signal is acquired
based on the following criteria: 1) bursting occurs pulse synchronously;
2) bursting becomesmore frequent during breath hold; and 3) bursting
is not evoked by startle stimuli (Delius et al., 1972b; Fagius and Wallin,
1980;Hagbarth andVallbo, 1968; Vallbo et al., 1979). Thepresence of all
three features demarks efferent sympathetic nerve activity that is di-
rected to the vasculature in the skeletal muscle (MSNA) rather than
the skin. Another potential indicator ofmuscle and not skin sympathetic
activity is the assessment of afferent activity. Nerve discharge when
applying pressure to the tendons of the foot indicates muscle afferent
innervation and potential efferent activity, but does not guarantee a
high quality efferent signal. Furthermore, discharge with light touching
or stroking of the skin on the foot or leg indicates skin afferent activity
and likely skin efferent interference. A less commonmethod of locating
where to place the microelectrode is to use an intraneural electrical
stimulation,where a very small current is applied directly through ami-
croelectrode in order to identify electrode position within the nerve
bundle. Confirmation of accurate placement of the microelectrode in
the nerve bundle is when an electrical stimulation causes a muscle
twitch but not paresthesia (Jordan, 1997).

Because both afferent and efferent neurons innervating muscle and
skin traverse the same nerve, it is common to receive interference
fromone or the otherwhile attempting to establish a high quality signal.
It is important to be able to differentiate between skin andmuscle sym-
pathetic nerve activity and this can be done by assessing the bursting
characteristics. Muscle sympathetic nerves burst as described above
but skin sympathetics have long, non-pulse synchronous discharges
which may appear to be a wondering baseline or lengthy sympathetic
bursts (Fig. 2D). Skin sympathetic nerves are sensitive to startle reflexes
and changes in skin temperature (Hagbarth et al., 1972; Normell and
Wallin, 1974). Interference of skin sympathetic nerve activity while
recordingMSNAwill lead to difficulties detecting and quantifying burst-
ing. Hence, it is important to attempt to identify the absence of a startle
reflex record before accepting that the MSNA being recorded is valid.

It is important to keep in mind that acquiring a high quality nerve
signal takes practice, patience, and persistence. The most important
part of measuring MSNA is the quality of the nerve signal. All topics
discussed above are involved in obtaining a high quality nerve signal
and the success of a study using microneurography. Fig. 2 shows actual
neurograms with high quality (2A) and low quality (2B) signals along
with a signal showing the change in signal quality with activation of
motor units resulting from muscle tension (2C) and a mixed skin and
muscle sympathetic nerve (2D). With a decrease in signal quality, you
lose the ability to perform advanced quantification of MSNA which is
discussed below. Poor signal quality also reduces the likelihood of visu-
ally detecting a burst and will lead to error in quantification.

2.6. Processing the signal

Normally, the rawMSNA signal is amplified,filtered, rectified and in-
tegrated either using an analog capacitor resistance systems or digital
processing. Typical amplification of the raw signal is between 50,000
and 100,000 times (Delius et al., 1972b;Macefield, 2013). The amplified
signal is then band pass filtered between 700 Hz and 2000 Hz for many
investigators, while a few established investigators choose to filter from
400 Hz to 3000 Hz (Saito et al., 1990). The high frequency filtering
threshold is based on theNyquist rate dictating that a signal be analyzed
twice as fast as it is expected to occur and the lower frequency threshold
limits the amount of noise interference from outside sources (Nyquist,
2002). The amplified-filtered signal is then rectified and integrated
using either a resistance–capacitance circuit (Absolute Design NTA)
with a time constant of 100 ms or by digital integration with computer
algorithms (ADI NeuroAmp EX). Often, the band-pass filtered signal can
confirm the presence of action potentials in any selected bursts and
enhances confidence when assessing small bursts.

14 D.W. White et al. / Autonomic Neuroscience: Basic and Clinical 193 (2015) 12–21



Acquiring a high quality, clear signal (Fig. 2A) makes quantification
and analysis less difficult. A clear signal can be characterized by: 1) a
steady baseline that does not fluctuate; 2) bursting that can be identi-
fied above the baseline noise; and 3) baseline noise amplitude that
does not change over the period of the recording. Any of these problems
can be avoided by proper placement of the recording electrode and as-
surance of subject comfort and relaxation.

Several challenges exist in finding and sustaining quality MSNA re-
cording sites even for experienced microneurographers. A micro-
neurographer has to know when to change insertion points of the
electrode and when to attempt acquisition in the other arm or leg

when a protocol allows it. A microneurographer also needs to be
aware that after a while the subject may become fatigued due to the
need for the limb to remain perfectly still for a high quality recording.
If the subject can no longer maintain the limb relaxed, the quality of
nervewill deteriorate and the quantificationwill be limited. Sometimes,
a subject may move during a protocol causing the signal characteristics
to change. A change in signal can constitute a small increase or decrease
in baseline noise, up to a total loss of signal and the need to reacquire the
nerve. In either situation, a new steady state resting period should be
measured before using the quantification methods discussed below.
Finally, a major concern is to prevent injury and inflammation at the

Fig. 1. Typical layout and procedure for a peroneal (fibular) nerve recording. The pre-amplifier and ground are attached to the skin on a flat surface either at the lateral knee joint (shown)
or distal to the fibular head on the lateral shin. A) The systematic pattern of cutaneous electrical stimulation to locate and map the path of the nerve. B) The dots are placed on the skin
following the path of the nerve and act as a reference for insertion of the recording electrode. 3) The reference electrode (blue) is placed beneath the skin and into the tissue within
2 cm of the expected recording site. The active electrode (white) is inserted through the skin and manipulated until a satisfactory nerve signal is acquired.

15D.W. White et al. / Autonomic Neuroscience: Basic and Clinical 193 (2015) 12–21



site of interrogation (Eckberg et al., 1989). This iswhy time for acquiring
a microneurographic signal is limited to 60 min per session and should
not be attempted without proper training.

3. Normalization of signal

3.1. Baseline

When analyzing an integrated neurogram, identifying the correct
baseline is important for quantifying the nerve traffic (Fig. 3). If the
identification of a baseline is inconsistent, application of the rules for
identification of a burst become biased by individual preference.
Because the signal is rectified and then integrated, every point on the
signal is a positive voltage above zero; but it would be impractical to
analyze as such because the position of the neurogram during non-
bursting periods just represents background noise. To account for the
background noise, it is common practice to find a long non-bursting pe-
riod and calculate its mean voltage, subsequently resetting the mean

non-bursting voltage to 0 arbitrary units (au). Setting the baseline to
0 au insures that any quantification will represent a deviation from
the background noise. After identifying the baseline, the signal height
can be normalized.

3.2. Burst height

Typically the height of the integrated neurogram is set to arbitrary
100 or 1000 units. Themethodmany investigators use to set this height
is by identifying the tallest spontaneous burst, not occurring with any
provocation or outside stimulation, and setting it as the “maximum”
(Fig. 3). Another method of normalizing to a maximum voltage is
to take the average peak height of multiple large bursts (usually 3) and
use this value as 100 or 1000 units. Through the analysis of bursting as-
sociated with premature ventricular contractions (PVC), it is shown
that decreased diastolic pressure-inducedmaximum burst height is con-
sistent within a recording (Grassi et al., 2002; Maslov et al., 2012).

Fig. 2.Oneminute segments of representative neurograms. A) High quality neurogram. B) Low quality neurogram. C) Neurogramwhich degrades in quality due to motor unit activation.
D) Mixed Muscle and Skin sympathetic nerve recording.

Fig. 3. Thirty second neurogramwith normalization labeling. Shown is a neurogramwith a non-bursting region (NBR) labeled, themean voltage of which is used to calculate the baseline
(BL) and noise. The arrow is pointing at the tallest spontaneous burst which is set to 100 arbitrary units. The threshold (TH) is calculated as 3 times the noise above BL. Only bursting oc-
curring above the threshold should be counted.
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Other investigators calculate the mean strength of the signal and set
it to 100 au (Fig. 5C). The bursts are then identified and theburst heights
are normalized to the average area of all detected bursts (Cooke et al.,
2004). In the potential case where the neurogram signal is normalized
to the raw signal mean and not detected burst means, severe alteration
of quantificationwill occur as shown in Figs. 5C and 6. The twomethods
(maximum vs. mean) potentially yield different conclusions, the expla-
nation of which is discussed below and in the figures.

3.3. Digital filtering

Typically, MSNA expresses a very poor signal-to-noise aspect. Digital
filtering of the integrated neurogram can be used to account for some of
the unwanted noise in the signal. This is an automatic component of the
ADI NeuroAmp EX which constantly samples and filters ambient noise.
A commonpractice used in processing electroencephalogram(EEG) sig-
nals includes application of low pass digital filters (Niedermeyer and
Lopes da Silva, 2005), which is sometimes used in peripheral nerve
analysis (Macefield, 2013). Bursting of postganglionic MSNA occurs
pulse-synchronously; therefore, bursting can only occur as fast as the
subject's maximum heart rate (HR). If it is assumed that the maximum
HR of a human is 220 beats·min−1, then it can be assumed that the
Nyquist rate is about 6 Hz (actual 7.33 Hz @ 220 beats·min−1); there-
fore a lowpass filter can be set at 6 Hz. This effectively reduces noise
within the integrated neurogram usually associated with mild motor
unit activity and/or 50/60 Hz A/C cycling from a power source. In the
case of moderate to severe ambient noise or motor unit activity, it
would be inappropriate to use a digital filter as the neurogram would
be severely altered (Fig. 4B).

4. Quantification of the integrated neurogram

4.1. Identification of bursts

Identification of nerve bursts is a subjective measurement, which
can be made less subjective by adhering to a strict set of standards.
Most bursts of MSNA are easily identifiable, but a good acquisition and
high quality signal (Fig. 2A) can make this process much easier. First,
the signal's noise height must be identified. This is the difference be-
tween the baseline zero and the upper limit of the signal during a
non-bursting region (Fig. 3). This difference should be multiplied by
three and the product is the threshold for identifying a burst in the
neurogram. This is the “3:1 Signal toNoise Ratio” identified inmost pub-
lications reporting the quantification of MSNA (Macefield, 2013). The
use of 2:1 signal to noise ratio and also scanning for the presence of
action potentials in the filtered raw neurogram are used by some labo-
ratories, but these practices potentially lead to as much as a 30% differ-
ence in results. Data do not exist for the potential impact of differential
identification of MSNA bursts.

Muscle sympathetic nerve activity is conducted through the body
via small C-fibers which have an overall conduction velocity between
the brainstem and leg recording site of about 1 m·s−1 (Fagius and
Wallin, 1980). Knowledge of conduction through nerves allows the ac-
curate estimation of a time delay between a contraction of the heart and
a burst of nerve traffic. The point of burst initiation correspondswith the
diastolic period of the cardiac cycle; therefore, the time between the R-
wave on an ECG signal and the nerve burst should correspond with the
distance from thebrainstem to the site ofmeasurement. This signal time
is not a direct calculation of distance at 1 m·s−1 because there is some
delay caused by integration of the baroreflex through the central

Fig. 4. The use of a digital filter to eliminate excess noise. The top tracing in each panel is unfiltered, the bottom tracing has had a 6 Hz digital low pass filter applied. Notice the difference
between the peaks and the shape of the signal after applying the filter. In panel A the noise coming from themotor unit activity is low compared to the sympathetic bursting, so a digital
filter can be appliedwithout affecting the quality of the signal. In panel B, themotor unit noise is almost equal to the sympathetic signal so the filter alters the signal characteristics greatly.
When dealing with a signal that has this much noise, attempts should be made at relaxing the subject or changing the electrode position. Notice that the end of signal B is a high quality
sympathetic nerve signal once the subject is relaxed. This example is to show that digital filtering cannot fix all noise; it is not an example of a way to bypass acquiring a high quality nerve
signal.
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nervous system synapses, but the time is proportional to distance. A
typical nerve burst occurs between 1 and 1.4 s post R-wave for a pero-
neal nerve recording and between 0.8 and 1.1 s for a typical radial or
median nerve recording. The times are variable even within a subject
based on the magnitude of the activation which is theorized to be due
to recruitment of larger nerve fibers and/or synaptic delay variations
(Kienbaum et al., 2001).

4.2. Common quantification methods and considerations

4.2.1. Burst occurrence quantification
Quantification of the integrated neurogram is a topic of debate, with

varying views on the utility and accuracy of differentmethods. Original-
ly, MSNAwas quantified as the number of integrated bursts per minute
(burst frequency; BF). Some investigators questioned the BF measure
because in comparing subjects with different resting heart rates, the
higher the HR the higher the BF. Hence, a compromise of measuring
bursts per 100 heart beats (burst incidence; BI) was used as a means
of normalizing themeasure between subjects with different HRs. Either
of these quantification methods can be useful for making conclusions
within subjects across a protocol where some treatment is given, espe-
cially in the absence of a HR change; but when the HR does change, cer-
tain caseswill lead to divergent conclusions. For example, an increase in
HRwithout a change in burst incidence, will lead to the conclusion that
BF increased but BI did not;whereas, an increase inHRwithout a change
in burst frequency will lead to the conclusion that BI decreased
(Table 1). The usual case will be an increase in HR and an increase in
burst frequency, but the proportion of the respective increases will
influence the conclusion. Passive heat stress is a great example of the ra-
tios of HR and MSNA increasing at different rates, which could lead to
conservative conclusions depending on how you report the variables
and develop your conclusions (Gagnon et al., 2015). If a treatment is
given and resting HR is increased but burst frequency is not increased
to the same degree, burst incidence will decrease. Therefore, conclu-
sions will be negative concerning the treatment even if there was
more bursting. Investigators typically report bothmeasures of burst oc-
currence and allow the reader to develop conclusions from either mea-
sure. This is reasonable when there is no change in HR over a protocol,
but can cause conclusions to potentially be conservative if using BI. BI
should only be used when HR remains steady between conditions,
therefore, BF will give the same answer.

4.2.2. Burst height quantification
Quantification of the burst height can be assessed using different

methods. When the signal height is normalized using one of the
methods in Section 3, quantification of height becomes relatively easy.
First, if the signal quality is excellent and the baseline is stable, the larg-
est spontaneous burst ormean peak height ofmultiple tall bursts can be
assigned a value (typically 1, 10, 100 or 1000) and the rest of the signal
can be scaled based on the assigned value. A second quantification
method is to select the start and end point of every burst and measure
the local height of each and subsequently scale each of the bursts
based on absolute height to the absolute height of the tallest burst.
Thismethodworkswhen the baseline is not stable, but bursting charac-
teristics remain similar throughout a recording and there is no sign of
electrode displacement. However, this approach may limit the ability
to differentiate actual changes in burst height because an unstable sig-
nal indicates fluctuating background noise. The final quantification
method is to assign the mean value of a non-stimulatory section of the
integrated signal an arbitrary value of 100 or 1000 units. This method
is dependent on the number of bursts within the normalization period,
as a signal with more burst occurrences spends less time at zero, thus
the mean signal value will be higher but the maximum height will be
lower (Fig. 6). Once the signal is normalized and bursts detected, the
simplest quantification is mean burst height (MBH) where the sum of
the height of every burst is divided by the number of bursts in the calcu-
lation. MBH is used to conclude whether a treatment changed the
strength of the nerve traffic independent of a change in frequency.
Mean burst height becomes overly conservativewhenmean normaliza-
tion is used because the “maximum” burst height is not consistent
between subjects.

4.2.3. Total signal quantification
The integrated neurogram can further be quantified by the product

of various combinations of burst occurrences and heights. First, the
product of BF and MBH is commonly referred to as total activity (TA)
(Sanders et al., 1988). This provides a quantification of MSNA over
time which is independent of total active burst time, but does account
for the height of each burst. A second quantification method calculates
total burst area or burst size (Σ (burst height ∗ burst time / 2))
(Maslov et al., 2012). This quantification accounts for total time that
the nerve is active in addition to accounting for the height of the bursts.
When summed over time, total burst area may give the most complete
representation of MSNA for that time period. The last of the common

Table 1
Series of scenarios highlighting discrepancies in physiological conclusions based upon the burst occurrence quantification method and response to stimuli.

HR BF BI Max change in
BF to ceiling

Max change in
BI to ceiling

ΔHR ΔBF ΔBI %ΔHR %Δ BF %Δ BI

Baseline Subject 1 40 30 75 10 25 Changes from baseline
Subject 2 60 30 50 30 50

Trial 1 Subject 1 50 30 60 20 40 10 0 −15 25 0 −20
Subject 2 70 30 43 40 57 10 0 −7 17 0 −14

Trial 2 Subject 1 40 40 100 0 0 0 10 25 0 33 33
Subject 2 60 40 67 20 33 0 10 17 0 33 33

Trial 3 Subject 1 50 40 80 10 20 10 10 5 25 33 7
Subject 2 70 40 57 30 43 10 10 7 17 33 14

Trial 4 Subject 1 100 50 50 50 50 60 20 −25 150 67 −33
Subject 2 100 50 50 50 50 40 20 0 67 67 0

In the baseline, subjects 1 and 2 have different HRs, and if quantifying SNA based on BF the 2 subjects are equal, but based on BI, subject 1 has higher SNA.
In Trial 1, each subject has an increase in HR of 10 beats min−1 but no change in BF. If drawing conclusions from BI, subject 1 had a decrease in SNA more than double the decrease of
subject 2.
In Trial 2, there is no change in HR, but an equal increase in BF for both subjects. A conclusion from BI would indicate that subject 1 had a much greater increase in SNA.
In Trial 3, there is an increase in both HR and BF equally in both subjects. A conclusion from BI would indicate that subject 2 had the greater increase in SNA.
Finally in Trial 4, where both subjects are exercised up to the same HR, and if BF were the same in both subjects, a conclusion from BI would indicate that subject 2 did not change SNA,
while subject 1 had a decrease. Interestingly, assuming that mean burst height is equal for both subjects, total activity would be the same in both subjects in each trial.
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total signal quantifications is the product of total burst area/HRwithin a
measurement period, commonly referred to as total MSNA (TMSNA),
which provides a quantification of MSNA relative to HR, while account-
ing for the height and duration of each burst. This method generalizes
MSNA to the average amount of nerve activity for every heartbeat. How-
ever,when using thismethod of quantification, be aware that the higher
the HR the lower the calculated burst activity.

4.2.4. Considerations for signal quantification
There is no absolute agreed-upon quantification method for

assessing MSNA, but some methods are preferred when dealing with
certain signal characteristics, HRs, and/or whether trying to detect a re-
sponse to stimuli. When the baseline of a signal is fluctuating the only
quantification methods that should be used are counts of occurrence
(BF or BI). The choice between using BF or BI is dependent on what is
being tested and how different are the steady-state HRs (most groups
report both). Grouping individuals with significantly different HRs can
add inherent variability to the averaged data making it difficult to ob-
serve effects due to a stimulus. A person with a HR of 40 beats·min−1

and a BI of 75 bursts · 100 hb−1 has a BF of 30 bursts·min−1. If you
take an individual with the same 30 bursts·min−1 but a steady-state
HR of 60 beats·min−1, their BI is 50 bursts·100 hb−1. This is further
complicated when quantifying responses to sympathoexcitatory stimu-
li, because the maximum value (100 bursts ⋅ 100 hb−1; ceiling effect)
in BI that can occur for the subject with the steady state HR of 40
beats·min−1 is 25 bursts · 100 hb−1, or 33%, whereas the other individ-
ualwith a steady-state HR of 60 beats·min−1 can increase their BI by 50
bursts·100 hb−1, or 100%. Table 1 contains various scenarios where di-
vergent conclusions would be made based on differences in quantifica-
tion methods. It has been demonstrated that the longitudinal
repeatability for BI is not statistically ideal due to the reliance on both
burst occurrence and HR which adds a variable amount of error into
the measurement and, therefore, needs to be taken into consideration
when making longitudinal comparisons of BI or TMSNA (Kimmerly
et al., 2004).

When the signal quality is strong and there are no changes in base-
line or signal characteristics over the recording period, accounting for
the height in the quantification increases the utility of themeasurement.
Whereas BF andBI count every burst equally, TA, TMSNA, and total burst

area (burst size) take into account the height of the burst so that each
burst contributes to the total based on its relative size. The ability to
accurately quantify height is dependent on the method of signal height
normalization. If normalized by a minimum–maximum method in
which the maximum spontaneous or evoked burst is given a value and
the baseline given a value of 0, thenmultiple measurements in different
individuals will adhere to the same relative scale (Figs. 5B and 6). While
it is debatable as to whether it is appropriate to use the relative scale to
compare between individuals, it remains a common practice. However,
it needs to be understood that when normalizing to the mean signal
strength, an individual with a low burst occurrence at resting baseline
has thepotential to increase their nerve activity exponentially compared
to someone that has a greater burst occurrence because this method as-
sumes all baseline activity to be equal in all individuals. However, when
normalizing to the mean, measures of burst occurrence will calculate to
the same relative change in response to a given sympathoexcitatory
stimuli within an individual as calculated by normalizing to the maxi-
mum height because the measure disregards burst height.

5. Standardization of nerve recordings

5.1. Sympathetic burst signal types

During non-stimulatory periods, vascular resistance (conductance)
is controlled by cyclic periods of bursting which are related to diastolic
blood pressure via baroreflexes (Delius et al., 1972b; Fairfax et al.,
2013; Hagbarth and Vallbo, 1968; Sundlof and Wallin, 1977; Vallbo
et al., 1979). These are essentially “maintenance bursts,” which could
be characterized as the normal spontaneous bursting that regulate and
maintain blood pressure in the absence of abnormal physiological stim-
uli; but when the need arises, larger or more frequent bursts occur.
This phenomenon is apparent in response to hypoxia where the burst
heights increase above the “maximum resting spontaneous burst”
(Cutler et al., 2004a; Delius et al., 1972b; Hagbarth and Vallbo, 1968;
Vallbo et al., 2004). Maintenance bursts appear to be more related to
minor fluctuations in blood pressure (spontaneous baroreflex), but
include maximum spontaneous bursts representative of the maximal
activation of all of the baroresponsive nerve fibers within a recording
field. Evidence for this exists during an ectopic heart beat which fails

Fig. 5. Comparative neurograms showing overlapping signals after using different forms of normalization. A) Mean neurogram from two different subjects before normalization.
B) Overlapping of the two neurograms after normalization of each signal to the largest spontaneous burst. C) Overlapping of the two neurograms after normalizing to the mean signal
strength. Subject 1 (Sub1) is in black and Subject 2 (Sub 2) is in red throughout the diagram. Descriptive quantifications corresponding to the two subjects are to the right. HR, heart
rate; BF, burst frequency (b·min−1); BI, burst incidence (b·100 HB−1); MBH, mean burst height (nu); TA, total activity (nu·min−1); TMSNA, total MSNA (n·area·HB−1).
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to cause a pressure generating contraction and the corresponding long
sympathetic burst has a burst height limit no different than the maxi-
mum spontaneous burst, but continuing for a substantially longer
time (Grassi et al., 2002;Maslov et al., 2012). Therefore, bursting should
be categorized as either maintenance bursting (spontaneous) or stimu-
lus reflex bursting (investigator evoked). Differentiating between the
two types of bursts may be pertinent to future research in which analy-
sis of different stimuli may be able to be sub-typed based on frequency,
height, and recruitment of single fibers within a bundle.

5.2. Calibration of the signal

The variability of MSNA among individuals and also within individ-
uals in repeated measurements remains a challenge when trying to
make meaningful conclusions (Macefield, 2013; Vallbo et al., 2004).
Some of this variability may come from differences in electrode place-
ment within an individual or by not being able to be consistent with
the number of nerve fibers detected in a recording between individuals;
however, these concerns do not appear to affect conclusions in repeated
studies (Kimmerly et al., 2004). In addition, the degree of variability of
theMSNA burst size likely relates to the number and size of fibers with-
in the recording field (Tompkins et al., 2013). When the magnitude or
nature of the stimulus results in recruitment of sympathetic efferent
nerve fibers within the recording field, silent fibers may also become
active (Salmanpour et al., 2011). If there is a differential activation of
the sympathetic nervous system based on the nature of the stimulus
(i.e., baro-, chemo-, or metabo-responsive) (Delius et al., 1972a,
1972b; Vallbo et al., 1979; Wallin et al., 1975), then it would make
sense to calibrate the signal to the type of stimuluswhichwill occur dur-
ing the protocol. A hypoxia protocol could be normalized to the reflex
bursting of a standard hypoxic stimulus (Cutler et al., 2004a), a blood
pressure protocol should be normalized to the reflex bursting of a
baro-stimulus (Eckberg et al., 1988; Wallin and Eckberg, 1982) and a
metabolic challenge should be normalized to the reflex bursting of a
standard metabolic stimulus (Victor et al., 1988). Calibration of this na-
ture could be crucial in determining the degree of change for a stimulus
response burst above maintenance bursting. This may present a chal-
lenge when testing the interaction betweenmultiple stimuli. For exam-
ple, testing baroreflex control following hypoxic training stimuli is a
challenge because long term potentiation of SNA following hypoxia
training (Cutler et al., 2004a, 2004b; Leuenberger et al., 2005) may in-
crease baroreflex sensitivity. In the case of hypoxia training, normalizing
to a standard sympathoexcitatory stimulus prior to the hypoxia training
may be warranted. The investigator would also have to consider the
possibility that the testing protocol would affect the signal to a greater

degree than the hypoxia training alone. To solve this problem, one
should normalize to the standard sympathoexcitatory stimulus prior
to hypoxia training, then check the effect of hypoxia training on the
standard sympathoexcitatory stimulus, followed by the outcome mea-
surement protocol and afinal check of the standard sympathoexcitatory
stimulus at the end.

5.3. Body position

Posture becomes important in the acquisition and analysis of nerve
signals as shown in various studies which load and unload the cardio-
pulmonary baroreceptors (Charkoudian et al., 2004; Fu et al., 2006;
Kamiya et al., 2009; Kuipers et al., 2008; Mano, 2001; O'Leary et al.,
2003; Ray et al., 1993). Comparisons of MSNA responses from studies
in which the body posture was different and not the focus of the study
need to bemade with caution. However, when the experimental design
of a study involves changes in posture that increase or decrease the
central blood volume, the investigator needs to account for concurrent
deceases and increases, respectively, in baseline and response sensitiv-
ity of MSNA.

6. Conclusion

In summary, we have attempted to provide a comprehensive colla-
tion of means of standardizing the methods and quantification of
MSNA measurements required to enable statistical analyses between
subjects of different ages and gender and across and between experi-
mental conditions. It is important to remember that relationships be-
tween MSNA and vascular resistance are age and sex dependent (Hart
and Charkoudian, 2014) so interpretation of MSNA recordings must be
made beyond the basic quantification. For many experienced investiga-
tors the normalization procedures we describe are a reiteration of what
they have already documented but the standardization of nomenclature
and procedures is needed. The growth in the number of laboratories
that use MSNAmeasurements for quantifying sympathetic nerve activ-
ity has resulted in a number of potentially inaccurate conclusions
because of the lack of the standardization of MSNA methods and
quantification.

Normalizing by assigning a maximum burst height to a non-
stimulus, baseline, steady-state section of any protocol appears to be
the appropriate method when attempting to compare MSNA between
subjects and studies. We suggest that caution be used when making
conclusions about MSNA relative to HR as the transduction time of a
nerve burst into a change in vascular resistance is not HR dependent
but time dependant. The need to understand the cause and effect of

Fig. 6. Comparative simulated tracings of nerve traffic normalized bymaximum spontaneous burst andmean signal strength. The top tracing shows each line having a different burst fre-
quency (BF) but all lines have the same heart rate (HR). The simulated data are normalized to the highest burst given a value of 100 au. The bottom tracing shows the same simulated data
normalized to a mean signal strength of 100 au. A conclusion that would be drawn from the top signals is that in a subject in which BF or BI is elevated, so are TA and TMSNA in a directly
proportional manner. An alternative conclusion would be drawn from the bottom tracings in which BF and BI are the same as the top tracing, but TA shows all subjects being equal and
TMSNA would conclude that the subject with the lowest bursting frequency has the highest activity. Simulated data such as these are helpful for illustrating the point that themethod of
signal normalization is extremely important for comparing data between subjects.
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burst size and burst frequency was highlighted in order to allow com-
parison between individuals. Development of a consensus regarding a
standard method of calibrating a response would improve the ability
to compare data among studies. Even so, the questionwould still remain
whether the standardized stimulus is causing the same effect in all indi-
viduals and whether the effect is a maximal effect in all individuals.
More definitive classifications of nerve activity and the use of single
unit recording and analysis could allow for concepts once thought to
be impossible or inappropriate (such as comparing TA or TMSNA be-
tween subjects), to be realized and implemented in future analysis
and conclusions. The ability to compare between subjects and within
populations could make themeasurement of MSNA a clinically relevant
measure, especially when it is known that treatment methods for dis-
ease (i.e., renal denervation for hypertension) may work better when
a subset of the disease is caused by increased sympathetic nerve activity
(Esler et al., 2010, 2012, 2014).
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