
IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS 1

Driving Risk Assessment Using Non-Negative
Matrix Factorization With Driving Behavior Records

Hyunwoo Seo , Student Member, IEEE, Jongkyung Shin , Student Member, IEEE, Ki-Hun Kim ,

Chiehyeon Lim , Member, IEEE, and Jungcheol Bae

Abstract— Aggressive driving behavior (ADB) is a major cause
of traffic accidents. As ADB is controllable, ADB-based driving
risk assessment is an effective method for drivers and trans-
portation companies to ensure driving safety. Conventionally,
the relationships between ADBs and accident-related records are
analyzed when assessing driving risk. However, such records
typically overlook driver responsibility for driving risks and
depend considerably on the person producing the data (e.g.,
police officers or insurance managers). Foremost, conventional
approaches do not consider non-accident situations that comprise
most driving scenarios. Thus, we propose a novel driving risk
assessment method that uses only ADB data. In this method,
interpretable latent risk factors are extracted from ADB data
via sparse non-negative matrix factorization (NMF), and then the
driving risk score is computed on a scale of 0–100. The proposed
method was validated by adopting a real-world application to
assess the driving risk of bus drivers in South Korea and by
conducting an evaluation performed by transportation experts
in conjunction with the Korea Transportation Safety Authority.
Results revealed that the proposed method can discriminate
between high- and low-risk driving, thus providing clear guide-
lines to improve driving. Then, the proposed driving risk score
assessment method using NMF was compared with existing
machine learning-based risk assessment methods. The proposed
method outperformed the conventional methods in terms of
driving risk discrimination and interpretability. This study can
provide risk assessment guidelines based on driving behavior
records and contribute to the application of machine learning in
transportation safety management.
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I. INTRODUCTION

TRAFFIC accidents impede traffic flow and cause urban
problems worldwide. The U.S. National Highway Traf-

fic Safety Administration reports that more than 5,000,000
car crashes occur in the United States annually, with
approximately 30% of accidents leading to serious injuries
or fatalities [1]. Most traffic accidents are caused by inappro-
priate driving behaviors and driver errors [2], [3]. In partic-
ular, aggressive driving behavior (ADB) is a major cause of
driving accidents [4] (Fig. 1). Studies have shown that the
ADB management of drivers can effectively enhance traffic
safety [5], [6]. For example, ADB-based driving risk assess-
ment enables individual drivers to reassess their risky driving
behaviors. Moreover, as ADB is controllable, ADB-based
driving risk assessment enables drivers to manage and improve
their driving behaviors. Transportation companies can use this
approach when evaluating employee driving safety and pro-
viding specialized training for specific driving behaviors. The
aforementioned merits indicate the importance of ADB-based
driving risk assessment [7].

In previous research, driving risk was assessed by analyzing
the relationships between ADBs and accident-related records
(e.g., [8]–[10]). Fig. 1 shows ADBs and accident-related
records that have been treated as independent and depen-
dent variables, respectively, in existing studies. However, the
use of dependent variables is unreliable and inaccurate in
driving risk assessment because accident records are subjec-
tive and they depend considerably on the person generating
the data (e.g., police officers or insurance managers). Fur-
thermore, accident-related records are archived securely but
separately by government and private organizations, which
renders their acquisition difficult. Non-accident situations that
comprise most driving scenarios should also be considered
in driving risk assessment. For example, crash occurrence
records have been used for driving risk assessment (e.g., [8],
[11]). However, this approach can lead to overestimation or
underestimation. Crashes occur irrespective of safe driving.
Crash occurrence records are not automatically recorded when
crashes occur and are unlikely to contain sufficient information
concerning all occurrences; therefore, these records tend to
be under-reported and contain biases [12]. The limitations of
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Fig. 1. Driving risk assessment using ADB measurement.

crash data and crash-based methods suggest the necessity of
a driving risk assessment method that is not predicated on
crash occurrences or other accident-related records, including
the severity of injury and amount of fines [13].

In this study, a novel driving risk assessment method was
proposed for gauging driving risk on a trip (i.e., from the
beginning to the end of driving) through a quantitative score
by using only ADB measurements. Specifically, this method
aggregates ADB measurements into a driving risk score using
non-negative matrix factorization (NMF), which is a represen-
tation learning method for extracting interpretable latent fac-
tors from a non-negative dataset via matrix factorization [14].
The application of NMF to a dataset of ADB measurements
obtained from multiple trips enables the identification of latent
factors that can explain patterns of risky driving behavior.
In the proposed approach, the frequencies of ADBs are mea-
sured, and each latent factor identified via NMF is represented
by the non-negative weighted sum of these ADB frequencies.
The driving risk score of a trip is computed by aggregating
the values of the latent risk factors. Non-negativity implies a
positive relationship among the frequencies of each ADB, its
latent factor value, and the corresponding driving risk score,
thereby enhancing the interpretability of the score and its
practical utility. In view of improving the discrimination and
interpretability of the driving risk score, specific constraints
are imposed in the NMF process to transform the original
ADB measurements into latent risk factor values.

To the best of our knowledge, this study is the first one
to assess driving risk based on a score by using only driving
behavior records. Therefore, the proposed method can assess
driving risk without utilizing accident-related records, which
are typically inaccurate or difficult to acquire. The method-
ological contribution of the proposed method was validated
through comparative experiments with existing risk assessment
methods developed in other domains. The sparse NMF used
by the proposed method is superior in terms of discriminat-
ing and interpreting driving risk scores, which contributes

to incorporating machine learning in accident research and
transportation safety management. This method can also be
applied to risk assessment in other domains. The contribution
of our work was further validated through its real-world
application in conjunction with Korea Transportation Safety
Authority (KOTSA). We also confirmed the necessity, validity,
and applicability of the proposed approach through expert
evaluation. By using the proposed method, drivers can easily
monitor ADB occurrences that increase their driving risk
scores. The drivers can effectively lower their scores by
reducing such ADB occurrences. Furthermore, the proposed
method can be used by transportation companies to manage the
driving safety of their employees, thus enhancing the overall
traffic safety. The development of a reliable and practical
method for driving risk assessment has been a significant
challenge that KOTSA wishes to address.

The remainder of this paper is organized as follows. Previ-
ous related work is reviewed in Section II. Section III explains
the proposed method. Section IV describes the real-world
application of the proposed method. Section V presents
an evaluation of the method via comparative experiments.
Section VI describes the expert surveys and interviews and
analyzes the outcomes. Section VII discusses the implemen-
tation issues related to the proposed method. Section VIII
provides the conclusion of the study.

II. RELATED WORK

First, Section II-A describes the existing studies on ADBs
and driving risk assessment. Then, Section II-B explains risk
scoring methods based on representation learning. Finally,
Section II-C introduces the basic elements of NMF as a
preliminary information for Section III.

A. ADBs and Driving Risk Assessment

ADB is defined as a deliberate behavior motivated by
impatience, annoyance, and hostility or an attempt to save
time, which is likely to increase collision risk [15]. Many
existing studies have identified ADB in various settings and
proven that ABD is a major driving risk [16], [17]. Shinar
and Compton [18] performed site investigations and examined
the characteristics of drivers in relation to the frequencies of
ADBs. Abou-Zeid et al. [19] identified the factors influencing
ADBs by using a driving simulator to generate certain events
in the traffic environment and evaluated the reactions of drivers
to those events. Čabarkapa et al. [20] performed a question-
naire survey and revealed that ADB is a predictor of traffic
accidents based on hierarchical regression analysis. However,
the analyses of driving data collected from artificial settings
provide driving behavior measures that differ from those in
actual driving environments, which result in biased outcomes.
Furthermore, ADB occurrences measured in contrived settings
may not be applicable to on-road situations; thus, ADBs in the
actual driving environments must be investigated [15], [21].

The development of in-vehicle and mobile phone sensors
has facilitated the real-time and continuous collection of
driving behavior data in driving environments [22], [23]. For
example, by using in-vehicle sensors installed in commercial
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vehicles in South Korea, ADB occurrences can be measured
in real time to characterize the driving environment. KOTSA
performed dynamics analysis and validation of ADBs on
actual roads and defined the ten most significant ones and
their measurement criteria for trucks, buses, and taxis [24].
ADBs can be measured using driving records obtained from
digital tachographs (DTGs). For example, for commercial
buses, short-term over-speeding is defined as driving at a
speed 20 km/h greater than the speed limit. These ADBs
can be measured using DTG data, such as revolutions per
minute (RPM) and global positioning system (GPS) records
(see Supplementary Material B for further details on ADBs
and the use of DTGs in South Korea).

Considerable research has been conducted on driving risk
assessment based on ADB measurements in driving environ-
ments. For example, Osafune et al. [11] proposed the use of
ADBs as driving risk indices to statistically differentiate safe
and risky drivers. Safe and risky drivers were classified accord-
ing to the number of accidents in the preceding five years and
their driving experience. Islam and Mannering [8] focused on
crash-injury severity as a driving risk and modeled it using
random-parameter multinomial logit models. They utilized
three years of real-world crash data and defined crash–injury
severity as a target variable in three levels, namely, no injury,
minor injury, and severe injury. They also investigated the
differences in crash-injury severity in accordance with aggres-
sive and nonaggressive driving behaviors. Guo and Fang [25]
considered a naturalistic driving experiment setting in which
subjects drive in actual driving environments to evaluate risk
factors using the crash and near-crash (CNC) frequency, and
then they classified the overall risk of individual drivers based
on their CNC rates. Wang et al. [10] defined driving risk as
a potential threat that can cause vehicle crashes and other
accidents and classified driving risk as high risk, moderate
risk, and low risk. A near-crash database was developed based
on the naturalistic driving experimental data. Chen et al. [26]
proposed a non-negativity-constrained autoencoder to predict
driving risk on trips. A total of 76 driving behavior time
series were considered for each trip, and their non-negativity-
constrained autoencoder learned representative and distinct
hidden driving behavior features, allowing for the classification
of the driving risk level of a trip.

The aforementioned studies have analyzed historical crash
records as surrogate measures to evaluate driving risk. How-
ever, these records are limited in terms of accurately quanti-
fying driving risk. First, the driving risk of crash-free trips,
which constitute most cases in driving records, can not be
accurately assessed. Second, crash occurrence records are
not perfect measures of driving risk. In particular, a crash
may occur when individuals drive safely, and it may not
occur when people drive rashly. As crash records are not
automatically recorded when crashes occur, they are unlikely
to contain accurate information concerning all crashes [12].
Furthermore, the person responsible for recording an incident
may incorrectly report the driver who is at fault or even
under-report the crashes [27]. Although near-crashes can be
used in a naturalistic driving experiment setting as auxiliary
surrogate measures to crash events [28], near-crash data cannot

be quantitatively obtained in most cases [29]. Furthermore,
selecting crashes and near-crashes without introducing bias
is difficult [30]. Therefore, driving risk assessment that is
independent of crash records is essential (see Supplementary
Material A for further details on the limitations of using
accident-related records).

Several studies based on unsupervised learning have
been recently developed in the domain of driving risk.
Mantouka et al. [31] adopted the two-stage clustering
approach to obtain unsafe driving profiles. Li et al. [32]
extracted driving patterns from driving sequence data by
using unsupervised Bayesian algorithms and clustering.
Hossain et al. [33] applied association rule mining (ARM)
and joint corresponding analysis to investigate the behavioral
patterns of teen drivers involved in crashes. Although the
aforementioned studies were able to identify unsafe driving
patterns, they did not assess each trip by using a quantitative
driving risk score. Hossain et al. [33] specified the crash
severity level in the crash database as the consequent in ARM
for the analysis. Thus, it is not a fully unsupervised learning
approach.

In summary, driving risk is conventionally assessed by
analyzing incomplete, unreliable, or inaccurate surrogate mea-
sures of driving risk, while the unsupervised approaches in
driving risk research mostly investigate driving patterns. In this
study, a novel driving risk assessment method using only
ADB measurements with unsupervised learning is proposed.
As mentioned earlier, ADBs comprise the major factors for
determining driving risk levels [4]; they constitute behavioral
variables that can be controlled by drivers and subsequently
used for practical driving safety management [34]. Using
ADBs alone in driving risk assessment enables us to focus on
the responsibility of drivers themselves for determining risk.
A previous study defined driving risk as the summation of
the products of the intensities and frequencies of ADBs [7].
However, if this definition is followed, then the various
effects of each ADB on driving risk and the dependencies
among ADBs cannot be ascertained. Multiple ADBs fre-
quently and simultaneously occur, and they influence driving
risk through their interactions [27]. Thus, driving risk should
be assessed using latent factors that optimally represent the
ADB dataset.

B. Representation Learning for Risk Assessment

Obtaining reliable and accurate measures of risk, denoted
as dependent (Y) variables, is challenging in various domains
such as healthcare and finance. Given this difficulty, numer-
ous studies have focused on using representation learning to
assess the risk of a given subject by using only independent
(X) variables [35]. The common scoring methods include
principal component analysis (PCA) and autoencoders. PCA
identifies new features that preserve as much as possible the
variance of an original dataset and that are orthogonal to one
another [36]. Autoencoders, a type of artificial neural network,
include an encoder–decoder architecture and determine a latent
representation (encoding) to closely reconstruct their input
(decoding) [37].
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Anderloni et al. [38] developed a household financial vul-
nerability scoring system based on nonlinear PCA. Two prin-
cipal components were identified, and they could explain
approximately 70% of the variance in a dataset collected from
a survey on household financial distress. In their work, the
financial risk score was defined as the sum of the values of
the two principal components. Choi et al. [39] constructed an
aggregate air quality score that ranked states by their levels of
air pollutants. After applying PCA to the data of five air pol-
lutants in U.S. states, the score was defined as the normalized
value of the first principal component, which explained more
than 80% of the variance. Jia et al. [40] and Zhang et al. [41]
defined biological age (i.e., health risk) based on biomarkers
of aging about the aging process of vital organs as the
first principal component with an eigenvalue greater than 1.
Li et al. [35] constructed a composite sustainability indicator
for manufacturing companies by using principal components
with cumulative variance greater than 90%. Despite the suc-
cess of the aforementioned studies in evaluating the risk of
given subjects, they lacked an interpretation of how the risk
can be addressed; that is, the principal components were
not semantically interpreted, and risk management strategies
were not proposed. This limitation can be attributed to the
PCA mechanism; although principal components are produced
to explain the largest variance within a dataset and to be
orthogonal to each other, the variance may be semantically
vague [42], [43]. Thus, interpretation of each component is
difficult, and the selection of a small number of components
causes information loss from the dataset.

With advancements in deep learning, risk scores have
also been developed using various forms of autoencoders.
Nguyen et al. [44] constructed abnormality scores for human
walking gaits by using a sparse deep autoencoder. Three
autoencoders were used to model the X, Y, and Z axes of
a gait dataset. The score was defined as a weighted sum of
reconstruction errors attributable to the three autoencoders.
This approach is reasonable, especially since the input of an
abnormal walking gait should result in a greater reconstruc-
tion error than the input of a normal walking gait. Nguyen
and Meunier [45] further improved their study by using
an adversarial autoencoder. The human walking abnormality
score was defined as the weighted sum of the reconstruction
loss, the probability that a sample was extracted from a
prior distribution, and the discriminator output. Xu et al. [46]
developed a health indicator of a rotating machinery by using
the output of a stacked autoencoder to reconstruct vibration
signals. Then, a health indicator was constructed using the
reconstructed output. In the aforementioned studies, autoen-
coders of various architectures were used to satisfy the input
characteristics and score the definitions, but they employed the
common approach of transforming original features into latent
factors through a complex combination of nonlinear activation
functions. This complexity hinders the interpretation of the
relationship between the original features and latent factors.
Besides, when latent factors are aggregated into a score, the
complex relationship further complicates the understanding of
the original features that predominantly influence the score.

NMF is an effective tool for addressing the limitations
of PCA and autoencoders and therefore was used in this
study as a tool for representation learning in driving risk
assessment. NMF identifies latent factors that can explain all
parts of a dataset as the non-negative weighted sum of the
original features [42], [47]. Furthermore, NMF can convert the
ADB dataset into driving risk scores to represent non-negative
combinations of latent factors in an intuitive and interpretable
manner.

C. NMF

NMF is a matrix factorization method designed for analyz-
ing data matrices whose elements are non-negative [42], [48].
Given a non-negative data matrix X ∈ R

N×M of N features
and M samples, NMF decomposes X into the product of a
basis matrix W ∈ R

N×K and an encoding matrix H ∈ R
K×M

as follows:
X ≈ W H (1)

where K represents the number of latent factors and is smaller
than N or M . Note that both W and H are non-negative. Eq. 1
can be expressed as x ≈ Wh, where x and h are columns of X
and H , respectively. Thus, each data vector x is represented by
a linear combination of columns of W , and, therefore, W can
be interpreted as a basis matrix for the linear approximation of
the data in X . Each column in H is the latent representation
with respect to the new basis W .

The non-negative constraints on W and H permit only addi-
tive combinations of multiple bases. Consequently, NMF can
learn a parts-based representation compatible with the intuitive
notion of combining parts to form a whole. This property
of parts-based representations is useful in many real-world
applications including document clustering, face analysis, and
recommender systems [49]–[51]. Various NMF loss functions
have been proposed to obtain optimal representations; among
these approaches the following squared error function is the
most frequently used approach:

L(W, H ) = ||X −W H ||2 =
∑

i, j

(Xij − (W H )i j )
2 (2)

This loss function is convex on either W or H but not on
both variables, rendering to obtain a globally optimal solution
difficult. However, many optimization methods have been
proposed to determine the local minima. Paatero et al. [52]
proposed a gradient algorithm to minimize the loss function.
Lee and Seung [42] devised a multiplicative algorithm for
the original NMF that is simple to implement and can ensure
excellent performance. The multiplicative update rule for the
squared error function is defined as follows:

Wik ← Wik
(X H T )ik

(W H H T )ik
,

Hkj ← Hkj
(W T X)kj

(W T W H )kj
(3)

In this update rule, L(W, H ) is nonincreasing, and its
convergence has been proven by [48].
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Fig. 2. Driving risk assessment using NMF.

III. DRIVING RISK ASSESSMENT USING NMF

The proposed method of driving risk assessment by using
NMF involves a sequential procedure from ADB measurement
to risk score calculation (Fig. 2). Specifically, the procedure
consists of the following steps: (i) ADB definition and pre-
processing, (ii) latent risk factor extraction, and (iii) driving
risk score calculation. These three steps are explained in detail
in Sections III-A, III-B, and III-C.

A. ADB Definition and Preprocessing

In assessing human behavior, accurate and reliable descrip-
tions of behavior variables should be defined initially [53],
[54]. Without clearly defining human behavior variables, inac-
curate and uninterpretable assessment is inevitable. Therefore,
the integrity of independent behavior variables is necessary in
behavior analysis. In the case of driving, various ADB criteria
should be defined according to the vehicle type and driving
context [24]. Based on the ADB definitions, the frequencies
of ADBs are extracted from the in-vehicle driving records for
each trip. In-vehicle sensors generally operate from the time
the engine is started to the time it is stopped, and this span is
recognized as a trip. Thus, the frequency of an ADB X AD B

per trip is measured as follows:
X AD B = total duration o f an ADB (s)

duration of the tri p (h)
(4)

According to [55], drivers typically do not perform ADBs.
Therefore, ADB frequency distributions are generally right-
skewed. While most trips have low ADB frequencies, a few
others have high ADB frequencies. These high-frequency
trips can be identified as outliers. Furthermore, noisy driving
records containing irrelevant information, such as refueling,
can include ADBs with frequencies that slightly deviate from
those of normal driving records. Therefore, preprocessing is
required to identify and remove trips with slightly deviating
and high-frequency ADBs. Before driving risk score calcula-
tion, a variety of techniques, such as outlier detection, noise
removal, or data transformation should be applied depending
on the circumstances to obtain accurate ADB measurement.

B. Latent Risk Factor Extraction

The extraction of latent risk factors from ADB measure-
ments is critical in determining the optimal combinations of
ADBs that represent the ADB dataset and consider the various

effects of ADBs on driving risk. In this study, we used sparse
NMF to factorize the ADB dataset matrix X of N ADBs and
M trips into the product of a basis matrix W and an encoding
matrix H . Then, the L1-norm regularization term was applied
to the original NMF to impose sparsity on W , as follows:

L(W, H ) = ||X −W H ||2 + λ||W ||1 (5)

subject to the constraints ∀ik j : Wik ≥ 0, Hkj ≥ 0 and
||H:, j || = 1, where H:, j denotes the j -th column of H , the
regularization parameter λ ≥ 0, Wik is the influence of ADB
i on the latent risk factor k, and Hkj is the value of latent
risk factor k of trip j . Sparse NMF is useful for dimen-
sionality reduction, feature extraction, and source separation.
The sparsity constraints on W can reduce small loadings and
induce large loadings, which decreases the L1-norm regular-
ization term. This phenomenon produces latent risk factors
that are predominantly represented by major ADBs, thus
considerably improving the interpretability of the latent risk
factors. Although the original NMF yields multiple equivalent
factorizations that lead to various interpretations [49], the unit
norm constraint on each column of H fixes the scale of H
to enable the sparse NMF to have a unique factorization. The
formulation proposed in this study is analogous to the one
utilized by Hoyer [56], and the proofs of the optimization
procedure and its convergence can be found in the said
reference.

A large value of K reduces the loss (i.e., reconstruction
error), but it results in a complex NMF mechanism and
a factor extraction method that cannot compress the ADB
dataset. By contrast, a small value of K generally increases
the loss, but it simplifies the model, which lead to factor
extraction method that cannot accurately represent the ADB
dataset. Thus, the optimal value of K should be selected
while considering the complexity and validity of the NMF
model. In determining K , a rank selection method based on
the minimum description length (MDL) [57] is considered to
be appropriate. MDL is a method for selecting between models
of varying complexities based on information theory. The aim
of MDL is to determine a simple model that can retain the
information of the data as much as possible, and its objective
is to select the optimal K as the rank to minimize the message
length. Thus, the optimal K is the number of latent risk factors
that ensure both the interpretability and validity of the method.
MDL fits well with the requirement of driving risk assessment
under which a trade-off exists between the error and model
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size. In this case, the error and model size represent the validity
and complexity of the model, respectively.

NMF is the most suitable method for learning latent factors
for driving risk score calculation without using accident-
related records. ADB frequency is typically low because most
drivers do not perform ADBs frequently, which leads to a
sparse ADB dataset. The driving risk score should satisfy
the intrinsic relationship in which a higher ADB frequency
corresponds to a higher driving risk [4], [58]. However,
dense representations of latent factors that allow negative
entries may not consider the inherent sparsity of the ADB
dataset and the relationship between ADB frequency and
driving risk. The basis and encodings of NMF entail a large
fraction of vanishing coefficients due to the non-negativity
constraints forcing the coefficient of irrelevant features to
become zero [42]. In addition, non-negative values in the
basis and encodings of NMF can identify positive relationships
among ADB frequency, latent risk factors, and risk score,
all of which are useful for the interpretation and real-world
application of learning results. Furthermore, NMF does not
make statistical assumptions other than the non-negativity,
unlike other feature extraction methods such as PCA in which
the orthogonality between latent factors is assumed. Such
statistical assumptions can destroy the inherent properties of
representations of real-world driving patterns. Finally, NMF
does not require multiple user-defined hyperparameters except
the number of latent variables, which makes it easy to use for
driving risk score assessment in different contexts (e.g., dif-
ferent locations, times, and drivers) with high reproducibility.

C. Driving Risk Score Calculation

Following the NMF mechanism, x j = Wh j =∑K
k=1 wkhkj .

The ADB of each trip is represented as a linear combination of
latent risk factors. The values in the columns in the encoding
matrix H are the weights of the latent risk factors in a trip and
indicate the scores of the driving risk components. Therefore,
the average of the values in the columns of H can represent
the driving risk on a trip evaluated in terms of the frequency
of ADBs during the trip. Thus, a raw driving risk score can
be constructed for each trip i as follows:

Raw driving risk score (RDRi ) = 1

K

K∑

k=1

ˆhki (6)

where ˆhki is the standardized value of trip i for the kth
risk factor. With standardization, ˆhki represents the rela-
tive score of each driving risk component. The raw score
is normalized from 0 to 100 for convenient interpretation,
as follows:

Driving risk score (DRi ) = RDRi − min(RDR)

max(RDR)− min(RDR)
(7)

where 0 and 100 denote the safest and riskiest driving,
respectively. The driving risk score is defined as the relative
driving risk on a trip relative to other trips evaluated in terms
of ADB frequency.

IV. REAL-WORLD APPLICATION

We collaborated with KOTSA to apply the proposed
method to assess the driving risk on bus trips in regions of
South Korea. Public transit buses must be safe because they
are used by a large number of passengers. However, traffic
accidents involving buses occur frequently in South Korea.
Overall, 874.4 accidents per 10,000 buses occur annually,
with 1 in 44 traffic accidents leading to fatalities [59]. Thus,
managing bus safety and assessing the driving risk of bus
drivers is vital in transportation management. Driving risk
scores will enable bus transit companies to evaluate the driving
safety of their drivers and manage and train them to improve
traffic safety. The recent advancements in sensing technology
and legislation on the installation of in-vehicle sensors have
enabled the real-time collection of driving records. Further-
more, the Traffic Safety Act Article 55 in South Korea,
legislated in 2013, states that all commercial vehicles must
be equipped with DTGs for traffic safety monitoring [60].
Besides, the ordinance (Article 30) of the Ministry of Land
and Transport states that authorities should monitor ADBs
through DTGs and use the records for managing vehicles,
training drivers, and legislating traffic safety policies [61]. See
Supplementary Material B for further details on ADBs and the
use of DTGs in South Korea.

As described in Section II, existing studies on transportation
safety have assessed the driving risk of vehicles, but they
have considerable limitations. ADB frequencies have been
measured from in-vehicle driving records, but these data were
not aggregated into scores that may be easily understood by
drivers [5], [62], [63]. Studies have not accurately assessed the
driving risk of accident-free trips because of the small number
of crash occurrence records. Therefore, in the present work,
the authors have conducted driving risk assessment research
with KOTSA to compute driving risk scores without using
crash records. This section presents the results of applying the
proposed method to actual driving records of buses in South
Korea. Section IV-A describes the data and the implementation
details of the proposed method. Sections IV-B and IV-C
present the performance of the proposed method and the
interpretation of the results, respectively.

A. Data and Driving Risk Assessment

The driving data used in the case study were obtained from
a DTG database managed by KOTSA. The data consisted of
DTG data of city buses operating in the southeastern region
of the country from August to October 2019, during which
the traffic volume of buses was high. During this period,
14,660 buses operated along 5,640 bus routes, which resulted
in approximately 1,600,000 trips. We used the DTG data from
20 bus routes, each of which included approximately more
than 2,000 trips in this period. The implementation details
of the case study can be summarized as follows. In the
ADB definition and preprocessing step, we used ten ADB
definitions developed by KOTSA, which were defined based
on the results of kinetics experiments and validated in road
environments. Transportation safety researchers and managers
in South Korea have used these ten ADB definitions as the
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TABLE I

DESCRIPTIONS OF ADBS FOR BUSES DEFINED BY KOTSA

standard reference [64], [65]. Refer to Supplementary Material
B for further information. The corresponding details are listed
in Table I.

Table II summarizes the ADB measurement data of the
20 bus routes. The ADB frequencies are affected by dynamic
road elements, such as traffic flow and car-following situations
along the route [66]. As buses follow designated routes, and
trips on different routes have different ADB characteristics,
we applied the proposed method to the ADB measurement
data for each bus route to consider the influence of the driving
route environment on the ADB pattern and driving risk score.
The bus routes were coded as A to T to facilitate the analysis.
Among the ten ADBs, the duration of long-term over-speeding
was nearly zero, as city buses would stop at each bus station.
Similarly, the duration of rapid starting was low because of the
mechanical nature of city buses. Notably, the ADB duration
differs according to the route. Route A showed a high average
duration of rapid acceleration and short-term over-speeding
at 20.03 and 31.08 (s), respectively. The average duration of
rapid turns detected on Route F (60.01) was the highest among
the 20 bus routes, whereas Route G had a particularly high
average duration of short-term over-speeding (356.43).

During the preprocessing, the isolation forest (iForest)
method was used to detect outliers in the ADB measurement
data. iForest is an extension of the decision tree method
based on the isolation mechanism, which is a procedure for
separating outliers from the rest of the data through the
iterative partitioning of the input space [67]. This method
is faster than other methods [68]. We developed 100 iTrees
containing 256 samples apiece. The proportion of outliers in
the ADB measurement data on each route was set to 0.1,
which was the basic setting used by [67]. In the latent risk

factor extraction step, the ADB measurement data of 20 public
transit buses were used as the input for the sparse NMF. The
regularization parameter λ of the sparse NMF was set to 0.1.
The non-negative double singular value decomposition method
was used for initialization, as it can effectively initialize NMF
algorithms with sparse factors and reduce the approximation
error with rapid convergence [69].

B. Verification of the Driving Risk Score

Table III shows examples of ADB measurement and the
driving risk score of the proposed method. The method can
successfully compute high scores for the trips in which ADBs
frequently occurred. Here, two trips with similar driving risk
scores have different ADB distributions depending on the
driving environment of the route. For example, upon com-
paring two trips with driving risk scores of approximately
70 at different routes, the trip at route D recorded 114 seconds
of short-term over-speeding, whereas the trip at route E did
not record short-term over-speeding. This result shows that
the proposed method can successfully measure the risk level
across different ADB distributions.

Meanwhile, no objectively accurate value is available for
quantifying driving risk because of the unreliability and
scarcity of accident-related records. As ADBs can be used to
determine driving risk level, we developed an unsupervised-
learning-based method to aggregate the ADB information of a
trip into a driving risk score, and thus providing higher scores
to trips in which ADBs frequently occur. Subsequently, the
effectiveness of the proposed method can be verified by testing
its ability to consistently distinguish trips with high-frequency
ADBs and low-frequency ADBs through the risk scores. This
experiment is analogous to the approach of [11] that assessed
driving risk scores to determine if the scores could statistically
differentiate safe and risky drivers.

In our experiment, the high- and low-risk groups were
defined for each route as the sets of trips with driving risk
scores in the top and bottom 25% respectively; previous
studies used this categorization to validate their indicators
or outcomes [70], [71]. If the proposed method can provide
valid scores, then the average ADB durations will differ
considerably between the two groups. We performed t-tests
to examine the statistical difference between the average ADB
durations of each group. If the p-value of the t-test is less than
0.05, the difference between the averages of the two groups
is statistically significant. Refer to Supplementary Material D
for the further results of verifying driving risk scores in the
5% and 10% risk groups.

Table IV lists the average ADB durations of the high- and
low-risk groups on Routes A, B, and C identified using the
proposed method. The results show the differences between
two groups, with p-values of less than 0.05 for most ADBs.
Thus, the differences between groups were significant for most
ADBs. Large differences were obtained between the groups in
terms of rapid acceleration and short-term over-speeding on
Route A and rapid deceleration and rapid turning on Route B.
The difference in terms of rapid acceleration was especially
large on Route C. The driving risk score can be considered to
reflect the different ADB characteristics on each route, as the
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TABLE II

DETAILS OF THE ADB MEASUREMENT DATASET OF 20 SELECTED BUS SERVICE ROUTES

TABLE III

EXAMPLES OF ADB MEASUREMENT AND THE DRIVING RISK SCORE OF THE PROPOSED METHOD

TABLE IV

AVERAGE ADB DURATIONS FOR HIGH- AND LOW-RISK GROUPS (* DIFFERENCE BETWEEN THE HIGH- AND LOW-RISK GROUPS

IS STATISTICALLY SIGNIFICANT AT THE 0.05 SIGNIFICANCE LEVEL)

differences between the high- and low-risk groups were large
for the ADBs exhibiting high average durations on a given
route (Table II). Thus, ADBs with high average durations and
high variance are considered to be the primary ADBs affecting
driving risk on a given route, and we regards them as distinct
driving behaviors in determining driving risk.

The differences between some of the ADBs are marginal or
even negative; that is, their average durations in the high-risk
groups were less than those in the low-risk groups. However,
in most of these cases, the t-test results indicate that the differ-
ences between these ADBs were not significant. As the ADBs
occurred on trips in both groups, they were likely influenced
by the environmental conditions along the route. Furthermore,
the durations of these ADBs (e.g., rapid overtaking on Route A

and short-term over-speeding on Route C) were low, and most
trips on a given route did not exhibit such ADBs, further
indicating that they did not affect the driving risk on these
routes.

C. Interpretation of Latent Factors

As discussed in Section IV-B, the patterns of ADBs differ
according to the bus route because the patterns are influenced
by the traffic environment (e.g., traffic volume and road
conditions). Therefore, the latent factors of the ADB dataset
should result in distinct implications on each route. Here,
the implications of the latent risk factors on the driving risk
score were examined. The latent risk factors extracted via the
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TABLE V

LOADINGS OF TEN ADBS ON LATENT RISK FACTORS

proposed method can reflect the distinct pattern of ADBs on
each route.

Table IV lists the relative loadings of the ten ADBs on the
latent risk factors on Routes A, B, and C, which were obtained
from the basis matrix of the NMF. The numbers of latent
risk factors were selected by considering the interpretability
and validity of the NMF based on the MDL method [57],
and they were one, two, and three for Routes A, B, and C,
respectively. For the other routes, the maximum and minimum
numbers of latent risk factors were four and one, respectively.
Each route had different numbers of latent risk factors for
explaining the ADB patterns. Therefore, the number of factors
for determining driving risk differs by route, further implying
that driving risk should be assessed separately for each route.

The loading of an ADB represents the influence of its
frequency on the latent risk factor. Each latent risk factor
can be explained in terms of the major ADBs that are
noticeable on the route and in terms of other ADBs with
marginal influence (Table V). The latent risk factor of Route
A is characterized primarily by short-term over-speeding and
rapid acceleration; that is, these are the ADBs that drivers
on Route A engaged in most frequently on average. Other
behaviors, such as rapid stopping, rapid lane changing, rapid
overtaking, and rapid U-turns, resulted in small loadings on
the latent risk factor and rarely occurred on Route A (Table II).
On Route B, the first risk factor had the highest loading
on rapid turning, whereas the second risk factor had high
loadings on rapid acceleration, rapid deceleration, and rapid
turning. Short-term over-speeding, rapid stopping, and rapid
overtaking, which generally had small loadings on Route B,
did not occur frequently. Similarly, the latent risk factors on
Route C were influenced by the major ADBs of the route.
The first risk factor was influenced by rapid turning; the
second risk factor was influenced by rapid deceleration; and
the third risk factor was influenced by rapid turning. Rapid
acceleration resulted in high loadings on each latent risk factor
on Route C.

Furthermore, the loadings of ADBs with a high variance
were greater than those with a low variance, although the
ADBs had similar durations. For example, rapid acceler-
ation and short-term over-speeding occurred with similar
durations on Route A, but the standard deviations of the
duration of rapid acceleration and short-term over-speeding
were 11.767 and 32.956, respectively. Thus, the loading
of short-term over-speeding was higher than that of rapid
acceleration. This implies that an ADB whose difference is
large between drivers considerably affects the driving risk
on a route.

V. COMPARISON WITH OTHER RISK

ASSESSMENT METHODS

We evaluated the effectiveness of NMF for driving risk
assessment by experimentally comparing its performance
with PCA- and autoencoder-based assessments. We focused
on evaluating the discrimination performance of high- and
low-risk trips and the interpretability of the latent risk factors.
As discussed in Section IV, the high- and low-risk groups
were selected as the trips with driving risk scores in the top
25% and bottom 25%, respectively, for each method. We also
performed t-tests to examine the statistical difference in the
average ADB duration between risk groups.

For the next experiments, we adopted the settings used
in the previous studies (Section II-B) that used the scoring
methods based on PCA [38], [39]. For the PCA-based assess-
ment, we first standardized the ADB dataset. We selected
principal components that could explain more than 70%
of the total variance and then calculated the driving risk
score as the sum of the values of the selected compo-
nents. Autoencoder-based scoring methods utilize various
architectures suitable for the input characteristics and def-
initions of the scores. Here, the encoding matrix of the
autoencoder was used to calculate the driving risk score
because this matrix could indicate the values of driving
risk factors. In view of learning the encoding matrix, the
number of latent dimensions K in the autoencoder was
selected to maximize the rate of decrease in the recon-
struction error. In the comparative experiments, the layer
architecture of the autoencoder was set to 10, (10–K )/2, K ,
(10–K )/2, and 10 neurons, with the hidden layers consisting
of the average number of neurons in the input and code layers.
The architecture of the decoder was a reverse of the encoder.
The hyperbolic tangent function was used as the activation
function between all layers. We used the mean squared error
for the loss and the Adam optimizer to optimize the network
parameters. The learning rate and number of training epochs
were set to 0.0001 and 500, respectively.

The autoencoder uses nonlinear activation functions on each
layer and does not output to the basis matrix; thus, the
interpretability of its latent factors cannot be evaluated in terms
of loadings. By contrast, in this work, we interpreted the out-
comes of the PCA-based method. Table VI lists the loadings
of the ten ADBs on the principal components extracted by the
PCA method. Five principal components that could explain
the variances of more than 70% were selected on Routes A,
B, and C. Table VI shows that the PCA-based latent factors
are difficult to interpret. As for latent factors of the proposed
method, each ADB exhibited a non-negative influence on
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TABLE VI

LOADINGS OF 10 ADBS ON LATENT RISK FACTORS OF PCA

TABLE VII

AVERAGE ADB DURATIONS FOR HIGH- AND LOW-RISK GROUPS OBTAINED BY PCA (* THE DIFFERENCE BETWEEN THE HIGH- AND LOW-RISK GROUPS
IS STATISTICALLY SIGNIFICANT AT THE 0.05 SIGNIFICANCE LEVEL)

TABLE VIII

AVERAGE ADB DURATIONS FOR HIGH- AND LOW-RISK GROUPS OBTAINED BY AUTOENCODER (* THE DIFFERENCE BETWEEN THE

HIGH- AND LOW-RISK GROUPS IS STATISTICALLY SIGNIFICANT AT THE 0.05 SIGNIFICANCE LEVEL)

the driving risk score. In other words, ADBs with higher
frequencies indicate higher latent factor values, which results
in higher driving risk scores. However, the implications of the
PCA-based latent factors for the driving risk score calculations
are difficult to specify because the corresponding ADBs can
have either positive or negative loadings on the principal
components, and result in counterintuitive interpretation. For
example, the driving risk score increases if the frequency of
an ADB with a negative loading on a principal component
decreases, which reveals that a decreasing ADB implies an
increase in the driving risk. Therefore, the proposed method
is more valid and useful than the PCA-based scoring method
in terms of interpretability.

Tables VII and VIII list the average ADB durations of the
high- and low-risk groups on Routes A, B, and C, as discrimi-
nated by the PCA and autoencoder methods, respectively. The
results shown in Table VII indicate the poor performance of the
PCA-based scoring method. The t-test results on risk groups
also revealed that the difference in most of the ADBs was
significant; however, the differences were smaller than those of
the proposed method (Table IV). Specifically, the PCA-based
driving risk score satisfactorily discriminated between trips
with high and low ADB durations on Route C. However, the
differences between the durations of ADBs in the high- and
low-risk groups were not as large as those obtained using our
method. For example, the gap between the high- and low-risk
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groups in terms of the PCA-based scores of rapid acceleration
was smaller than that produced by the proposed method. More-
over, PCA could not distinguish the trips with high and low
durations of ADBs on the other routes. On Route A, the aver-
age duration of short-term over-speeding in the low-risk group
was greater than that in the high-risk group, while short-term
over-speeding occurred the most frequently when driving on
Route A. However, the trips with low PCA-based scores had
higher frequencies of this ADB, which is an invalid result. The
differences in the rapid acceleration durations were smaller
than those obtained using our method, and the difference in
the duration of rapid turning (i.e., the ADB that occurred
the third most frequently) between the high- and low-risk
groups was small. Similarly, PCA could not distinguish the
major ADBs that frequently occurred on Route B. As each
principal component was difficult to interpret semantically as
a driving risk factor, the PCA-based scoring method, which
simply defines driving risk as the sum of the values of the
principal components, is not valid for ADB measurement.

The results in Table VIII indicate that the autoencoder-based
scores cannot distinguish between high- and low-risk trips.
According to the t-test results, the average frequencies of
most ADBs in the low-risk group were considerably higher
than those in the high-risk group in the autoencoder-based
assessment. The autoencoder applies nonlinear transformation
via activation functions in the neural network and determines
latent representations to reconstruct the original data. How-
ever, this representation through complex nonlinear activation
is unsuitable for calculating driving risk scores because it
transforms the intrinsic relationship between ADB frequency
and driving risk, and a higher ADB frequency corresponds to a
higher driving risk score. Consequently, the autoencoder-based
scores presented reversed relations to the ADB frequencies
in the high- and low-risk groups. These results indicate
that the proposed method is more valid than the PCA- and
autoencoder-based assessment methods.

In summary, the proposed method outperformed other rep-
resentation learning methods in terms of verifying driving
risk and interpreting latent factors. The PCA-based scoring
method led to information loss because only a few principal
components were selected. Dense representations of latent fac-
tors with negative entries were extracted by the orthogonality
assumption, and then they were interpreted counterintuitively
in terms of ADBs and driving risk. Meanwhile, the autoen-
coder applied nonlinear activation functions to individual lay-
ers, consequently disrupting the positive relationships between
the ADBs and driving risk scores. By contrast, the NMF
reduced the information loss by minimizing the reconstruction
error in the objective function. Non-negativity constraints
enabled the NMF to satisfy the positive relationships between
the ADBs and driving risk scores. The parts-based represen-
tation property originating from non-negativity enabled the
combination of latent risk factors to explain the driving risk
on a trip.

VI. EXPERT EVALUATION

Two expert surveys were conducted during our research
process, with the aim of improving our work and validating the

contributions of our driving risk assessment method. In both
surveys, we designed a questionnaire comprising evaluation
criteria that could be scored on a seven-point Likert scale
and open-ended questions that could evaluate the validity of
the proposed work and subsequently improve the method.
We recruited experts in academia (transportation researchers)
and industry (e.g., transportation firm managers) with at least
five years of expertise in their domains. The first survey was
conducted in September 2020, in which the objective was
to identify potential improvements in the research process.
We performed a focus group interview with five experts
and a survey with seven experts, who were requested to
evaluate the validity and service applicability of the method
in a safe-driving support system. The evaluation criteria of
the first survey and their average scores are presented in
Supplementary Material C. All experts evaluated positively
the utility of the proposed method for providing safe-driving
support services and discussed the considerations and potential
scenarios for its application (Section VII). On this basis,
we developed the regularized NMF for the clear interpretation
of latent factors.

The second survey was conducted among 18 experts (acad-
emia and industry experts) in September 2021 to validate
the key contributions of the proposed driving risk assess-
ment method. The second survey was categorized into the
following three sections to validate the motivation, result
analysis, and contribution of our work: (1) representability
of accident-related records versus ADBs on driving risk,
(2) validity of the interpretation of latent risk factors, and (3)
contribution of the proposed method.

In the first section, experts were requested to select a trip
with an accident among a set of five trips in consideration of
the duration of ten ADBs given by KOTSA and rank the five
trips in the order of driving risk. We randomly selected a trip
with an accident and four normal trips without an accident
in each route. In other words, the durations of ten ADBs
of the five trips in the four routes were presented to each
subject. Refer to Supplementary Material C for an example of
the questionnaire items. The average accuracy of identifying
the trip with an accident was 0.014, which is equivalent to
1/72. Thus, the experts could not identify the trip with an
accident. Moreover, we evaluated the correlation and distance
between the rankings determined by the experts and those
by the proposed method in the order of driving risk via
Spearman rank correlation and Levenshtein distance [72], [73].
The resultant average Levenshtein distance was 3.222, which
indicates that two risk rankings can be equivalent with roughly
two operations. The average rank correlation was 0.356 for
all risk rankings evaluated by the experts, which denotes that
the driving risk score is consistent with the risk perception
of experts on the ADB duration. This result supports the
findings of previous studies that ADBs are major indicators
for assessing driving risk in a trip, whereas accident records
are less useful as a measure of driving risk.

In the second section, experts were requested to evaluate
whether the interpretation of latent factors based on the loading
matrix of the ADB measurement data was valid and subse-
quently interpret the factors. We offered the loading matrices
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Fig. 3. Use case of risk assessment of a driver.

of the ADB measurement data, average durations of ADBs,
and our interpretation based on the loading matrix for the
three routes presented in Section IV. Refer to Supplementary
Material C for our interpretation of latent factors. The experts
evaluated the validity of our interpretation of latent factors as
5.125, 5.625, and 5.375 on average. Moreover, the interpre-
tation of latent risk factors by experts corresponded to our
interpretation. As such, the latent factors extracted from the
proposed method are valid, and they are useful for interpreting
and managing driving risk.

During their deliberation, first, the experts reached an agree-
ment that accident-related records other than those involving
serious accidents are difficult to acquire. They also found
that latent risk factors that consider the interaction among
ADBs are meaningful and applicable in practice. Most experts
viewed the method of developing a driving risk assessment
method for assessing the driving risks of non-accident trips as
critical. Second, we found that some experts in practice still
emphasized the utility of accident-related records but admitted
the scarcity and the bias of those records. An expert claimed
that ADBs and accident-related records are complementary
measures for determining driving risk. Although the first find-
ing concurs with the literature and our work that highlight the
necessity of risk assessment not predicated by accident-related
records [13], the second finding indicates that accident-related
records are still useful in practice.

VII. IMPLEMENTATION OF THE PROPOSED METHOD

In both surveys and interviews, the experts discussed three
common considerations that should be addressed when imple-
menting the proposed method in the future: (1) applicability
of the method, (2) interventions for driving risk management
based on the method, and (3) necessity of using reliable
in-vehicle sensors for accurate ADB measurements.

According to all experts, the development of driving
risk assessment methods that do not require the use of
accident-related records has been a significant challenge in the
transportation field. An expert emphasized that the proposed
method can assess the risk level of a driver because it can
assess a trip as the basic unit of analysis, i.e., by averaging
the driving risk scores of all trips that the driver operated.
Fig. 3 shows an example of the use case of assessing the risk
level of a driver. As suggested by the expert, the proposed
method will be able to obtain effective risk information of
drivers if combined with the geographic properties of the
route, but this type of data is not recorded in the DTG

Fig. 4. Example of the intervention in practice.

database. By using methods that do not require such records,
transportation companies can evaluate the driving safety of
even employees who have not been in crashes and subse-
quently train these employees to reduce their risky driving
behaviors, which contributes to overall traffic safety. Another
expert shared that local governments may utilize the driving
risk score when providing subsidies (e.g., for fuel, operational
loss, and administration) to individual drivers, companies,
and local governments. Similarly, insurance companies may
provide premium discounts based on driver risk scores via
pay-as-you-drive schemes to encourage both safe and risky
drivers to drive safely.

The proposed method can provide guidelines to reduce
driving risk based on the frequencies and loadings of ADBs.
Each loading wi j of the basis matrix W represents the influ-
ence of ADB i on the risk factor j . As the driving risk score
of a trip is defined as the average of standardized latent factor
values of the trip, the risk influence of an ADB on the risk
score is proportional to the average of all loadings of the ADB
to the latent factors on the route. Meanwhile, the total risk
influence of an ADB can be defined as the product of the
duration and the risk influence of the ADB. The proposed
method can provide various levels of notifications to drivers
as they perform specific ADBs based on the total risk influence
(Fig. 4). This notification can be delivered in real time during
driving in accordance with the state changes of drivers. Thus,
the proposed learning-based approach can identify clear levels
of ADB frequencies that can be effectively used to monitor,
evaluate, and control the state changes of drivers in real
time. An expert also revealed that interventions integrating
the quantitative influences with additional trip information may
effectively encourage drivers to reduce aggressive driving. The
spatial and temporal information of a driver who has driven
aggressively on the route can be used to provide guidance to
drivers, thus preventing ADBs in advance.

Accurate ADB measurement is indispensable for
ADB-based driving risk assessment. The ADB dataset
used in our model was based on measurements obtained from
in-vehicle sensors. Some experts mentioned that in-vehicle
sensor records include noise and measurement errors. In an
experiment that compared the differences in speed, RPM,
azimuth, and break measurements among ten types of DTGs,
the differences were attributed to errors from various sensors
and manufacturing processes [74]. The GPS is typically
unable to provide accurate and reliable locations because
of the presence of signal interruptions or blockage during
driving [75], [76]. As a means of overcoming signal blockage,
the inertial navigation system (INS) or dead reckoning (DR)
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are commonly integrated into GPS units. However, both
INSs and DR can cause measurement biases in the inertial
sensors [77]. Erroneous ADB measurements from noisy
sensors contain distorted patterns of ADB frequencies that
may produce inaccurate driving risk scores. The accuracy and
reliability of in-vehicle sensors should be ensured to prevent
erroneous ADB measurements.

VIII. CONCLUSION

Aggressive driving is a major cause of disturbance to traffic
safety. ADB-based driving risk assessment is an effective tool
for transportation companies and governments for managing
driving safety. In this study, we proposed an NMF-based
driving risk assessment method that can aggregate the fre-
quencies of ADBs over the course of a trip. In this method,
interpretable latent risk factors from ADB measurements are
extracted and driving risk scores based on the aggregation of
latent risk factor values are calculated. We applied the method
to actual driving records of buses on multiple routes. A real-
world application and comparative experiments with other risk
assessment methods were demonstrated, and the superiority
of the proposed method in terms of discriminating high-
and low-risk trips and interpreting driving risk factors was
evaluated. The acceptability and applicability of the proposed
method was validated by surveys with experts from academia
and industry.

The proposed method is the first one to assess driving risk
by using only driving behavior records. We used ADBs as
surrogate measures of driving risk, and trips with high or low
frequencies of ADB indicate high- or low-risk driving. The
proposed method can scientifically assess the driving risks of
regular trips in which no crashes occur, and it does not rely
on accident-related records, which are typically unreliable and
difficult to acquire. Sparse NMF is superior to the existing risk
assessment methods in terms of both the discrimination and
interpretation of driving risk, rendering it suitable for use in
service applications for providing safe-driving support. The
proposed method can be used to help drivers monitor their
driving behaviors and reduce ADBs by providing feedback
for lowering their driving risk scores. Such driving evaluation
and management are necessary for various stakeholders in the
transportation domain.

Meanwhile, the study has some limitations that can be
addressed in the future. One of the limitations is that the
proposed method could not discriminate some minor ADBs
on a route. Marginal errors are sometimes unavoidable when
using an unsupervised learning approach for risk assess-
ment. Our method was able to aggregate the frequencies of
ADBs into a risk score by highlighting the weighted effects
of major ADBs, but this approach resulted in unsuccessful
discrimination of some minor ADBs. The other limitation
is that the ten ADBs utilized in the experiments were the
fixed threshold-based. Although those ADBs were defined and
validated through experiments in actual road environments by
KOTSA, the threshold-based ADB criteria have not considered
the situations in which ADBs adaptively affect driving risk
depending on the environment. In future research, we may
develop driving risk assessment methods that can adaptively

consider ADBs with spatial and temporal trip information and
the various driving conditions. Finally, on the basis of advice
from experts from the field who highlighted the importance of
accident-related records, a self-supervised learning approach
may be adopted to extract the latent risk factors of ADB
measurements, thereby obtaining a high-risk score for a trip
with high-frequency ADBs and accident-related labels.
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